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Preface

This five-volume set was compiled following the 2006 International Conference
on Computational Science and its Applications, ICCSA 2006, held in Glasgow,
UK, during May 8–11, 2006. It represents the outstanding collection of almost
664 refereed papers selected from over 2,450 submissions to ICCSA 2006.

Computational science has firmly established itself as a vital part of many
scientific investigations, affecting researchers and practitioners in areas ranging
from applications such as aerospace and automotive, to emerging technologies
such as bioinformatics and nanotechnologies, to core disciplines such as math-
ematics, physics, and chemistry. Due to the shear size of many challenges in
computational science, the use of supercomputing, parallel processing, and so-
phisticated algorithms is inevitable and becomes a part of fundamental theoreti-
cal research as well as endeavors in emerging fields. Together, these far-reaching
scientific areas contributed to shaping this conference in the realms of state-of-
the-art computational science research and applications, encompassing the facil-
itating theoretical foundations and the innovative applications of such results in
other areas.

The topics of the refereed papers span all the traditional as well as emerging
computational science realms, and are structured according to the five major
conference themes:

– Computational Methods, Algorithms and Applications
– High-Performance Technical Computing and Networks
– Advanced and Emerging Applications
– Geometric Modeling, Graphics and Visualization
– Information Systems and Information Technologies

Moreover, submissions from 31 workshops and technical sessions in areas
such as information security, mobile communication, grid computing, modeling,
optimization, computational geometry, virtual reality, symbolic computations,
molecular structures, Web systems and intelligence, spatial analysis, bioinfor-
matics and geocomputations, are included in this publication. The continuous
support of computational science researchers has helped ICCSA to become a
firmly established forum in the area of scientific computing.

We recognize the contribution of the International Steering Committee and
sincerely thank the International Program Committee for their tremendous sup-
port in putting this conference together, the near 800 referees for their diligent
work, and the IEE European Chapter for their generous assistance in hosting
the event.
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We also thank our sponsors for their continuous support without which this
conference would not be possible.

Finally, we thank all authors for their submissions and all invited speakers
and conference attendants for making the ICCSA Conference truly one of the
premium events on the scientific community scene, facilitating exchange of ideas,
fostering new collaborations, and shaping the future of computational science.

May 2006 Marina L. Gavrilova
Osvaldo Gervasi

on behalf of the co-editors
Vipin Kumar

Chih Jeng Kenneth Tan
David Taniar

Antonio Laganà
Youngsong Mun

Hyunseung Choo
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Abstract. This paper reviews existing grid resource transaction models in grid 
computing environment and proposes an efficient market mechanism-based 
grid resource transaction model. This model predicts a future grid resource de-
mand of grid users and suggests a reasonable transaction price of each resource 
to customers and resource providers. The suggestion of transaction price infers 
the more transactions between customers and providers and reduces a response 
time after ordering resource. In order to improve accuracy of transaction price 
prediction, microeconomics-based statistics approach is applied to this grid  
resource transaction model. For performance evaluation, this paper measures 
resource demand response time, and number of transactions. This model works 
on the less 72.39% of response time and the more 162.56% of the number of 
transactions than those of single auction model and double auction model. 

1   Introduction 

There are tremendous demands on grid computing to solve computation-intensive 
problems. High-cost super computing and cluster computing were applied to solve 
these computation-intensive problems in the past. Now grid computing is taking over 
that role [1]. Grid computing integrates massive amount of geologically distributed 
resources to solve complicated computation-intensive problems like scientific prob-
lems of real world [2] and demand for grid computing is increasing as time goes on. 
Grid computing does not have resource limitation and is able to allocate and remove 
resources dynamically [3]. Therefore, transaction network model which can provide 
resource at reasonable transaction price when the grid user requests resources is es-
sential in grid computing. Market and price decision mechanism of economics were 
applied to most of the transaction models. Market and Price decision mechanism is 
being used as a control tool to allocate grid computing resources [4]. 

In this paper, we propose Resource demand Prediction-based Grid Resource Trans-
action network (RPGRT) model. This model is improved from existing transaction 
                                                           
* This work is supported by INHA UNIVERSITY Research Grant. 
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network model. RPGRT model introduced prediction method for prediction user’s 
demand for resources. It also adapted two methods for the transaction price decision. 
We have conducted two experiments to prove performance of RPGRT model. In first 
experiment, we decided the optimized ratio for two price decision models using em-
pirical result. In second experiment, we measured reduction rate of response time and 
improvement rate of resource transaction by comparing RPGRT model with existing 
models. 

2   Related Work 

Resource management for using and dynamically allocating computer resource is 
very significant as demand of grid computing increases. Many models have been 
proposed to manage resources of grid computing. Buyya proposed distributed eco-
nomic structure called GRid Architecture for Computational Economy (GRACE) [4] 
which allocates resources and controls supply and demand of ready-to-use resources. 
GRACE adapted market mechanism of economics and now applied in a resource 
management. Market mechanism can accurately describe resource allocation and 
removal of grid computing. 

Tender/Contract-Net Model: Tender/contract-net model [4] is widely used models 
in distributed computing environment. This is modeled contract mechanism using 
economics fields for managing to service and product transaction. This model helps 
customer to find GSP prefer to execute jobs. When a customer propose price to grid 
resource broker, GSPs bid to grid resource broker. When grid resource broker finds 
suitable GSP, broker connects customer and GSP. 

Single Auction Model: Single auction model [4] is widely used to real market  
such as e-commerce web sites. This model consists of three parts in grid computing 
environment. There are single grid resource owner, single auctioneer, and many 
customers. An auctioneer decides convincing rules of single auction. A grid resource 
owner provides grid resources and customers offer bid for grid resources. Customers 
increase bid price continuously. Consequently, the highest bidding price of customer 
wins single auction. 

Double Auction Model: Double auction model is the most noticed model in recent 
days [5]. Unlike the standard single auction theory where trading mechanism is  
controlled by single seller, double auction model has both seller and buyer who bid 
mutually. Normally, bidding price starts at high price for a seller and low for buyer. 
Sellers and buyers have their own unique price elasticity [6]. As an auction  
progresses, a seller will bid by lowering price depends on seller’s price elasticity and 
a buyer will bid by increasing price depends on buyer’s price elasticity. When bidding 
price of a seller and buyer meet the market equilibrium [7], transaction will be made. 
Double auction model well represent the market transaction of the real world.  
Because of this, double auction model is well noticed and used in sophisticated eco-
nomic model like trading agent. However, existing models like double auction model 
have two problems. In next section, we will address these two problems and propose 
RPGRT model to solve the problems. 
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3   Resource Demand Prediction-Based Grid Resource Transaction 
Network (RPGRT) Model 

We reviewed existing grid resource transaction model based on GRACE in section 2. 
Out of those two problems we stated above the first problem is that they cannot dy-
namically adapt themselves to the rapid changes in grid resource demand. Because 
existing models are not able to predict the amount of resource that grid users demand. 
Another problem is not having standard transaction price. Because of this, it will take 
very long time and even worse no transaction may be made if resource provider and 
grid user wrongly set the bidding price. Double auction model also can be affected 
when initial bidding price is wrongly configured. It will increase response time and 
affects the number of transactions. We proposed RPGRT model to solve problems 
existing models have. We introduced mechanism that can predict grid resource  
demand of grid user in this RPGRT model. RPGRT model predicts and provides grid 
resource demand based on past and present data. Price is determined by provided 
resource from predicting and actual grid resource demand of grid user. Two different 
kinds of algorithm are applied in price decision due to the diversity of grid users. The 
goal of RPGRT model is to have more numbers of transactions by having faster  
response time compare to existing models. 

To predict grid resource demand of grid user, we used to second-order exponential-
smoothing prediction method [8] in RPGRT model. It is possible to reliably predict 
using data from the past and present by adapting this prediction mechanism. This 

prediction method is represented in (1) [8]. D̂ is estimated demand of grid user and D is 
real grid resource demand of grid user. d is current time and present T show the time 
elapse. α is smoothing constant and normally have value of 10 ≤≤ α . dS is first-
order exponential smoothing prediction model and )2(dS is double-smoothed statistic. 

And, they are expressed in (1).  
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D̂ ; Estimated grid resource demand of grid user, D ; Grid resource demand of grid user 
d ; Current time, T ; Time elapse, α ; Smoothing constant, dS ; First-order Exponential 

Smoothing Prediction model, )2(dS ; Double-smoothed statisti 

In RPGRT model, grid user pays resource provider for the service and two  
algorithms for deciding price were applied. Two algorithms we used are the Cournot 
Model with Slight Variation (CMSV) [9], [10] and the Double Auction with Initial 
Price model (DAIP). In RPGRT model, grid users can choose from two price decision 
models depend on their own situation or purpose. These two methods are complemen-
tary to each other. Using the CMSV enables grid user to use resources quickly.  
However, the DAIP method may have slower response time, but it enables grid user 
to use resources at the price that are lower than the model originally proposed. 
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Cournot Model with Slight Variation (CMSV): Price decision making algorithm of 
the CMSV is showed in Fig.1. In order to adapt CMSV algorithm, the Trading Agent 
Competition (TAC)/Supply Chain Management (SCM) game [11] was referenced. 
This algorithm was also used in the jakaroo project [9] team of university of western 
sydney who participated in TAC/SCM game. PredictionDemand is quantity of grid 
user’s grid resource demand that is measured using second-order exponential-
smoothing method in RPGRT model, and UserDemand is actual quantity of grid 
user’s grid resource demand. P0 is pricing constant. It is theoretical price that occurs 
when market equilibrium occurs. When PredictionDemand are smaller than equal to 
UserDemand, transaction price of initial 80% of grid user becomes P0. And if Predic-
tionDemand is bigger than UserDemand and smaller than UserDemand + γ/0P , 

transaction price becomes P0− ×γ (PredictionDemand−UserDemand). γ  is deprecia-

tion coefficient and it is always larger than 0.  

 
if ( PredictionDemand <= UserDemand )  Price = P0 
else if( UserDemand < PredictionDemand && PredictionDemand <= UserDemand + γ/0P  ) 

Price = P0− ×γ (PredictionDemand−UserDemand) 
else  Price = 0 

Fig. 1. Pricing algorithm of the CMSV 

Double Auction with Initial Price (DAIP): Difference from existing double auction 
model is that initial price is acquired through the CMSV. Hence, grid users are able to 
decide the initial and the highest bidding cost based on the transaction price through 
the CMSV. The highest bidding price is configured to be less than or equal to the 
transaction price through the CMSV. Grid user starts bidding at initial bidding price 
and continues to bid by increasing its bidding price depends on its price elasticity. 
Initial bidding price of resource provider is set to be equal to the price from  
the CMSV. Then process continues to bid by lowering the price by the resource  
provider’s price elasticity. Transaction occurs when the bid prices of grid user and 
resource provider meet the market equilibrium. 

Fig.2-(a) shows the model layout that is constructed based on a price decision  
algorithm and demand predictability of grid resources we have described. RPGRT 
model is composed of resource provider, broker and customer. And these compo-
nents have several sub-components. 

Resource provider: It provides computing resources to the customer. It has  
sub-components of that are resource owner, resource manager, and resource provider 
coordinator. Resource owner is the actual resource owner. And resource owner  
provide resources to customer. Resource manager collects resources based on the 
predicted result from prediction component of broker and also manages them.  
Resource provider coordinator handles transactions through biddings and if there are 
shortage on resource, it request for additional resource from resource manager. 

Broker: It predicts the grid resource demand of customer and decides the initial 
transaction price of resource. It also handles resource transactions between customer 
and resource provider. Sub-components are prediction component, pricing compo-
nent and trading component. Prediction component predicts the grid resource demand 
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of customer using second-order exponential-smoothing prediction method and sends 
it to resource manager of resource provider. It also sends same information to pricing 
component and trading component. Pricing component determines the price based on 
the provided resources from resource provider using predict result of prediction com-
ponent and actual requested grid resource demand of customer. The CMSV is used to 
determine price decision. Trading component handles actual resource transaction 
between customer and resource provider. It also manages bidding of customer and 
resource provider. 

Customer: It receives each of grid user’s grid resource demand then request resource 
to broker. And, make transactions by bidding. It is composed of grid user and customer 
coordinator. Grid user is the group that request actual computing resource to perform. 
Customer coordinator request resource after receiving quantity of grid resource  
demand then decided whether to make a transaction or not in grid user’s perspective. 

: Predicted grid resource demand of cus- 
tomer from Prediction component 

: According to prediction result, collects  
resources of resource owner due to provide  
customer 

; Sending grid resource demand of grid  
user to customer coordinator 

, ; Actual grid resource demand of cus- 
tomer 

; Decision price from the CMSV 

, ; Notify decision price from the CMS
V 

, ; Notify accept or reject of transaction 

, ; Bidding price of resource provider  
and resource customer 

; Bidding result 

, ; Notify bidding result to both sides 

(a) (b) 

Fig. 2. (a) RPGRT model layout, (b) One cycle of data flow within RPGRT model 

Fig.2-(b) shows the one cycle of data flow within the RPGRT model. The operating 
process of RPGRT model is mentioned as following. First, broker predicts grid re-
source demand of customer by using prediction component. With this predict, broker 
sends a request to resource manager of resource provider. Resource manager prepares 
exact quantity of predicted demand from resource owner. Customer transmits actual 
requested grid resource demand of grid user to the broker. Broker uses pricing com-
ponent that uses CMSV to determine the initial transaction price. Grid users who want 
resource to be provided in rapid time will use this initial transaction price of CMSV. 
Then customer coordinator component of customer and resource provider component 
of resource provider attempt a bid by using DAIP method. When the transaction price 
is determined using this method, the transaction cost of remaining resource demand 
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will be determined using DAIP method. Shortage occurred from prediction error  
is provided through resource provider. After this procedure every transaction gets 
completed.  

4   Analysis of Response Time 

We analyzed the response time of RPGRT model and double auction model before 
the actual experiment. When we calculate the response time of double auction model, 
one bidding time of resource provider per each resource demand is TRP  and total 
bidding time of resource provider per each resource demand is TRP . Single bidding 

time of grid user is TGU and total bidding time of grid user is TGU . Hence, if total 
resource demand of user is N , then response time for total resource demand of grid 
user in double auction model is +× )()( TGUTRPN . This equation can be ex-

pressed as shown in (2).  
 

Total Response Time of  Double Auction Model 
= )()(2N ≈×× TGUTRPTBid  

(2) 

N ; total resource demand of grid user, TBid ; one bidding time, TBid ; total bidding time 

per one resource demand resource provider or grid user, TRP ; one bidding time of resource 
provider, TRP ; total bidding time of resource provider of one resource demand, TGU ; 

one bidding time of grid user, TGU ; total bidding time of grid user of one resource demand 

In RPGRT model, if the ratio of grid users who use CMSV for transaction is 
α ( 10 ≤≤ α ), then ratio of grid users who use DAIP becomes α−1 . And total re-
sponse time of RPGRT model is equivalent to (3). N is total resource demand of grid 
user, cmT is transaction time using CMSV, TBid is single bidding time and TBid is 
the total bidding time of either grid user or resource provider using DAIP. Therefore, 
total bidding time of both sides can be expressed as )(2× TBid  using DAIP. 

 

Total Response Time of  Resource Demand Prediction-based Model 
= )(2)1( ×××−+× TBidNTcm αα  

(3) 

N ; total resource demand of grid user, α ; ratio of grid users who uses CMSV ( 10 ≤≤ α ), 

α−1 ; ratio of grid users who uses DAIP, cmT ; transaction time using CMSV, TBid ; single 

bidding time, TBid ; total bidding time of grid user or resource provider 

Order to predict the improvement of RPGRT model, we divided (3) by (2).  
It is )}(2/{])}(2)1{(}[{ ×××××−+× TBidNTBidNTcm αα . And it can be expressed 
as { cmT×α / )(2×× TBidN } + { ×××− )(2)1( TBidNα / )(2×× TBidN }.  

And we assume TBid of (2) and TBid of (3) are approximately identical. Since 
cmT is a lot smaller than )(2×× TBidN  and 10 ≤≤ α , so we assume that 

{ cmT×α }/{ )(2×× TBidN } is also very small and is replaced with 0c . Therefore 

when we divide (3) by (2), ( α−1 )+ 0c can be obtained. If we use (4) to get the  
reduction rate of response time, 100×  ( 0c−α ) can be obtained. Assuming 0c−α is 
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very close to α , since 0c is very smaller than α , RPGRT model’s reduction rate of 
response time is approximately  (100 × α )% compared to double auction model. 
Therefore, if we set the usage ratio of CMSV and DAIP to 50:50, then we can obtain 
approximately 50% of reduction rate of response time and also if we set it to 80:20, 
then almost 80% of reduction rate of response time can be obtained.  

 

Reduction Rate of Response Time =  

(%)100)
ModelExistingofTimeResponse Total

ModelRPGRTofTime Response Total
1( ×− . (4) 

5   Experiments and Results 

Through these experiments, we compared our proposed RPGRT model with existing 
double auction model and single auction model. We made RPGRT model, double 
auction model and single auction model based on DEVS formalism [12].  

5.1   Measuring Optimized Ratio of CMSV and DAIP of RPGRT Model 

RPGRT model uses two price decision methods. We conducted experiment to meas-
ure the optimized ratio of two price decision method. We set the ratio for CMSV and 
DAIP to 50:50, 60:40, 70:30, and 80:20. We excluded 90:10 ratios due to its imprac-
ticality. We generated average of 7500 grid user demands per day for 150 day for the 
experiment, then measure the average response time per grid resource demand to 
choose optimal usage ratio.  

Table 1. Response time per each resource demand of grid user depend on CMSV and DAIP 
selection ratio 

Ratio of CMSV and DAIP 50:50 60:40 70:30 80:20 
Average Response Time  per reso

urce demand (time unit: hour) 
26.08 10.45 4.97 2.26 

 
Table 1 shows the measurement of average response time per resource demand of 

grid user depend on CMSV and DAIP ratios when they were 50:50, 60:40, 70:30, and 
80:20. Result shows that 80:20 ratios had most optimal response time which showed 
that RPGRT model is most optimal when CMSV and DAIP has the ratio of 80:20. In 
next experiment, we conducted experiment using CMSV and DAIP’s ratio to 80:20. 

5.2   Performance Evaluation 

Response Time; We have generated resource demand of grid user for 100 days using 
Poisson distribution [8] to measure the response time of double auction, single auc-
tion, and RPGRT models. We conducted the experiment by increasing the number of 
demands from 3700 to 30000 each day. Response time for grid resource demand is 
the time that counts from the moment customer request resource to broker to the end 
of transaction. This response time includes time for adjusting grid resource demand 
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that customer requested, preparation time of resource provider, waiting time to  
receive bidding price and entire network transmission time. 

The results from the experiment are shown in Fig. 3-(a). RPGRT model was more 
efficient response time if there were more number of customer grid resource demands 
per day. The reason is that RPGRT model prepares resource by predicting the grid 
resource demand of grid user, so that it needs smaller time to prepare. It also com-
pares the actual grid resource demand with predicted grid resource demand then de-
termines the price using the CMSV which enable grid user and resource provider to 
meet their price in short period of time. Even with bidding mechanism, it still has 
shorter response time than double auction and single auction model because the trans-
action progresses with price that is closed to initial price of real market world. As a 
result, reduction rate of response time for RPGRT model over double auction model 
was 71.39% and single auction model was 93.46%. 

 

 

(a) 

 

(b) 

Fig. 3. Comparison RPGRT with Single Auction and Double Auction Model (a) Comparison of 
Response Time (b) Comparison of the Number of Transactions  

The Number of Transactions: Comparing the number of transactions of RPGRT 
model, double auction model and single auction model was conducted by providing 
random grid resource demand of grid user for 100 days. Results are represented in 
Fig. 3-(b). RPGRT model had more efficient transaction rate than double auction and 
single auction model. Improvement rate of transactions in this experiment was 
162.56% and 343.67% for RPGRT model compare to double auction and single auc-
tion model. As Fig. 3-(b) shows, difference in processing amount of RPGRT model, 
double auction model, and single auction model is increasing continuously. Resource 
demand prediction-based transaction network model and double auction model which 
started at same initial condition had 54953 transaction differences in 50 days and 
89386 in 100 days. And, RPGRT model and single auction model which started at 
same initial condition had 91659 transaction differences in 50 days and 165575 in 100 
days. Main reason for this result is that RPGRT model has shorter response time than 
double auction and single auction model and therefore it can process grid resource 
demand from customer faster. Hence, difference in processing resource continues to 
be increased as time goes on. 
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6   Conclusion 

In this paper, we proposed Resource demand Prediction-based Grid Resource Trans-
action network (RPGRT) model to solve problems of existing models. The price of 
RPGRT model is determined by using the CMSV and the DAIP after comparing ac-
tual grid resource demand of grid user with provided predicted grid resource demand. 
We have conducted following experiments under same condition with single auction 
and double auction model to evaluate the performance of RPGRT model. We have 
conducted two experiments to prove performance of RPGRT model. In first experi-
ment, we decided optimized ratio for CMSV and DAIP using empirical result. In 
second experiment, we measured reduction rate of response time of resource transac-
tion and improvement rate of transactions by comparing RPGRT model with existing 
single auction and double auction model. The result from the first experiment, we 
decided optimized ratio of CMSV and DAIP which was 80:20. In second experiment, 
RPGRT model at least had 71.39% reduction rate of response time and 162.56% im-
provement rate of transactions. 

References 

1. Foster, I., Kesselman, C., Tuecke, S.: The Anatomy of the Grid: Enabling Scalable Virtual 
Organizations. International Journal of High Performance Computing Application, Vol.15, 
No.3 (2001) 200-222  

2. Foster, I., Kesselman, C.: The Grid. Blueprint for a new computing infrastructure. Morgan 
Kaufmann, San Francisco (1999) 

3. Berman, F., Fox, G., Hey, A.: Grid Computing, Making the Global Infrastructure a Real-
ity. WILEY (2002) 

4. Buyya, R.: Grid Economy: A Market Paradigm for Distributed Resource Management and 
Scheduling for Service Oriented Grid Computing. PhD Thesis, Monash University, Aus-
tralia (2002) 

5. Joita, L., Rana, O., Gray, W., Miles, J.: A Double Auction Economic Model. Lecture 
Notes in Computer Science, Vol. 3149. Springer-Verlag, Berlin Heidelberg New York 
(2004) 409–416 

6. Chen, M., Yang, G., Liu, X.: Gridmarket: A Practical, Efficient Market Balancing Re-
source for Grid and P2P Computing. Lecture Notes in Computer Science, Vol. 3033. 
Springer-Verlag, Berlin Heidelberg New York (2004) 612–619 

7. Lindsay, C.: Applied Price Theory. Dryden Press (1984) 
8. McClave, J., Benson, P., Sincich, T.: Statistics for Business and Economics. 9th edn. Pren-

tice Hall (2004) 
9. Zhang, D., Zhao, K.: Economic model of TAC SCM game. in Proceedings of 2004 

IEEE/WIC/ACM International Conference on Intelligent Agent Technology(IAT2004) 
(2004) 273-280 

10. Besanko, D., Braeutigam, R.: Microeconomics: An Integrated Approach. WILEY (2001) 
11. Sadeh, N., Arunachalam, R., Eriksson, J., Finne, N., Janson, S. : TAC-03: A supplychain 

trading competition. AI Magazine. AI Magazine, vol. 24, (2003) 
12. Zeigler, B., Kim, T., Praehofer, H.: Theory of Modeling and Simulation. 2nd edn. Aca-

demic Press, New York (1998) 



A CGM Algorithm Solving the Longest
Increasing Subsequence Problem

David Semé
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Abstract. In this paper, we consider parallel algorithm for the longest
increasing subsequence problem. Although this problem is primitive com-
binatorial optimization problem, this is not known to be in the class NC
or P -complete, that is, no NC algorithm have been proposed for this
problem, and there is no proof which shows the problem is P -complete.
We present a coarse grained parallel algorithm that solves the Longest
Increasing Subsequence Problem shown as a basis for DNA compari-
son. It can be implemented in the CGM model with P processors in
O(N log2

N
P

) time and O(P ) communication steps for an input sequence
of N integers. This algorithm is based on a new optimal and very simple
sequential algorithm having a time complexity of O(N log2 N).

Keywords: Parallel Algorithms, Coarse Grained Multicomputers,
Longest Increasing Subsequence.

1 Introduction

In parallel computational theory, one of major gaols is to find a parallel algorithm
which runs as fast as possible. For example, many problems are known to have
efficient parallel algorithms which run in Θ(1) or Θ(log n) computational time,
where n is the input size of problems. From the point of view of the complexity
theory, the class NC is used to denote the measure. A problem is in the class
NC if there exists a parallel algorithm which solves the problem in O(T (n))
time using O(P (n))processors, where T (n) and P (n) are polylogarithmic and
polynomial functions for n, respectively. Many problems in the class P , which
is the class of problems solvable in polynomial time sequentially, are also in the
class NC. On the other hand, a number of problems in the class P seem to
have no parallel algorithm which runsin polylogarithmic time using polynomial
number of processors. Such problems are called P -complete. A problem is P -
complete if the problem is in the class P and we can reduce any problem in the
class P to the problem using NC-reduction. It is believed that problems in the
class NC admit parallelization readily, and conversely, P -complete problems are
inherently sequential and difficult to parallelize.

In this paper, we consider parallel algorithm for the longest increasing subse-
quence problem. Although this problem is primitive combinatorial optimization

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 10–21, 2006.
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problem, this is not known to be in the class NC or P -complete, that is, no
NC algorithm have been proposed for this problem, and there is no proof which
shows the problem is P -complete.

The Longest Increasing Subsequence Problem (LIS for short) is a good il-
lustration of dynamic programming and has interested many scientists [4], [10],
[12], [21], [24], [25]. In July 1978, E.W. Dijkstra at Marktoberdorf’s school, asked
to his students to find the length of the longest increasing subsequence in a se-
quence of integers. Even though this problem seems relatively straightforward,
few of them had been able to solve it. Today, this exercise remains a useful di-
dactic example for topic of sequential programming methodology. In particular
it shows how to strengthen an induction hypothesis in a very explicit way [18],
[19], [23].

Finding the length is performed in time O(N logN) (where N is the length
of the input sequence) sequentially [23]. On the other hand we are interested
in actually finding the longest increasing upsequence. There are a lot of papers
which deal with the longest increasing subsequence. Sequential algorithms [1],[2]
show that we can solve the problem in Θ(n log n) time sequentially in case
that its input is a set of distinct integers. But these solutions are complex and
the only known parallel algorithm that solves the problem in the CGM uses P
processors with a O(N2

P ) time complexity and O(P ) communication steps [13].
In recent years several efforts have been made to define models of parallel

computation that are more realistic than the classical PRAM models. In contrast
to the PRAM, these new models are coarse grained, i.e. they assume that the
number of processors P and the size of the input N of an algorithm are orders
of magnitudes apart, P << N . By the precedent assumption these models map
much better on existing architectures where in general the number of processors
is at most some thousands and the size of the data that are to be handled goes
into millions and billions.

This branch of research got its kick-off with Valiant [26] introducing the so-
called Bulk Synchronous Parallel (BSP) machine, and was refined in different
directions for example by Culler et al. [6], LogP, and Dehne et al. [8], CGM
extensively studied in [3], [5], [7], [9], [11], [22], [14], [15], [16].

CGM seems to be the best suited for a design of algorithms that are not too
dependent on an individual architecture. We summarize the assumptions of this
model:

• all algorithms perform in so-called supersteps, that consist of one phase of
interprocessor communication and one phase of local computation,

• all processors have the same size M=O(N
P ) of memory (M > P ),

• the communication network between the processors can be arbitrary.

The goal when designing an algorithm in this model is to keep the individual
workload, time for communication and idle time of each processor within T

s(P ) ,
where T is the runtime of the best sequential algorithm on the same data and
s(P ), the speedup, is a function that should be as close to P as possible. To be
able to do so, it is considered as a good idea the fact of keeping the number of
supersteps of such an algorithm as low as possible, preferably o(M).
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As a legacy from the PRAM model it is usually assumed that the number of
supersteps should be polylogarithmic in P , but there seems to be no real world
rationale for that. In fact, algorithms that simply ensure a number of supersteps
that are a function of P (and not of N) perform quite well in practice, see
Goudreau et al. [17].

In this paper we present a CGM algorithm that solves the Longest Increasing
Subsequence Problem using AVL trees as data structure. This algorithm is based
on a new, optimal and very simple sequential algorithm having a time complex-
ity of O(N log2N) and can be implemented in the CGM with P processors in
O(N log2

N
P ) time and O(P ) communication steps.

The paper is organized as follows. In section 2 we present the Longest Increas-
ing Subsequence problem and some sequential algorithms. Section 3 presents the
CGM solution of the LIS problem and the AVL tree data structure. Section 4
presents some experimental results and the conclusion ends the paper.

2 The Longest Increasing Subsequence Problem

2.1 Statement of the Problem

Definition 1. Given a sequence A of N distinct integers, a subsequence of A
is a sequence L which can be obtained from A in deleting zero or some integers
(not necessarily consecutive).

Definition 2. A sequence is increasing if each integer of this sequence is larger
than the previous integer. Given a sequence A = {x1, x2, . . . , xN} of N distinct
integers, we define an increasing subsequence or upsequence of length l as a
upsequence of A : {xi1 , xi2 , . . . , xil

} with ∀ j,k : 1 ≤ j < k ≤ l => ij < ik and
xij < xik

.

Definition 3. A longest or maximal increasing subsequence is one of maximal
length. Note that a maximal upsequence in not necessarily unique.

2.2 Sequential Algorithm for the LIS Problem

Definition 4. A decreasing subsequence of A is a subsequence of A where the
numbers are nonincreasing from left to right.

Definition 5. A cover of A is a set of decreasing subsequences of A that contain
all the numbers of A.

Definition 6. The size of the cover is the number of decreasing subsequences in
it, and a smallest cover is a cover with minimum size among all covers.

Lemma 1. If I is an increasing subsequence of A with length equal to the size
of a cover of A, call it C, then I is a longest increasing subsequence of A and C
is a smallest cover of A.

Proof. see [20]. �
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We now summarize a sequential algorithm for the LIS due to [20], which is the
basis of our CGM algorithm.

Let A be a set ofN integers. We want to construct a decreasing cover of A. The
idea is as follows: starting from the left of A, examine each successive number in
A and place it at the end of the first (left-most) decreasing subsequence that it
can extend. If there are no decreasing subsequences it can extend, then start a
new decreasing subsequence to the right of all existing decreasing subsequences.

This algorithm produces a cover of A which is called the greedy cover in [20].
After the greedy cover is found, a LIS of A can be found easily as it is described
in [20].

Sequential greedy cover algorithm 1

begin

0. Set i to be the number of subsequences in the greedy cover of A. Set I to the
empty list; pick any number x the subsequence i and place it on the front of the
list I.
1. While i > 1 do

begin
2. Scanning down from the top of the sequence i − 1, find the first number y

that is smallest than x.
3. Set x to y and i to i− 1.
4. Place x on the front of the list I.

end

end.

At the end of the algorithm described in [20], I contains an LIS of A. The greedy
cover of A is found in time O(N2) and the LIS found in time O(N) given the
greedy cover.

3 The CGM Solution for the LIS Problem

In this section we describe a CGM solution using the greedy cover approach
described in section 2 as local computation phase. As we explained in this pre-
vious section, the greedy cover algorithm has a complexity of O(N2). Then the
first CGM algorithm that solves the LIS problem using the greedy cover algo-
rithm has a time complexity of O(N2

P ) and O(P ) communication rounds [13]
with O(P ) processors. Experimental results of this solution showed that com-
munication times represent less than 1% of total running times. So, we focus
our attention on reducing the time of local computation phases. A good way for
reducing the local computation complexity is the use of a better data structure.

3.1 Presentation of AVL Trees

Definition 7. A binary tree is a tree with exactly two sub-trees for each node,
called the left and right sub-trees.
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Definition 8. A binary search tree is a binary tree where, for each node m,
the left sub-tree only has nodes with keys smaller than (according to some total
order) the key of m, while the right sub-tree only has nodes with keys not smaller
than the key of m.

Definition 9. The height of a tree is the number of nodes on its longest branch
(a path from root to a leaf).

Definition 10. A balanced tree is a tree where every leaf is ”not more than
a certain distance” away from the root than any other leaf.

Definition 11. An AVL tree is a binary search tree where the sub-trees of
every node differ in height by at most 1.

Remark 1. AVL trees are not perfectly balanced, but maintain O(log2N) search,
insertion, and deletion times, when N is the number of nodes in the tree.

3.2 Description of the LIS Algorithm Using an AVL Tree

The greedy cover algorithm using an AVL tree (called sequential greedy cover
algorithm 2) is based on the sequential greedy cover algorithm 1 described in
section 2 and on the following insertion algorithm in an AVL tree.

AVL insertion algorithm

begin

0. After locating the insertion place (in respect of definition 8) and performing
the insertion, there are three cases:

1. The tree remains balanced: do nothing.
2. A tree was left-heavy and became left-unbalanced: do a right rotation or a

left-right rotation to balance the tree.
3. A tree was right-heavy and became right-unbalanced: do a left rotation or a

right-left rotation to balance the tree.
end.

Property 1. An insertion requires re-balancing but it does not modify the height
of the tree and a rotation takes at most O(log2N) time.

Corollary 1. Insertion requires at most two walks of the path from the root to
the added node, hence indeed takes O(log2 N) time.

We describe here the sequential greedy cover algorithm 2 (as local computation
phase) which combines the greedy cover approach and the insertion of an element
in an AVL tree. Then, the algorithm constructs an AVL tree from the input se-
quence A by insertion of each element of A in the AVL tree. We consider that we
can associate to each element of A an index, called seq index which represents
a decreasing sequence of the greedy cover. For example, an element Ai with an
associated index equal to 3 signifies that the element Ai is in the 4th decreas-
ing sequence of the greedy cover of A. Notice that the first decreasing sequence of
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the greedy cover has the index 0. Moreover, we associate to each element Ai of
the input sequence A another integer, called max seq, representing the number
of decreasing sequences of the greedy cover of A containing the elements of the
left sub-tree of Ai. This variable max seq is very important for the computation
of the greedy cover. In fact, the insertion algorithm in an AVL tree is based
on the definition 8 for locating the insertion place. Consider now an element
Ai to be inserted and an element Aj of the AVL tree, if Ai > Aj then Ai do
not visit the left sub-tree of Aj and then has no information about it. This is
not important for the insertion but very important for the computation of the
greedy cover. As the elements in the sub-tree of Aj are smaller than Aj , these are
also smaller than Ai and then Ai cannot be in a decreasing sequence containing
these elements as defined in section 2 for the construction of the greedy cover. Ai

should know the maximum number max seq of decreasing sequences containing
elements smaller than Ai in order to set up its own index of decreasing sequence
seq index. Then, the index seq index associated to Ai should be communicated
along the path from Ai to the root of the left sub-tree containing Ai in order to
set up the variable max seq if seq index > max seq.

Sequential greedy cover algorithm 2

begin

0. For each element Ai of the input sequence A.

begin
1. Perform the AVL insertion algorithm with an updating of the variable
seq index associated to the element to be inserted Ai in the localization
phase such that seq index is equal to the number of decreasing sequences
containing elements smaller than Ai plus 1.
2. Propagate the index seq index associated to Ai along the path from Ai

to the root of the left sub-tree containing Ai in order to set up the variable
max seq if seq index > max seq.
end

end.

Property 2. The propagation of the value seq index in a branch of the AVL tree
takes at most O(log2 N) time.

Corollary 2. Sequential greedy cover algorithm 2 requires at most three walks
(two for the insertion and one for the propagation of seq index) of the path from
the root to the added node, hence indeed takes O(N log2N) time.

3.3 A Complete Example

Figure 1 shows a complete example with an input sequence A = {13, 12, 11, 10,
15, 1, 2, 14, 3, 4}. A node of the AVL tree is represented by the value of the
element Ai of the input sequence A and contains a couple of value (max seq,
seq index). This example illustrates the evolution of the AVL tree containing the
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elements of the input sequence A by insertion of each element of A. Rotations
needed (for re-balance the AVL tree) are represented by the following notations:
rd for a right rotation, rg for a left rotation, rdg for a right-left rotation and
rgd for a left-right rotation. The root of the sub-tree which should be rotated is
specified by an arrow.
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Fig. 1. A complete example for A = {13, 12, 11, 10, 15, 1, 2, 14, 3, 4}

3.4 Description of the CGM Algorithm

The CGM algorithm presented in this section uses the sequential greedy cover al-
gorithm 2 as main local computation phase. Each processor num (0 ≤ num < P )
contains the num-th partition of N

P elements of the input sequence A. Notice that
an initialization phase is needed for all processors except for processor num = 0.
This initialization phase on processor num consists of a set up of the variable
seq index associated to the element Ai to be inserted in the AVL tree taking into
account the number of decreasing sequences containing elements smaller than
Ai in the AVL tree received by processor num. This can be done in locating
the place that Ai should take when we would like to insert it in the AVL tree
received by processor num. This procedure is very closed to the insertion algo-
rithm described before. The following CGM algorithm presents the program of
each processor num and figure 2 shows communication rounds of this program.
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CGM greedy cover algorithm

begin

1. If num = 0 then
begin
1.2. Perform the sequential greedy cover algorithm 2.
1.3. Send(num,AV L,ALL SUCCESSORS)
end

2. Else

begin
2.1. For (num′ = 0 to num) do

begin
2.1.1. Receive(num′,AV L′)
2.1.2. Perform the initialization phase to set up from AV L′ the value of
seq index associated to the element Ai.
end

2.2.. Perform the sequential greedy cover algorithm 2.
2.3. Send(num,AV L,ALL SUCCESSORS)
end

end.

P3P2P1P0

P0 P1 P2 P3

P0 P1 P2 P3

P0 P1 P2 P3

Fig. 2. Communication rounds for P=4
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Remark 2. Note that our approach uses two functions called Send and Receive
which are defined as:

– Send (num,AVL,ALL SUCCESSORS) where the values num and AV L
are sent to all processors num′ such that num′ > num,

– Receive (num’,AVL’) where the values num′ and AV L′ are received from
the processor num′.

Property 3. The initialization phase and the sequential greedy cover algorithm 2
take at most O(N

P log2
N
P ) time each.

Corollary 3. On the last processor, CGM greedy cover algorithm requires at most
P − 1 initialization phases and performs sequential greedy cover algorithm 2 one
time, hence indeed takes O(N log2

N
P ) time and uses O(P ) communication rounds.

4 Experimental Results

We have implemented the CGM greedy cover algorithm in C language using MPI
communication library and tested them on a multiprocessor Celeron 466Mhz

Table 1. Total running times (in
seconds)

N P=2 P=4 P=8 P=16
4096 0.02 0.03 0.06 0.13
8192 0.06 0.06 0.08 0.17
16384 0.15 0.15 0.15 0.24
32768 0.37 0.38 0.35 0.35
65536 1.01 0.91 0.85 0.81
131072 2.51 2.35 1.97 1.87
262144 5.99 5.56 5.149 4.33
524288 28.06 12.86 12.08 11.12
1048576 59.43 30.51 28.30 25.33
2097152 115.93 75.27 64.86 58.85
4194304 347.52 174.72 150.52 135.15

Table 2. Total running times (in seconds)

N P=2 P=4 P=8 P=16
4096 0.47 0.36 0.26 0.22
8192 1.87 1.41 0.83 0.58
16384 7.50 5.61 3.30 1.79
32768 32.19 22.42 13.11 7.06
65536 159.82 97.20 52.32 28.09
131072 650.94 480.69 225.16 112.12
262144 2618.04 1976.97 1104.40 488.97
524288 10527.97 7980.30 4593.70 2381.15
1048576 52321.23 32433.04 18533.05 9893.67

Table 3. Communication times (in seconds)

N P=2 P=4 P=8 P=16
4096 0.0011 0.0026 0.0041 0.0079
8192 0.0029 0.0056 0.0083 0.0143
16384 0.0057 0.0113 0.0226 0.0452
32768 0.0122 0.0246 0.0519 0.1072
65536 0.0242 0.0480 0.1219 0.2756
131072 0.0474 0.0946 0.2261 0.4957
262144 0.0947 0.1883 0.3614 0.7060
524288 0.1899 0.3752 0.7324 1.4384
1048576 0.3795 0.7484 1.4663 2.8822
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plateform running LINUX. The communication between processors is performed
through an Ethernet switch.

Table 1 presents total running times (in seconds) for each configuration of 2,
4, 8, and 16 processors respectively. We note that for small values of N (less than
65536) the best total running time is obtained for 2 processors. Communication
rounds need more time (as shown in table 3) for 16 processors than for 2 proces-
sors. Moreover, the local computation time is as small as these communication
times take the main part of the total running times. For N ≥ 65536, the total
running times become more interesting when we use 16 processors.

Table 2 presents total running times (in second) for each configuration of
2, 4, 8, and 16 processors respectively on the same plateform using the CGM
algorithm described in [13]. We note that the total running times presented
in Table 1 are more interesting that these of Table 2. The average ratio be-
tween these total running times is about 197. This shows the efficiency of our
CGM algorithm which is about 197 times (in mean) faster than this described
in [13].

Table 3 presents communication times (in seconds) for each configuration of
2, 4, 8, and 16 processors respectively. These communication times correspond
to a send of N integers by a processor to others (i.e. a broadcasting of N integers
by a processor). Here, we have N = 2k and k is an integer such that 12 ≤ k ≤ 20.

5 Concluding Remarks

This paper presents an coarse grained algorithm that solves the Longest In-
creasing Subsequence Problem shown as a basis for DNA comparison. It can be
implemented in the CGM model with P processors in O(N log2

N
P ) time and

O(P ) communication steps for an input sequence of N integers. This algorithm
is an improvement of the CGM algorithm proposed in [13] and is based on a
new optimal and very simple sequential algorithm having a time complexity of
O(N log2N).

In this paper we present a CGM algorithm using an interesting data structure
called AVL tree. This data structure (named after their inventors G.M. Adel’son-
Velskii and E.M. Landis) was the first dynamically balanced tree to be proposed
in 1962 and mainly used since this date. The use of this data structure allowed
a better local computation time complexity. In fact, the local computation time
of one phase is optimal for that problem.

It will be interesting to reduce the number of communication steps: is there
another approach yielding optimal communication rounds i.e. logP ? It seems
to be a difficult problem since the LIS is based on a strong recursivity. Moreover,
the complexity in time depends on the communication steps. As we have a work-
efficient algorithm, reducing the communication steps yields the reduction of the
complexity in time and then it will be necessary to have more processors in order
to get work-efficiency.

The next step of this work consists of implementing our algorithm on many
cluster of stations in order to study all its aspects.
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Abstract. Many single-processor embedded systems are implemented
using a time-triggered co-operative (TTC) scheduler. When considering
possible alternatives to such a design, one option is a multi-CPU ar-
chitecture, created using off-the-shelf processors or SoC techniques. In
order to allow the rapid assessment of such design alternatives, we are
exploring ways in which single-processor TTC code may be “automat-
ically” converted to a multi-CPU equivalent. In this paper, we discuss
the design of a prototype source code conversion tool. The input to this
tool is the source code for the tasks of a single processor system using a
TTC scheduler. The output from the tool (in the current version) is the
equivalent multi-processor code based on either a “domino” scheduler or
a shared-clock scheduler. In order to assess the effectiveness of the tool,
we have used it it in a non-trivial case study: the results from this study
are presented in detail.

1 Introduction

Many resource-constrained embedded systems run without the use of an off-the-
shelf “real-time operating system” and employ some form of simple (custom-
built) scheduler instead. These schedulers can be “time-triggered” (which usu-
ally means that the tasks carried out by the system are started via a periodic
timer) [1] or “event-triggered” (which usually means that tasks are started in re-
sponse to specific – aperiodic – hardware interrupts) [2]. Time-triggered systems
are widely recognised as providing benefits to both reliability and safety [3, 4, 5, 6]
in some of the more safety-critical applications (such as those used in the auto-
motive and aerospace industries).

Such schedulers can also be categorised as “co-operative” or “pre-emptive”.
When compared to pre-emptive schedulers, co-operative schedulers have a num-
ber of desirable features, particularly for use in safety-related systems [3, 7, 4, 8].
For example, one of the simplest implementations of a co-operative scheduler is
a cyclic executive [9, 10]: this is a fully co-operative design which has a “time
triggered” [1] architecture. Provided that an appropriate implementation is used,
time-triggered, co-operative (TTC) architectures are a good match for a wide
range of applications. For example, previous studies have described in detail how
such techniques can be used in data acquisition systems, washing-machine con-
trol and monitoring of liquid flow rates [11], in automotive applications [12], a
wireless (ECG) monitoring system [13], and various control applications [14, 15].

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 22–31, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Of course, a TTC solution is not always appropriate. As Allworth has noted:
“[The] main drawback with this [co-operative] approach is that while the current
process is running, the system is not responsive to changes in the environment.
Therefore, system processes must be extremely brief if the real-time response
[of the] system is not to be impaired.” [3]. We can express this concern slightly
more formally by noting that if a system is being designed which must execute
one or more tasks of (worst-case) execution time e and also respond within an
interval t to external events then, in situations where t < e, a pure co-operative
scheduler will not generally be suitable.

In such circumstances, it is tempting to opt immediately for a full pre-emptive
design. Indeed, some studies seem to suggest that this is the only alterna-
tive [16, 10]. However, there are other design options available. For example,
we have previously described ways in which support for a single, time-triggered,
pre-emptive task can be added to a TTC architecture, to give what we have
called a “time-triggered hybrid” (TTH) scheduler [17, 5]. A TTH solution can
be effective and – with a time-triggered architecture and a limited degree of
pre-emption – it can provide highly predictable behaviour. An alternative solu-
tion, which avoids even limited pre-emption, is to add one or more additional
processor cores to the system, either in the form of “off the shelf” processors [5]
or by assembling multiple “soft cores” on an FPGA [18, 19].

Both multi-processor and TTH designs allow the developer to schedule a
frequent (typically short) task for periodic data acquisition, typically through
an analogue-to-digital converter or similar device: such a requirement is common
in, for example, a wide range of control systems [20]. If we are developing such
a control system, we may wish to explore one or both of these design options. If
so, then adapting a single-processor TTC design to create a TTH design is very
straightforward [5]. However, converting a single-processor TTC design into a
multi-processor equivalent is a rather more involved process, particularly if we
wish to explore the use of different network architectures or to compare the use
of off-the-shelf and system-on-chip solutions.

In order to reduce the effort required to explore multi-processor equivalents of
single-processor TTC designs, this paper considers ways in which this conversion
process can – at least in part – be automated.

The paper is organised as follows. The conversion process is covered in more
detail in Section 3, while Section 2 discusses some of the previous work in this
area. Section 4 gives the details of a case study used to test the automated part
of the conversion process. Finally, in Section 5 we give some concluding remarks
based on the results of this case study.

2 Previous Work

The automatic parallelisation of a system is a broad subject that has seen a
great deal of previous work. Most of this work is in the area of Instruction Level
Parallelism (ILP [21, 22, 23]), which is carried out at the compiler and hardware
levels [24, 25, 26, 27], and is restricted by (amongst many other factors) data
dependencies in the source code input. The approach taken in this paper is
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rather different. We operate at the task level, splitting entire tasks off onto
separate processors and generating the scheduler code required to communicate
and synchronise between them.

A number of tools are available that perform automatic conversions at the
source code level. Amongst these are EXPRESSION [28] and Giotto [29, 30].
When using these tools, the developer is required to supply additional infor-
mation about the system, usually through an external file (written in a custom
language) which specifies the communication and timing constraints between
tasks. This is in contrast to our approach of directly splitting tasks off onto mul-
tiple processors, then allowing the developer to tune the task timing separately
(by hand).

There are also many other tools that generate source code for embedded
systems. The vast majority of these start from high-level system models, such
as UML [31], but some use different representations (patterns, for example [32]).
Such approaches differ from our own in that we convert directly between source
code architectures, while they generally convert a high-level representation into
source code.

3 Automatic Code Conversion

In this section we describe the method employed in this paper to partially au-
tomate the conversion process.

3.1 The Build Process

In connection with a pilot study [33] we discussed the implications involved in
carrying out the parallelisation at various stages of the build process. Through
a process of elimination we decided that the conversion should operate directly
on the source code, receiving input from the preprocessor and passing its output
directly to the compiler. This arrangement is shown in Fig. 1.

The main advantage of this arrangement is that we have access to all the
system’s tasks at the time of conversion. We can also make the tool relatively
compiler (and platform) independent, provided that we use a source code parser
capable of recognising the slight differences in syntax used by the different com-
pilers that target embedded systems. Finally, it allows us the chance to use
the standard interface between the preprocessor and the compiler – namely the
“#line” compiler directive – to assist the compiler in providing its error mes-
sages in terms of the original input (as opposed to being in terms of the converted
source code, which would not make sense to the user).

3.2 The Conversion Process

In effect, the conversion process consists of the generation of three layers of code,
which are then combined into a new translation unit for each task (or at least,
for each processor). The first layer is the code for each task, which is extracted
by the tool from the single processor system provided by the user. This can be
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Source1.c

Source2.c

Source3.c

PreprocessorBuild tool Sources

Conversion
tool

Translation units

Compiler Tasks

Linker

Objects Output1.hex

Output2.hex

Output3.hex

Fig. 1. Steps in the compilation process

considered the most robust, as it can usually be tested in isolation, preferably
with a much simpler scheduler than the final system might employ.

The second layer of code required for the conversion process is the sched-
uler itself. This code must be applied separately to each new translation unit,
and we can use one of several available versions in order to employ different
scheduler types. This is “static” code in that it always remains the same, re-
gardless of the input to the system. It works by using a specific set of variables
for communication, without actually knowing the type of these variables. This
lack of knowledge can make writing and testing such schedulers tricky, but in
reality is no different from the use of generics in many modern programming
languages (such as template functions in C++, where the function is written
using the name of the template parameter, but usually without knowing its
type).

The third (and final) layer of code required for the conversion process is
the interface that sits between the other two layers. This interface provides
the declaration of the scheduler’s set of variables, using the type that the tool
extracts from the globals used by the tasks. It also provides functions to map
these predefined variables onto the equivalent variables required by the task code
provided by the user. This allows us to separate tasks onto different processors,
without having to make any changes to the source code for the tasks themselves.

The interface layer must be generated separately for every task supplied by
the user and may also be different for every scheduler architecture that can be
employed. As such, it is difficult to fully test this piece of code in isolation, a
fact that makes the generation of this layer a particular challenge – we wish to
ensure that the generated code has predictable behaviour. We have therefore
tried to ensure that this layer is as simple as possible. This allows us to more
easily spot inconsistencies in the code, and reduces the impact of task changes
on the system-supplied scheduler code.



26 P.J. Vidler and M.J. Pont

Once the interface code has been generated for a task, it is combined with the
static scheduler code and the code for the task itself. We then feed each resulting
task unit into the compiler separately, producing one binary executable per task
(as shown in Fig. 1).

4 Case Study

In order to evaluate the conversion process, we decided to use a simple case
study. The study and its results are presented in this section.

4.1 Background

To fully test the correctness and flexibility of the conversion process, we employed
a simple cruise control system [34, 12, 33] as the main case study for this paper.
The system was chosen because it has been successfully implemented and tested
using a single-processor co-operative architecture. This allows us to compare the
results of various generated architectures to the original, in order to determine
if the conversion process is working correctly.

The system consists of a car model and the Cruise Control System (CCS)
itself. The CCS receives a single-wire input from the car model indicating
the current speed (as a pulse rate modulated signal) and provides an eight bit
output signifying the desired throttle setting. The single-processor system was
implemented using three tasks. Figure 2 shows that the communication between
these tasks was (deliberately) chosen to provide differing types and sizes of vari-
ables in the communication, in order to test the flexibility of the conversion tool.

Task 1
Speed input 
and scaling

Task 2
Throttle

calculation

Task 3
Throttle
output

Speed

(4-Byte Float)

Throttle

(1-Byte Integer)

Fig. 2. The CCS tasks

These tasks make up the core of the system; they are used, unaltered, in all
the architectures described in this paper.

4.2 Architectures

The single processor system executed the three tasks outlined in the previous
section using a TTC scheduler [5, 34]. This system provided the benchmark per-
formance figures against which the other designs were compared.

In addition, the conversion tool was used to create code for two more, multi-
processor, architectures. Note that, in each case, the task timing in the converted
code was left the same as the original.

Domino Architecture. In a previous pilot study, we described a very ba-
sic CCS implementation using a domino-scheduled architecture [33]. Such an
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architecture takes advantage of the fact that communication in the CCS (as in
many control systems) always flows in one direction; we used a pipeline approach
to facilitate the use of multiple processors, controlled by a timer on the first
processor and synchronised down the pipeline on each “tick”.

In the pilot study, the three processors were connected via a simple parallel
port-to-port connection. Such an implementation provides a useful testbed but
is not representative of the type of architecture that would be employed in a
practical CCS implementation. In the present study, the three processors are
connected using the Controller Area Network (CAN) protocol: a protocol that
was originally intended for automotive designs [35].

Shared-Clock Architecture. The second test of the conversion tool involved
a shared-clock architecture [5]: specifically, the design was based on the TTC-
SC3 protocol [34]. In this system, all three processors communicate across a
single CAN bus. The first node acts as the Master, responding to interrupts
triggered by its internal timer. When the interrupt is raised, the Master sends a
tick message to all Slaves (in this case, the other two processors in the system).
On receipt of this, all Slaves are expected to send an acknowledgement within
the same tick interval. This is illustrated in Fig. 3.

Tick Message 
from Master

Ack from 
Slave 1

Ack from 
Slave 2

Timer Interrupt Timer Interrupt

Tick Interval

Fig. 3. TTC-SC3 message timing

Every message (regardless of whether it’s a tick or acknowledgement message)
contains the latest output data from its associated task. Each task sends its ac-
knowledgement (or tick for the Master) with a specific message identity, allowing
easy differentiation between different task’s data. If a task requires input from
a node other than the Master, we have to set up a second CAN receive buffer
with the corresponding message identity filter. The conversion tool automates
this process.

Architecture Comparison. For simplicity and to make it easier to com-
pare the results, all three systems used the same timing for their tasks. Con-
sequently, the only differences between the generated code and the original,
single processor code were in the nature of the multi-processor designs. Each
of the multi-processor designs was synchronised at the beginning of each tick
interval, incurring a certain amount of overhead due to the communication in-
volved. For architectures that employ CAN for their communication (including
both multi-processor designs presented here) this delay will be variable, due to
bit stuffing [36].
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It is also possible (with most communication mechanisms) for the delay to be
variable due to multiple messages (usually acknowledgements in our case) being
transmitted at once, and the resulting arbitration that is required ??. Note
that this is only a possibility for the shared-clock scheduler here, as the domino
architecture uses separate buses between each processor and so will never suffer
from simultaneous message transmission attempts.

These factors, combined with the fact that we are not altering the timing
of the system, mean that we cannot expect the output of the multi-processor
system to be identical to that of the single processor original. This is inevitable,
since delays and timing variations are a factor in all distributed designs. It is not
practical (in a general case) to adapt the code automatically (for example, by
altering PID parameters) in order to deal with such timing changes. Instead, our
system allows the developer the opportunity to tune the timing of the system
after it has been generated.

4.3 Results

In order to test that each cruise controller architecture was working correctly, we
set up a step increase in the desired speed from 30 mph to 60 mph after thirty
seconds, followed by a step reduction in speed back to 40 mph after another

Fig. 4. Combined results for the three cruise controllers

Table 1. IAE results

Scheduler Type IAE Results

Single Processor 267
Domino Scheduler 288

TTC-SC3 Scheduler 308
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thirty seconds. In order to gain some idea of the relative performance of the three
systems, we calculated the Integral of the Absolute Error values (IAE [37, 38])
across the range from 10 seconds to 80 seconds.

Figure 4 shows the desired speed values as well as the actual speed of the car
model for all three systems. Although neither multi-processor scheduler perfectly
matches the output of the original system, they are close enough to see that the
source code conversion has been successful.

The IAE results (shown in Table 1) reflect the slight disparity between the
performance of the single-processor system and that of the other two designs.
However, the output from each of the generated systems is well within the toler-
ances of the model, despite the overhead of communication between the proces-
sors and other factors arising from the use of multi-processor schedulers.

5 Conclusion

In this paper, we have discussed the design of a prototype tool which is intended
to assist in the migration between single- and multi-processor embedded systems.
It was found that the performance of the designs created in this way was very
similar to that of the original. This indicates that, in each case, the conversion
process was completed successfully.

We mentioned earlier that the conversion tool did not in any way alter the
timing of the tasks being carried out on each processor, meaning that we are not
taking full advantage of the multi-processor nature of the resulting system. This
was done because altering the timing of the tasks automatically would invalidate
the assumptions on which several parts of the original task code were based.

Detecting a reliance on specific timing within an arbitrary section of input
code would be impractical for the conversion tool [33]. A much easier (and po-
tentially more reliable) solution is to view the conversion as being computer-
assisted and requiring manual tuning, rather than a fully automatic process.
This allows the tool to take much of the strain out of the conversion process,
while the developer simply makes any necessary adjustments to the timing.

Of course, manual adjustments are not always required. Some systems must
use a multi-processor architecture; not for the timing benefits, but because each
task corresponds to a node that must be physically separated from the others.
An example of this would be a intruder alarm system using separated sensor
nodes in and around each room. The conversion tool presented here could then
automate the required conversion process entirely, without any manual tuning
required on the part of the developer.
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Abstract. This paper proposes a XML based Agent template language
(ATL) for Agent construction upon blackboard pattern. Agent analysis
and design model can be mapped upon ATL under forward engineering,
and ATL can be translated into a Java source code by given compiler
ATLC, which can be operated by JDK again. Therefore, a bridge be-
tween Agent-oriented analysis and design Model and existing OO pro-
gram environment is constructed to develop Agent system rapidly. The
open source platform, IBM Eclipse, is used as the base to implement the
ATL integrating environment.

1 Introduction

With the deepening of agent techniques research, agent-oriented analysis and
design model, and the agent-oriented software engineering (AOSE) gradually
become a research focus in recent years. Wooldridge, etc.[1] have proposed Gaia
of agent-oriented model language, which is based on static structure, therefore
it is difficult to describe the dynamic change of structure to express the com-
plicated structure and control flow. Thomas Juan[2] put forward an open com-
plicated system by extending the Gaia. Giovanni Caire, etc.[3] have proposed a
method by improving and expanding UML to describe agent-oriented system. Li
B, etc.[4] based on BDI model and situation calculus, provide an Agent architec-
ture, in which some facilities for representing intelligent agent are provided, such
as belief, goal, strategy and so on, reasoning about action and planning. Zhang
Wei, etc.[5] base on π-calculus and the chemical abstract machine(CHAM), pro-
vide a formal semantics of process of agent organization structure, in which
the components associated with the organization structure are taken as mole-
cules of CHAM and use the executions of the CHAM to express procedures of
Agent organization structure. Guo L, etc.[6] propose an agent-oriented program-
ming language with intention driver based on opened situation calculus, which
is called AOPLID. AOPLID is inconvenience of describing the agent’s mental
state, lack of communication. In this paper, we designed an agent template lan-
guage(ALT), which aims at the field of integration of enterprise information
system. Agent analysis and design model can be mapping on ATL by engi-
neering, and ATL can be translated into Java source code through its compiler
ATLC, Java source code compiled out like this passes compiling and becom-
ing java code that can be operated by JDK again, namely agent program that
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can be operated actually. Then, we erect a bridge among agent-oriented design
and object-oriented programming. Finally, we regarded IBM Eclipse system as
the platform and offered an integrated developing environment for ATL, offered
GUI for design and interact, perfected text editor and integrated edit, compile,
operation platform.

2 System Architecture

Fig.1 is a multi-agent platform, which includes agents, runtime platform (multi-
agent operation platform) and a J2EE agent server. We code the agent program
with ALT and compile to java. The operation of the agent needs the assistance
of the platform (Runtime Platform) while operating. Agent server is built in
J2EE server, can offer name service, Ontology service and search service base
ability.

Fig. 1. Multi-agent Platform

An application protocol, ARCP, is defined for interact between agent and
platform (the communication protocol among agent - operation platform). The
protocol works by client/server, adopt Java’s RMI to transfer and transmit mech-
anism as floor. The main function of ARCP includes connect, identity verify,
name and ability register and message transmit, each function can be encapsu-
lated and become a Java class. The advantage of RMI is that it can make agent
and platform at the distributed computer.

The message transmitting between platform on JMS, a message middleware
service provide by J2EE , offer a perfect solution for communication between
the packages of application program. So the platform can be divided into two
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layers: The upper, ARCP servers, implement the main function of ARCP, the
lower, JMS customer, transmits the message between platform.

The agent services are constructed on J2EE server as EJB. Some agent ser-
vices, such as name service, Ontology service and ability service, are showed in
Fig 1. The name service is a catalogue service, JNDI can be used to register agent
name, physics address and state information. Ontology service provide model-
ing and formalizing the enterprise resources, offer semantic support for agent
communication. Ability service is used for finding and releasing/subscribing plat-
form, it is responsible for registering ability key word and service that each agent
can be offered to the external. Agent can inquire about ability of other agent
and service information by platform.

3 Agent Structure and ATL Language

In paper[7], we have structure the agent by blackboard pattern. The blackboard
is for common data exchanging, message parts and goal structure are designed
as knowledge source, and Agenda based blackboard controller is in charge of
agent action planning.

Definition 1: Agent is a six member group <X, S, G, P, M, R>, where
X is blackboard object aggregation:
X = DataStructure, ClauseStructure, MessageStructure, ControlData
S is scale of the blackboard object value
G is goal structure set, goal structure is a mapping from goal expression to

action plan, viz. IntentionExpression −→ Plan
P is action plan aggregation:
P = <StateSet, TransactionSet, TransactionRule>
M is message action, M : Message −→ X
R is the relation between goal structure

Fig. 2. Blackboard based Agent model
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On the basis of Blackboard based Agent model, a rapid development tool,
ATL(Agent Template Language), is developed, which is enterprise business
process integrating and interaction oriented. The specification of ATL is de-
scribed with EBNF as follow:

<AgentProgram>::=AGENT_PROGRAM <AgentName>
<DefOntology>
<DefR_Fluents><DefF_Fluents><DefServices>
<DefPlanTemplate>
<Beliefs>
<Goals>

<DefOntology>::=DEF_ONTOLOGY
[<DefFrameClass>;]*
[<InsertOperation>;]*

<DefR_Fluents>::=DEF_RELATIONAL_FLUENTS
[<R_FluentName>[(<VarType>*)];]*

<DefF_Fluents>::=DEF_FUNCATIONAL_FLUENTS
[<FunctionType><F_FluentName>[(<VarType>*)];]*

<DefServices>::= DEFINE_SERVICES
[<DomainName>.<ServiceName>([<VarType>]*);]*

<DefPlanTemplate>::= DEFINE_PLAN_TEMPLATE
(PLAN_TEMPLATE <TemplateName>([<VarType> <Variable>]*)

:INIT_STATE <StateConst>
:FINIAL_STATES <StateConst>*
:RULE {(<StateConst,<ActionName>*)}* );

{(ACTION <ActionName>
:NEXT_STATE <StateConst>
[:PRECONDITION <Sentence>]
[:DO <send>|<recv>|<ServiceCall>]
[:EFFECT <EffectFormula>]);}*

<Beliefs>::=BELIEFS <Sentence>
<Goals>::={GOALS(<Intention>,<TemplateName>

([<Variable>]*),<Weight>);}*
<DefFrameClass>::=(TYPE <ClassName>

:SUPER_TYPE<ClassName>[,<ClassName>]*
[:SLOT (<SlotName> <SlotType>

[RESTRICTION <Value>*]
[DEFAULT <Value>])]*);

<SlotType>::=<ClassName> | <PrimaryType>
<Value>::= value of slot that fits the slot type.
<InsertOperation>::=INSERT <InstanceName> INTO <ClassName>

[WITH][<AssertStatement>]* ;
<AssertStatement>::=<SlotName>=<Value> | <SlotName> {<Value>*}
<VarType>::= <ClassName> | <PrimaryType>
<FunctionType>::=<ClassName> | <PrimaryType>
<Sentence>::=<Literal> [and <Literal>]*;
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<Literal>::=<Condition> | <R_FluentName>[(<term>*)] |
not <Literal>

<Condition>::= <term> <op> <term>
<term>::= <F_FluentName>[(<term>*)] | <Variable> | <Value> |

<InstanceName>[.<SlotName>]+
<op>::= > | >= | < | <= | =
<send>::=send(<receiver>,<performative>,<conversation>,<content>);
<recv>::=recv(<sender>,<performative>,<conversation>,

<contentPattern>);
<ServiceCall>::=<Domain>.<ServiceName>(<term>*);
<EffectFormula>::=<wff>[and <wff>]*
<wff>::=<Literal> | <Literal> [and <Literal>] -> <Literal>

[and <Literal>]*
<OntFile>::=String specifying the ontology definition file.
<ClassName>::=String specifying the frame class.
<SlotName>::=String specifying the slot.
<PrimaryType>::=all primary types of Java Language.
<R_FluentName>::=string specifying the relational fluent.
<Variable>::=String specifying the variable.
<StateConst>::=String specifying the state const.
<ActionName>::=String specifying the action.

4 ATL Based Agent Implementation

ATL based Agent includes the following parts: external program or the software,
resource assemble, control rule sets , action sets and interactive protocol sets.
Therefore, agent has offered support components, as Fig.3. Agent model is rel-
evant with program segments of ATL, rule controlling manager is in charge of
management control rule, which is compiled into one java class. Interactive man-
ager manages conversation adapter which forword conversation process. Action
manager handle the action expression, in which an action queue is used to select
the actions to execute in turn. At last, service request has been transmitted to
service interface, and the services are activated dynamically and returned the
results immediately.

Interactive protocol is corresponding to a finite state automatically, and ATL
compiler compile it into a cooperation compose by Java class. In Fig. 3, agent
component about interactive protocol is interaction manager and protocol
adapter, the protocol adapter is responsible for communication rule manage-
ment. The interaction manager maintains the message queue, and deliver it
to message adapter. The protocol adapter manages communication rules, and
match corresponding messages from the message queue to communication rules.
In addition, the adapter maintains the present conversation state, and activate
corresponding communication rules dynamically.
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Fig. 3. Agent Implementing

5 ATL Integrating Development Environment Based on
Eclipse

Eclipse, a general integrated development environment developed by IBM, is
used to develop ATL IDE. Eclipse tool including: Regard ATL development
environment as the core, offered an interactive protocol editor with GUI, an
automatically editor tool base on guide and serve manage interface to configure
platform. In implementation, A complete class library supporting those layers
is being written. Object routing layer, implemented as some EJB components,
serves as the runtime environment for our platform. Now we plan to develop an
IDE for this platform. We need develop some new tools based on Eclipse runtime
and JDT. The following is a brief summary of these tools.

ATL development environment. For ATL, we want to build a JDT-like tool,
with the user interface in a UI plug-in and non-UI infrastructure in a separate
core plug-in. UI plug-in uses the perspective-view-editor pattern environment,
just like JDT. We define four views: task connector view, task object view,
conversation pattern view and rule set view. Non-UI infrastructure consists of
interpreter plug-ins, class library structure model, conversation pattern model,
java compiler plug-in and its project nature.

User writes ATL codes in the editor. When finished, java code is generated by
the interpreter and compiled into class files later. Finally, classes representing
the real node agent are generated.

Conversation protocol editor. Conversation protocol editor is a new type of ed-
itor, which supplies user with graphic elements to depict a DFA (Determinate Fi-
nite Automata), and the logical relationship between the elements is interpreted
into a XML file, which serves as the conversation pattern. User should append
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other necessary information to that file to complete a conversation protocol, and
register it to the conversation manager. This editor can serve as a tool plugging
into ATL development environment.

Code generator tool. Code auto-generator is built on JDT and our finished
class library. Wizard is provided to help user inputting necessary information,
and skeleton code is generated according to the inputting information. User can
extend these codes to form a complete program. Such tools should be useful for
data provider, which wraps the database and serves as a database interface to
upper layers. User input the data source information and table schemes using
such wizard, and the entity bean skeleton code can be generated. Because code
generation technique has been involved in the ATL development environment,
the main idea of this tool is integrating code generation with wizard.

Service management tool. This tool connects the projects in workspace with
EJB services that have been deployed to user’s J2EE Application server. These
EJB services form the Object Routing Layer, serving as the runtime kernel.

6 Conclusion

A new manage mode of smart supply chain, business process reengineering etc
put forward the challenge to enterprise information system. In this paper, multi-
agent architecture is tried to construct a dynamic, expandable and high flexible
information system. In this way, a solution facing specific area is offered to cus-
tomize information system fast and to realize the dynamic alliance of enterprise
under the uncertain condition.
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Abstract. Even though the problem of k nearest neighbor (kNN) query
is well-studied in serial environment, there is little prior work on parallel
kNN search processing in parallel one. In this paper, we present the first
Best-First based Parallel kNN (BFPkNN) query algorithm in a multi-
disk setting, for efficient handling of kNN retrieval with arbitrary values
of k by parallelization. The core of our method is to access more entries
from multiple disks simultaneously and enable several effective pruning
heuristics to discard non-qualifying entries. Extensive experiments with
real and synthetic datasets confirm that BFPkNN significantly outper-
forms its competitors in both efficiency and scalability.

1 Introduction

Given a query point q and a dataset s, a kNN query retrieves the k closest
objects in s whose distances (in this paper we use Euclidean distance) from
q are not larger than that of the k-th furthest NN of q. Formally, kNN(q) =
{p ∈ s | dist(p, q) ≤ dist(pk, q)}, where pk is the k-th farthest NN of q and dist
is a distance metric. For instance, “find the k nearest hotels to the airport”. In
the last decade, the problem has already attracted considerable attention in the
database community, since it is one of the most important operations in spatial
databases, and its application domains mainly involve location based services,
advanced traveler information systems, and so forth.

Surprisingly, in spite of the problem is well-studied in serial environment, there
is little prior work on parallel processing for kNN search in parallel one (e.g.,
multi-disk setting etc.). Most of previous methods are based on either Depth-
First (DF) algorithm [2, 3] or Best-First (BF) one [1, 4]. They can efficiently
perform in the serial context that uses only a single disk. In particular, various
algorithms relied on BF are the optimal ones in terms of query cost (including
CPU time and I/O overhead) and the number of node accesses. Their efficiency,
however, significantly degrades in parallel environment, because they do not
exploit any kind of parallelism. Specifically, query cost is increasing, such that
it can not satisfy user requirements. Also, I/O overhead is large, easily leading
to the I/O bottleneck. Hence, it is evident that efficiently parallel processing
techniques for kNN retrieval need to be developed.

Motivated by aforementioned problem, in this paper, we focus on multi-disk
architecture (consisting of one processor with several disks attached to it), as this
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architecture is simple and cheap, i.e., it requires only widely available off-the-
shelf components, without multiple CPUs and specialized operating system. On
the architecture, we develop the first Best-First based Parallel kNN (BFPkNN)
query algorithm for efficient processing of kNN search with arbitrary values of k,
using a parallel R-tree [9] (described in Section 2.1 of this paper). The key idea of
our method is to access more entries from multiple disks in parallel, and enable
some effective pruning heuristics to discard the non-qualifying entries that can
not contribute to the final answer. Finally, extensive experiments with real and
synthetic datasets verify that BFPkNN is efficient, and clearly outperforms by
factors alternative approaches (containing FPSS and CRSS [5]) in both efficiency
and scalability.

The rest of the paper is organized as follows. Section 2 surveys the previous
work related to ours. Some definitions and problem characteristics are studied in
Section 3. Section 4 presents BFPkNN algorithm. Extensive experimental eval-
uations are described in Section 5. Section 6 concludes the paper with directions
for future work.

2 Related Work

2.1 R-Trees

Among various spatial indexing structures, R-tree [6] and its variants (e.g., R+-
tree [7], R*-tree [8], etc.) are the most widely accepted and used ones due to their
popularity and efficiency in the literature. They can be thought of as extensions
of B-trees (e.g., B+-tree) in multi-dimensional space. Figure 1a shows a set of
points {a, b, . . . , l} indexed by an R-tree (shown in Figure 1b), suppose that each
node encloses at most three entries (i.e., the capacity of per node is three). In this
example, according to the spatial proximity, 12 points are clustered into 4 leaf
nodes {N3, N4, N5, N6}, which are then recursively grouped into nodes N1, N2
that become the entries of a single root node. Each node of the tree corresponds
to one disk page. Intermediate nodes (e.g., N3, N4) contain entries of the form
(R, childptr), where R is the Minimum Bounding Rectangle (MBR) that covers
all the MBRs of its descendants and childptr is the pointer to the page in which
the specific child node is stored. Leaf entries (e.g., a, b, c) store the coordinates
of data points and (optionally) pointers to the corresponding records. Generally,
kNN query algorithms on R-trees utilize three bounds to prune search space, i.e.,
(i) mindist(q,R), (ii) maxdist(q,R), and (iii) minmaxdist(q,R), where q denotes a
given query point. As an example, Figure 1a also illustrates these distance metrics.

In this paper, we base our work on the parallel R-tree of Kamel and Faloutsos
[9], which distributes the nodes of a traditional R-tree with cross-disk pointers
depended on a simple hardware architecture comprising of one processor with
several disks attached to it. For example, one possible parallel R-tree corre-
sponding to the R-tree of Figure 1b is shown in Figure 1c, where the root node
(representing as thick line) is kept in main memory, whereas other nodes (e.g.,
N3, N4, etc.) are assigned over disks 1 and 2. It operates exactly like a single-disk



Efficient Parallel Processing for KNN Search in Spatial Databases 41

q

a

b

c
d

e

f

h

g

i

l

j k

mindist(q, N2)

minmaxdist(q, N1)

maxdist(q, N1)

search region

query point
mindist(q, N1)

N1

N2
N6

N5

N3

N4

 

 

 

 

 

N1 N2

N3 N4 N5 N6

a b c d e f g h i j k l

N1 N2

N3 N5N4 N6

Root Level 2

Level 1

Level 0  
 

 

 

 

N1 N2

N3 N4 N5 N6

a b c g h i d e f j k l

Root

N1 N2

N3 N5 N4 N6

Disk 1 Disk 2

 
 

 

 

 

(a) Points and node extents (b) The R-tree (c) The parallel R-tree

Fig. 1. Example of an R-tree, a parallel R-tree and three distance metrics in 2D space

R-tree. The only difference is that its nodes are carefully distributed over mul-
tiple disks. For the parallel R-tree, each pointer consists of a diskid (indicating
the tag of one disk), in addition to the pageid (specifying the label of one page)
of the traditional R-tree.

2.2 Existing Parallel kNN Search Algorithms

To our knowledge, the existing parallel algorithms for kNN queries are presented
in [5, 11, 12, 14]. Specifically, Papadopoulos and Manolopoulos [5] present several
parallel kNN search approaches using a parallel R-tree, which is distributed
among the components of a disk array. But it provides no experimental results
for large datasets (more than 10k bytes). In [11], a parallel method for NN
search in high-dimensional data spaces is proposed. The solution concentrates
on how to decluster data. [12] develops an efficient query processing strategy for
parallel NN retrieval, based on multi-processor and multi-disk architecture, in
which the processors communicate via a network and data objects are stored
in a declustered R-tree (assuming an environment such as in [13]). However,
it provides no experimental results for high-dimensional space (more than 2-
dimensional space). Additionally, a parallel algorithm for solving the problem
relied on the generalized Voronoi diagram construction is also presented in [14].
In this paper, the proposed algorithm is based on the multi-disk setting, which is
similar to the environment in [5]. Thus, we experimentally evaluate our algorithm
by comparing it against FPSS and CRSS presented in [5].

3 Definitions and Problem Characteristics

Even though three distance metrics (including mindist, minmaxdist, and
maxdist) are defined in [2, 12], they can not directly be applied to the parallel
environment. Thus, we need extend them and newly define a set of useful func-
tions and distance metrics aiming at the multi-disk setting, in order to devise
efficient parallel algorithms for kNN queries and derive several pruning heuris-
tics for avoiding visiting the unnecessary entries. Let Ni be the i-th node’s MBR
of the parallel R-tree, and Qi the i-th priority queue corresponding to the i-th
disk. Then these functions and distance metrics are defined as follows.
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Definition 1. Let p be a point in d-dimensional space (representing the NN of
a given query point q) with coordinates p = (p1, p2, . . . , pd), and Dnn(q, p) the
distance between q and p. Then the Dnn(q, p) can be defined as:

Dnn(q, p) =

√√√√ d∑
i=1

(qi − pi)2 (1)

Definition 2. If a priority queue Q maintains k elements, Firstmindist(Q)
denotes the minimal mindist in Q. Then the Firstmindist(Q) is defined as:

Firstmindist(Q) = min
1≤i≤k

{mindist(q,Ni)} (2)

Definition 3. If multi-disk setting has M disks, a priority queue Q is deployed
for each disk. Let min-mindist(Q1, Q2, . . . , QM ) be the smallest mindist among
all the non-empty priority queues Qi (1 ≤ i ≤M). Then it can be defined as:

min-mindist(Q1, Q2, . . . , QM ) = min
1≤i≤M

{Firstmindist(Qi)} (3)

Definition 4. If a priority queue Q stores k elements, Firstminmaxdist(Q)
represents the minimum minmaxdist in Q. Then the Firstminmaxdist(Q) is
defined as:

Firstminmaxdist(Q) = min
1≤i≤k

{minmaxdist(q,Ni)} (4)

Definition 5. If multi-disk architecture contains M disks, a priority queue Q
is configured for each disk. Let min-minmaxdist(Q1, Q2, . . . , QM ) denote the
minimal minmaxdist within all the non-empty priority queues Qi (1 ≤ i ≤M).
Then it can be defined as:

min-minmaxdist(Q1, Q2, . . . , QM ) = min
1≤i≤M

{Firstminmaxdist(Qi)} (5)

Definition 6. If a priority queue Q encloses k elements, Firstmaxdist(Q)
specifies the smallest maxdist in Q. Then the Firstmaxdist(Q) is defined as:

Firstmaxdist(Q) = min
1≤i≤k

{maxdist(q,Ni)} (6)

Definition 7. If multi-disk environment involves M disks, a priority queue Q is
disposed for each disk. Let min-maxdist(Q1, Q2, . . . , QM ) indicate the minimum
maxdist in all the non-empty priority queues Qi (1 ≤ i ≤ M). Then it can be
defined as:

min-maxdist(Q1, Q2, . . . , QM ) = min
1≤i≤M

{Firstmaxdist(Qi)} (7)

Lemma 1. Consider the definitions of Dnn(q, p), min-mindist, min-maxdist,
and min-minmaxdist, the inequalities involving min-mindist ≤ Dnn(q, p) ≤
min-minmaxdist and min-mindist ≤ Dnn(q, p) < min-maxdist hold.

Proof. From the definitions of Dnn(q, p), min-mindist, min-minmaxdist, and
min-maxdist. ��
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Fig. 2. Illustration of four distance metrics and search strategy in 2D space

Figure 2 illustrates the above distance metrics. Furthermore, following lemma
can be also derived and proved according to these definitions. As demonstrated in
Figure 2, where four distance metrics (indicated solid lines with arrows together)
satisfy the Lemma 1. Also note that we follow a search strategy that finds k NNs
of q from circle 1 to circle 2 (shown in Figure 2) in the proposed algorithm for
processing kNN search.

4 Algorithm

4.1 Pruning Strategies

For effective processing of kNN retrieval, two parameters (containing ResultQueue
and kDist) are introduced into BFPkNN. Specifically, ResultQueue maintains
the current k most promising answers (which can be become the final NNs of
q) sorted in descending order with respect to the mindist metric, such that
the greatest mindist (representing ResultQueue.MaxDist) enclosed in it can be
captured instantly. The kDist specifies the current minimal maxdist ensuring
that it contains at least k objects among all the maxdist(s) between q and entries
retrieved so far. Associating with both arguments (i.e., ResultQueue.MaxDist
and kDist), the following pruning heuristics can be developed in order to prune
the search space and terminate the execution of the algorithm accordingly.

Heuristic 1: Let q be a given query point, and the entryEmin with the minimum
distance to q among all the entries enclosed in priority queues. If the distance
between Emin and q is greater than ResultQueue.MaxDist, then the remainder
(including Emin) in all priority queues can be discarded and the algorithm can
be also terminated accordingly, since their distances from q are all larger than
that of the current k-th farthest NN in ResultQueue of q.

Heuristic 2: If a node entry E whose distance from a given query point q is
larger than the current value of kDist, then the entry E can be safely pruned as
it can not become one of the final k NNs of q.

Heuristic 3: If an actual distance from a given query point q is greater than
the current value of kDist, then it can be safely discarded because it can not be
enclosed in the final k NNs of q.
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4.2 BFPkNN Algorithm

Toward BFPkNN algorithm, it implements an ordered best-first traversal.
BFPkNN begins with the root node of parallel R-tree and proceeds down the
tree. It consists of the following three different steps:

Step 1: Suppose that the number of disks is M , BFPkNN creates and initializes
M priority queues (specifying Q1, Q2, . . . , QM ) for M disks and ResultQueue
used to keep the current k most promising answer.

Step 2: BFPkNN inserts all the entries enclosed in the root node of parallel
R-tree into their corresponding priority queues (e.g., heaps), and records the
current value of kDist guaranteeing that it covers at least k objects.

BFPkNN (QueryObject q, Parallel R-tree, M, k)
/* Temp_kDist maintains the temporal value of kDist; FindNextNode (Qi) finds the next non-data object 
(i.e., intermediate node) in Qi. */
1.  Construct and initialize M priority queues (i.e., Q1, Q2, …, and QM);
2.  Construct and initialize ResultQueue;    // initialize the ResultQueue infinity
3.  For each entry E in the root node do
4.      i = FindDisk (E);    // find the tag of disk storing the entry E
5.      EnQueue (Qi, E, Dist (q, E));    // insert the entry E into corresponding queue Qi

6.  Record current kDist among all the entries in the root node;
7.  While existing queue(s) is (are) not empty do
8.      Prune all unnecessary entries from each queue according to the heuristics 1, 2, and 3;
9.      Find the entry Emin with the minimum distance to q among all the entries enclosed in M queue(s);
10.    If Dist (q, Emin)     ResultQueue.MaxDist then
11.        Return ResultQueue;
12.    Else
13.         For i = 1 to M parallel do
14.             If not IsEmpty (Qi) then
15.                 If First (Qi) is not an data object then
16.                     Ni = DeQueue (Qi);
17.             Else
18.                 Ei = DeQueue (Qi);
19.                 If Dist (q, Ei) < ResultQueue.MaxDist then
20.                     Insert (ResultQueue, Ei, Dist (q, Ei));
21.                 Ni = FindNextNode (Qi);    // Ni may be empty
22.             If not IsEmpty (Ni) then
23.                 For each entry E in Ni do
24.                     j = FindDisk (E);
25.                     EnQueue (Qj, E, Dist (q, E));
26.             Record current Temp_kDist among all the entries contained in all non-empty queue(s);
                  /* If current value of Temp_kDist is smaller than old value of 
                      kDist, then algorithm has to update the value of kDist.  */                 
27.             If Temp_kDist < kDist then
28.                 kDist = Temp_kDist;
29. Enddo 
End BFPkNN

≥

 

 

 

 

 

Fig. 3. Pseudo-codes of a BFPkNN algorithm

Step 3: BFPkNN iterates following operations until it finds the final k NNs of
a given query point q. Algorithm discards all non-qualifying entries from each
priority queue by the heuristics 1 to 3 firstly. Subsequently, the entry Emin

with the minimal distance from q among all the entries contained in M pri-
ority queues is found. In practical implementation, the following two steps are
exploited: (i) BFPkNN gets all entries EH(s) = {EH1, EH2, . . . , EHM} at the
head of each priority queue firstly, assuming that all priority queues are sorted
in ascending order with respect to the mindist metric. (ii) It discovers the en-
try Emin in EH(s). Next, BFPkNN computes the distance from Emin to q,
and judges whether Dist(q, Emin) ≥ ResultQueue.MaxDist holds or not. If the
answer is true, BFPkNN returns ResultQueue (enclosing k NNs of q) and termi-
nates the algorithm. In contrast, it fetches node entries or data points enclosed
in all non-empty queues and enqueues them into corresponding priority queues
in turn by parallelism. Here, we take two cases into account. The first one is
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that if the heads of non-empty queues are not data objects (i.e., intermediate
nodes), then BFPkNN directly accesses these nodes and inserts all the entries
within them in corresponding priority queue in parallel. Contrarily, the other
case is that BFPkNN computes the distances from q and compares them against
ResultQueue.MaxDist. Without loss of generality, assume that Dist(q, Ei) < Re-
sultQueue.MaxDist holds, the entry Ei will be inserted into ResultQueue, since
it may be enclosed in the final k NNs of q. Then, BFPkNN finds the next non-
data object N (notice that the N may be empty), and also enqueues its entries
into corresponding priority queue by parallelism. To summarize the executive
process of BFPkNN, Figure 3 shows the pseudo-code of a BFPkNN algorithm.

5 Experimental Evaluation

This section evaluates the proposed algorithm using real and synthetic datasets.
All algorithms (including BFPkNN, FPSS, and CRSS) were coded in C++. All
experiments were performed on a Pentium IV 3.0 GHz PC with 2048 MB RAM.

5.1 Experimental Settings

We used two real datasets Wave that contains the 3-dimensional measurements
of 60k wave directions at the National Buoy Center and Color comprising of
the 4-dimensional color histograms of 65k images. Attribute values of both real
datasets are normalized to the range [0, 10000]. We also created two synthetic
datasets following the Gaussian and Zipf distributions, respectively. Specifically,
the coordinates of each point in a Gaussian dataset are randomly distributed
in [5000, 250]. For Zipf dataset, the coordinates follow a Zipf distribution with
a skew coefficient 0.8. Every dataset is indexed by a parallel R-tree [9] distrib-
uted over multiple disks that are simulated on one 160 Giga disk (whose type
is “Maxtor 6Y160LO”) using several labels of disks (specified diskid), and disk
assignment straightforwardly follows the Round-Robin strategy. The node size
of the parallel R-tree is fixed to 1024 bytes. The experiments examine the effect
of following arguments: (i) k (representing the number of NNs), (ii) dimension-
ality, (iii) cardinality, and (iv) disks (denoting number of disks). Performance is
measured by executing workloads, each consisting of 100 queries generated as
follows: the query locations are uniformly distributed in the corresponding data
space. For each experimental instance, the reported results represent the average
cost per query for a workload with the same properties. Note that the query cost
is calculated as the sum of the CPU cost and the I/O overhead computed by
charging 10ms for each node access.

5.2 Experimental Results

The first set of experiments fixes disks to 5 (or 10), and measures the number of
accessed nodes and the query cost of BFPkNN, FPSS, and CRSS as a function
of k (varying from 1 to 800), using various real and synthetic datasets. Figures 4
and 5 demonstrate these experimental results. Clearly, the efficiency of BFPkNN
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consistently outperforms that of its competitors for all cases. In particular, as
illustrated in Figure 4, for excessively large k, these k accesses constitute a dom-
inant factor in the overall overhead, which thus grows (almost) linearly with k.
Specifically, with the growth of k, the number of accessed nodes of all algorithms
ascends, as well as their performance difference enlarges gradually. The reason
of these cases is that the algorithms need retrieve more node entries in order to
prune the search space and find the best k NNs of a given query point q in the
datasets, as k increases. Also, the query cost of BFPkNN is less than that of
FPSS and CRSS (especially for FPSS), which is depicted in Figure 5.

Subsequently, we examined the impact of dimensionality. Toward this, we
fix disks to 5 and k to 100 (which is the median value used in Figures 4-5)
respectively, and compare the performance of three algorithms by varying di-
mensionality from 2D to 5D, using the Gaussian dataset with cardinality N =
256k. Figure 6 illustrates the number of accessed nodes and the query cost of
all methods versus dimensionality for kNN search processing. As expected, the
performance of all algorithms degrades because, in general, R-trees become less
efficient as the dimensionality grows [10] (due to the larger overlap among the
MBRs at the same level). However, the efficiency of BFPkNN is still evidently
better than that of any other algorithm. Moreover, as dimensionality grows, the
efficiency difference of three algorithms obviously increases between 3D and 5D,
but similar performance is observed in 2D. Also notice note that the number of
node accesses and the query cost grows (almost) exponentially with dimension-
ality, which is shown in the diagram.

To study the impact of dataset cardinality, we compared the performance of
all algorithms under different cardinality varied from 32k to 2048k, fixing k to
100 and disks to 10, respectively. Figure 7 shows these experimental results on
3D (dimensionality = 3 is also the midvalue used in Figure 6) Gaussian dataset.
As with the above experiments, BFPkNN is still significantly faster than FPSS
and CRSS. In particular, note that the step-wise cost growth corresponds to
an increase of the magnitude of cardinality from 32k to 2048k. In Figure 7, for
instance, the growth obviously occurs at cardinality 256k with respect to 3D
Gaussian dataset.

Finally, Figures 8 through 9 illustrate the number of node accesses and query
cost as a function of disks (i.e., the number of disks), varying from 5 to 30. Similar
to the phenomena of previous experiments, the efficiency of BFPkNN is more
effective than that of FPSS and CRSS in all cases (over an order of magnitude).
Also note that the query cost for each query workload clearly decreases as disks
grows, which is due to the increase of parallelization.
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Dataset: Color, Objects: 65k, 
Dimensions: 4, Disks: 5
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Dataset: Gaussian, Objects: 256k, 
Dimensions: 5, Disks: 10
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Dataset: Zipf, Objects: 256k, 
Dimensions: 5, Disks: 10
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Fig. 4. Mean number of accessed nodes VS. k
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Dataset: Gaussian, Objects: 256k, 
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Fig. 5. Query cost (sec) VS. k
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Fig. 6. Mean number of accessed nodes and query cost (sec) VS. Dimensionality
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Fig. 7. Mean number of accessed nodes and query cost (sec) VS. Cardinality
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Fig. 8. Mean number of accessed nodes VS. Number of disks
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Fig. 9. Query cost (sec) VS. Number of disks
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6 Conclusion

This paper investigates the problem of parallel processing for kNN queries over
the multi-disk architecture. Our contribution is an efficient Best-First based
Parallel kNN (BFPkNN) query algorithm for effective handling of kNN (k ≥ 1)
search by parallelism. Its core is to exploit parallelization to a sufficient degree
through accessing more entries from multiple disks simultaneously, and enable
several effective pruning heuristics to discard the non-qualifying entries. Further-
more, considerable experiments verify that BFPkNN significantly outperform it
competitors in both efficiency and scalability, using real and synthetic datasets.
In the future, Some interesting directions for future work mainly concern the
following issues: (i) study on various disk assignment approaches for enhancing
parallelization, and (ii) derive analytical models for estimating the execution
cost of parallel kNN search algorithm, so as to facilitate query optimization and
reveal new problem characteristics that could lead to even faster algorithms.
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nology Development 863 Program of China under Grant No. 2003AA4Z3010-03.
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Abstract. In order to overcome the constrained performance inherent in mobile 
devices, and to support services depending using wireless networks, an adaptive 
mobile system using mobile grid computing, is proposed. According to the mo-
bile device environment, classes are composed of an application that executes 
on a specific mobile device, and allocated to surrounding devices containing 
idle resources. The effectiveness of this system is confirmed, by applying the 
system to an emergency environment, using mobile devices, which include a 
PDA and laptop. 

1   Introduction 

Using mobile devices to realize the full power of ubiquitous environments is  
becoming more widespread. Wireless Internet provides users with the ability to access 
information anywhere at anytime. This provision is continually developing in terms of 
technology and capability. However, mobile devices do not always satisfy user  
requests effectively, because they suffer from a small display, low speed CPU, and 
low capacity memory. In addition, because most existing content and services are 
optimized for desktop computing environments, the additional constraints of mobile 
devices in such environments are apparent. Mobile devices require adaptive services, 
to allow devices to recognize situations, analyze and adapt to data, and overcome the 
constrained performce of mobile devices. Ultimately reaching the goal of providing 
improved user satisfaction. There is the difficulty that when some devices solve adap-
tation services internally, intermediate systems, such as a proxy server are required, 
including middleware adaptation services. Most existing adaptive systems aim to 
solve the constraints of mobile devices through an intermediate medium (i.e. middle-
ware, proxy server), however, middleware work load must assist in the satisfaction of 
mobile device users. For this reason, purchasing a more efficient computer or increas-
ing the frequency of intermediate mediums may be costly, and only temporarily 
solves problems in the present situation. In order to effectively solve these issues, grid 
computting[1] is used. Grid computing uses the idle resources of many computers 
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connected in a network, and therefore, appears similar to traditional wired networks. 
Grid computing enables the use of a connected, widely distributed set of traditional 
computing resources as an extremely efficient, large-scale, super-computing architec-
ture, while operating in a cooperative environment. 
Thus, in this paper, while considering technological and functional constraints of 
mobile devices, a method to process individual situations of each mobile device and 
problem(user's request) is proposed, efficiently solving issues, based on mobile grid 
computing, and extending traditional grid computing. Applications executed on the 
proposed system are implemented in object-oriented language. They divide requested 
tasks into object or component units, depending on their state of devices. Tasks are 
delivered to surrounding devices with idle resources. Finally, the result is received. 
These surrounding devices are not influenced by the total work required. Therefore, 
the problem of using the idle resources of devices connecting to the Access Point 
(AP) instead of an intermediate medium, is overcome. The various aspects of the 
proposed system expect to solve several constraints of wireless computing, offering a 
more efficient wireless computing environment.  

The effectiveness of the proposed system is confirmed by applying the imple-
mented prototype as a “Next Generation Healthcare Service”, with mobile devices, 
including a PDA and laptop.  

This study is composed of 5 sections. Related research is described in Section 2. 
The comprehensive structure and modules of the system are provided in Section 3. 
The evaluation of the system through implementation of a prototype is presented in 
Section 4. Conclusions are provided in Section 5.  

 2   Related Work 

Using various methods, traditional research is progressing toward overcoming the 
limitations and computation-capacity of mobile devices in mobile environments 
[2,3,4,5,6,12].  

Firstly, a method providing services to solve and manage required work using  
an intermediate medium, takes responsibility for a particular area. Representative 
research includes MobiPADS of Alvin T.S. Chan, et al.[2] and CARMEN of Paolo 
Bellavista, et al.[10] MobiPADS is designed to support context-aware processing by 
providing an execution platform enabling active service deployment and reconfigura-
tion of service composition in response to varying context environments. The  
client(i.e. PDA, laptop) on MobiPADS determines adaptive services based on the 
current situation, the server on MobiPADS calculates a determined adaptation service 
and returns the result to the client. MobiPADS has the advantage of enabling adaptive 
service deployment and reconfiguration in response to varying context environments, 
but the server’s workload increases since adaptive services for the client are executed 
on the server. CARMEN is capable of supporting the automatic reconfiguration of 
wireless Internet services in response to context changes without intervention of the 
service logic. CARMEN determines the context on the basis of declarative metadata, 
and provides adaptive services to the client in the proxy server accordingly. This 
system manages the client connecting to a proxy server using a mobile agent. This 
system also requires a server. 
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Secondly, the use of a specific intermediate medium(e.g. proxy server) that man-
ages mobile devices is not required, however, a high performance computer is  
required. This computer exists independently and is used to solve the resource-
constrained mobile device, according to the requirements. In the adaptive offloading 
system of Xiaohui Gu, et al.[9], the resource-constrained problem may be overcome 
by dynamically partitioning the application, and by offloading part of the application 
execution with data to a powerful nearby surrogate(i.e. a high performance computer). 
This system aims to solve resource-constraint issues, by employing a rich surrogate, 
however, but if it does not exist, it cannot execute. 

Most related work solves the resource-constraint problem using an intermediate 
medium(e.g. proxy server, surrogate, middleware). However, this depends on the 
availability of the additional workload provided by the middle medium. The mobile 
device depends on an intermediate medium, to overcome the resource-constrained 
mobile device. Therefore, the intermediate medium can exist in any form. 

3   Proposed System Architecture 

3.1   Design Concepts 

In this paper, the technological and functional constraints of mobile devices is consid-
ered, and a method is proposed for processing individual situations of each mobile 
device and problem (user's request), in order to be solved efficiently. The proposed 
system is based on mobile grid computing, which is an extension of traditional grid 
computing. 

3.2   System Requirements 

The following represent basic requirements for implementation of the proposed  
system. 

- System Profile: The proposed system must recognize a change in resources, this 
is reflected in the proposed system. Information regarding resources may be  
divided into static resources and dynamic resources. Static resources represent 
information that does not change, such as CPU type, RAM size, storage size,  
and so on. Dynamic resources represent information that changes in response to 
varying environments, such as CPU load, free RAM, remaining battery, usable 
storage, and so on. The proposed system describes static and dynamic resource 
information using XML, and maintains a list of varying resources.  

- Application Profile: The application is programmed in Java. Java is an object-
oriented language, meaning that data is encapsulated and applications consist of 
a collection of objects. The application is designed so that distributed classes 
execute independently of each other. The application profile describes the  
required information for class execution. 

3.3   System Architecture 

The overall architecture of the proposed system is presented in Fig. 1, and is com-
posed of two components: the Client Module, embedded in the client device, and the 
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Server Module, which operates on the server side. In addition, each module is com-
posed of several components, as follows.  

- Resource Monitoring Module(RMM):  The Resource Monitoring Module acts 
both as an aggregator of potential capacity, representing the characteristics of  
the devices used to create/manage the System Profiles, and as an inspector of the 
dynamically changing context information, i.e., CPU usage, network throughput, 
and so on, in order to perceive various environmental variations. This module  
determines the idle resources, and transmits AP(REMM) to the System Profile.  

 

Fig. 1. Components of the Proposed System 

- Job Management Module(JMM): The Job Management Module divides required 
work based on the System Profile and Application Profile, collected by the  
Resource Monitoring Module. 

- Communication Module(CM): The Communication Module communicates with 
the AP and peer for interactions. It transmits surrounding objects to devices.  

- Integration Module(IM): The Integration Module integrates the results of the 
tasks that the surrounding devices execute. 

- External Module(EM): The External Module executes the object or component 
required by an external device. 

- Authentication Service Module(ASM):  When a user connects to the AP for the 
first time, it identifies user information. 

- Platform Resource Information Module(PRIM): The Platform Resource Infor-
mation Module stores the System Profile of devices that connect to the AP. 

- Resource Division Management Module(RDMM): The Resource Division Man-
agement Module represents mapping requested work and surrounding devices 
that have idle resources.  
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3.4   Proposed System Behavior 

The overall flow of the proposed system is presented in Fig. 2. 

 

Fig. 2. Sequence Diagram of Overall System Behavior 

The application transmits the AP to the RMM, when the user executes a specific 
application.  The RMM maintains the System Profile describing the state of a device.  

The behavior algorithm of the RMM is presented in Fig. 3. 

 

Fig. 3. Pseudo Code of Resource Monitoring Algorithm 
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Line 5 shows that the RMM decides whether to offer idle resources based on moni-
toring policy. For example, even if a device contains sufficient idle resources, it can-
not support idle resources if the battery level is insufficient. The JMM decisions en-
able work based on two profiles (System Profile, Application Profile) received by the 
RMM. The resource score of device can be expressed as RS . Using Formula (1), the 
RS  of each object is obtained.  

 

(1) 

The element values of the profile are substituted to the required CPU of object 
A( CPUAE ) and current CPU( CPUE ). The ARS  expresses the relative value of ob-

ject A, required for execution. The 
resourceN  is the frequency of resources. The 

ARS of the object is added from a low value to S. The S means the sum of RS . 

When S is not over 1, add  RS  to S. When ARS is added to S, and S is over 1, ob-

ject A cannot execute on the specific device. A component consisting of objects that 
have a low RS are divided as a component unit.  

while( S  < 1){ 

S  = S  + ARS  

} 

The RMM requests work from the RDMM by transmitting information through the 
CM. The RDMM requests the PRIM, which stores information of surrounding  
devices, in order to solve the required work. The RDMM maps requested work  
and surrounding devices possessing idle resources. The result of <object name,  
device_address> is transmitted to the device requesting work from the CM. The CM 
transmits the object(object name) to a specific device(device_address). The IM  
integrates the result executed to the surrounding device. Finally, the IM transmits an 
integrated result to the application. 

4   System Evaluation 

The effectiveness of the proposed system is achieved by applying it to ‘Application 
for Emergency-situation’ with mobile devices. The Application for Emergency-
situation has functions, such as identifying a patient's identification, searching medi-
cal records and enabling video-conferencing, and so on. This application consists of 
objects that execute independently.  

The capability and utility of the system have been validated using mobile devices 
developed for the Personal Java runtime environment on iPAQ Pocket PCs. Four 
PocketPCs were used in performance comparisons. PocketPC A was a iPAQ RZ1717, 
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Fig. 4. The overall architecture of proposed system 

equipped with a 200 MHz processor, 32 MB of RAM and a 11-Mbps IEEE 802.11b 
wireless card(representing insufficient resources), PocketPC B was iPAQ h5450, 
equipped with a 400 MHz processor, 64 MB of RAM and 11-Mbps IEEE 802.11b 
wireless card(representing sufficient resources). PocketPC C was the same as Pock-
etPC A, and used only as a 733-Mhz desktop with 256 Mbytes of memory, classed as 
a surrounding device. PocketPC D was identical to PocketPC A, and used in the pro-
posed system, illustrated in Fig. 4. It is assumed that the there are 10 devices identical 
to the Pocket PC A surrounding PocketPC D.   For comparison, Each PocketPC exe-
cutes an ‘Application of Emergency’ application, and is compared with each delay 
time. The Execution Delay Time(EDT) is the processing time from beginning an 
initial user task request, to executing the task. The experiment allows the evaluation 
of the EDT, and assumes  different bandwidth values for communication. 

The EDT of the device of C is given by:  

 (2) 

The EDT of the device of D is given by: 

 

(3) 

s : transmission time of the list where the surrounding devices have idle resources 
α : establishing the TCP socket between mobile devices
β : transmission time of the object 

γ : transmission time of the result 

δ : execution time of the object 
k : the number of the surrounding device 
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Fig. 5. Execution Delay Time, comparing the proposed system and the others 

The Fig. 5 presents the results of the experiment. The analysis of Fig. 5 demon-
strates the following:  

- Lower than 500kbps of network bandwidth: PocketPC A, C and D represent the 
EDT over 30 ms. This is due to the fact that PocketPC A, B and D have insuffi-
cient resources and PocketPC C and D must transmit a required object to other 
devices. 

- Between 1Mbps to 3Mbps of network bandwidth: Since the network speed is in-
creased, the duration for object transmission of the PocketPC C and D is de-
creased accordingly. Therefore, PocketPC C and D decrease the EDT. However,  
PocketPC A and B do not significantly decrease the EDT. 

- Between 6Mbps to 9Mbps of network bandwidth: All PocketPCs continuously 
decrease the EDT. However, the EDT of PocketPC D decreases by approxi-
mately 70% more than the EDT of PocketPC A, and decreases by approximately 
50% more than the EDT of PocketPC B. 
 

The result of the EDT of PocketPC C is similar to the result of the EDT of Pock-
etPC D. PocketPC C requires additional expense, because a computer is required to 
solve the appropriate work.  

The proposed system is shown to efficiently support a resource-constrained mobile 
device in a mobile environment.  

5   Conclusion 

This paper presents an adaptive mobile system, using mobile grid computing to over-
come the constrained performance of mobile devices, and support suitable services, 
depending on the wireless network environment. Classes that compose an application 
that executes on a specific mobile device, are allocated to surrounding devices  
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possessing idle resources. The effectiveness of this system is confirmed by applica-
tion to an emergency environment, using mobile devices that include a PDA and 
laptop. Various aspects of the proposed system are expected to solve the constraints 
discussed in wireless computing, offering a more convenient wireless computing 
environment.  
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Abstract. In multicomputers and computer networks a proper allocation of  
incoming jobs has a big impact on efficiency of parallel and distributed comput-
ing. In this paper, the mesh topology and processor allocation with using First 
Fit (FF) and Stack-Based (SBA) schemes, are considered. The algorithms pro-
posed by authors SSBA (Stack-Based with Sorting) and BFSBA (Better Fit 
Stack-Based) are described and analyzed. Evaluation of algorithm’s properties 
has been done with using the proposed experimentation system. This system 
consists of such modules like experiment design, visualization of allocation 
processes, presentation of results of series of experiments for the introduced 
measures of efficiency. The investigations, carried out in this system, show  
advantages of the proposed algorithms. 

1   Introduction 

Recently, multicomputers and computer networks with processors (nodes) connected 
through high-speed links have become common computing platform. The mesh to-
pology (structure) of such a network has received increasing attention. The mesh has 
a simple and regular topology as a square or rectangle in (2D) two-dimensional space 
and a cube or rectangular parallelepiped in (3D) three-dimensional space (see Fig. 1). 
It becomes more and more popular for parallel and distributed computing systems due 
to its good scalability. This topology is utilized in large-scale computer systems for 
commercial and experimental application e.g. [1].  

It is very important to find free resources for executing incoming jobs in a  
short time and with productive utilization of available supplies. A good job allocation 
algorithm should achieves these both objectives. In mesh-connected systems, the 
allocation algorithm is concerned with assigning the required number of executors  
to incoming jobs [2]. An incoming job specifies the size of the submesh it requires 
before joining the system queue [3]. An allocation algorithm is responsible for finding 
a free submesh. If such a submesh does not exist (there are no available processors in 
one coherent area), the job remains in the queue until an allocated job finishes its 
executions and releases a proper submesh (dynamic case) or, it is simply dropped 
(static case). In literature, there are presented many processor allocation algorithms 
for mesh-structured systems. They based on e.g. buddy strategy [4], frame sliding 
technique [5], quick allocation scheme [6]. In [6], the stack-based idea of allocation is 
presented, including the proof of recognition-completeness of SBA algorithm due to 
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its so-called rotating orientation mechanism. In this paper, it is assumed that: (i) jobs 
must be allocated in such a way that they do not overlap each other, (ii) once allocated 
jobs run until completion on the same assigned processors (no job migration), (iii) 
static case under consideration. Four allocation algorithms are evaluated, including 
FF-algorithm, SBA-algorithm in standard version [6], and two proposed algorithms: 
SSBA and BFSBA, being some modifications of SBA.  

The kernel of the paper is the proposed experimentation system for evaluating 
properties of allocation algorithms. The system allows for observing relations be-
tween inputs like parameters of mesh-size (length, height, and depth), parameters of a 
set of jobs to be allocated (the total number of jobs, the range of sizes of jobs, features 
of probability density function e.g. mean and standard deviation), and first of all the 
allocation algorithm used and outputs which are the introduced measures to efficiency 
like the total completion time to allocation process, number of allocated jobs, number 
of holes, etc. The introduced global measure of efficiency being some composition of 
output values is regarded as the index of performance. This system gives opportuni-
ties for (i) designing experiment along with multistage approach [7], (ii) on-line ob-
serving the process of allocation, and (iii) presenting results of series of experiments 
on properly informative charts. On the basis of investigations made with using this 
system, the advantages of SSBA and BFSBA algorithms are pointed out.  

The rest of the paper. is organized as follows: Section 2 contains the description  
of allocation algorithms. In Sections 3 and 4 the proposed experimentation system  
is shortly described. In Section 5 the analysis of results of series of experiments is 
presented. Finally, in Section 6 appear conclusions and perspectives. 

2   Allocation Algorithms 

Two-dimensional mesh  M(wm, hm) contains wm×hm nodes denoted as N(x,y), where  
0  x < wm and 0  y < hm. In three-dimensional mesh M(wm, hm, dm), each node, 
N(x,y,z), has additional third coordinate: z, where 0  z < dm.. Each node represents 
one executor e.g. a processor in multicomputers or a computer in a computer network. 

 

                            

Fig. 1. Examples of 2D (on the left ) and 3D (on the right) meshes 

Two-dimensional submesh in mesh M is denoted as S(<m1, n1>,<m2, n2>), where 
0  m1,m2< wm and 0  n1,n2< hm. Submesh S is a subgrid of M where m and n  
determine nodes that describe size and shape of the submesh. The pair <m1, n1> 
describes the left-bottom corner and the pair <m2, n2> describes the right-upper  
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corner of the submesh. Three dimensional submesh in mesh M is denoted as S(<m1, 
n1, o1>,<m2, n2, o2>), where 0  o1,o2 < dm. The triple <m1, n1, o1> describes the 
front-left-bottom corner and the triple <m2, n2, o2> describes the back-right-upper 
corner. It is said that a submesh is free when all of its nodes are available. If at least 
one of nodes is busy then the submesh is busy (BS). The incoming job is denoted as 
J(wi, hj) and as J(wi, hj, dk) for 2D and 3D meshes, respectively. The 2D job is repre-
sented by S(<m1,n1>,<m1+i,n1+j>) and 3D job by S(<m1,n1,o1>,<m1+i,n1+j, 
o1+k>), respectively. That submesh contains a distinct node called the Base Node 
(BN). A Base Block (BB) is a submesh whose nodes can be used as the BN for a job. 
A Candidate Block (CB) is a free submesh during running of algorithm. It becomes a 
BB after the successful step of an algorithm. The Coverage CJ of a BS, related to a 
given job J, is a set of nodes such that the using any of them as BN for a given J will 
make this job be overlapped with BS. Reject Area RJ, with respect to a job J, includes 
nodes such that using any of them as BN will make this job cross the boundary of the 
mesh. The introduced notions are illustrated in Fig. 2, where M(9,6) with just two 
allocated jobs (blackened area) is ready for J(3,2). 

J(3,2)

Incoming Job J(w,h)

Coverage Cj

Busy Submesh BS

Reject Area R

Base Block BB

M(9,6)

M(0,0)

 

Fig. 2. Illustration of the introduced terms 

The stack-based approach consists in finding BB for BN of an incoming J. To speed 
this process the search space is minimized by simple calculation and spatial subtrac-
tion (Fig. 3). The SBA maintains a queue of BSs and utilizes a stack to store CBs. 
During allocating a job J(w,h) it firstly tries to allocate the job using the original ori-
entation, then (if this allocation fails) the algorithm creates a new, symmetric request 
J(h,w) by rotating the job’s orientation and tries to allocate this new request.  

SBA Algorithm. In this paper, the improved version of SBA [8] is considered. The 
improvement consists in no-rotating when sizes of the job J are all equal. At the  
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beginning the algorithm creates CJ for each item in a queue of BS-es. Next, it creates 
an initial CB by subtracting RJ from the entire M. Then, it puts this initial CB together 
with the first CJ from the queue onto the stack. From this step the algorithm works in 
a loop. At first, it checks whether the stack is not empty. If it is true, the algorithm 
checks from the top of the stack whether the position of CJ is null. If it isn’t, SBA 
tests intersecting CJ and CB from the top of the stack. 

 

Fig. 3. Idea of 2D Spatial Subtraction 

Now, two situations can be met: (i) if they have at least one shared node then  
the top of the stack is popped up from the stack, CJ is spatially subtracted from CB 
(Fig. 3) and newly created CBs are pushed up onto the stack with CJ for the next job 
from the queue, (ii) if they haven’t got any shared node, SBA exchanges CJ with the 
next from the queue without any operation with the stack. When a CB with an empty 
Coverage position appears on the top of the stack, the desired BB is obtained. Each 
node from BB can be returned as the BN (the left-bottom corner is chosen). Finally, 
an incoming job can be accommodated and a new item can be added to the BSs. 

SSBA Algorithm. In standard, classic version of SBA, a newly allocated submesh is 
added to the queue in the last place. When starting again, the whole list of BS-es has 
to be reviewed for intersecting items with the CB. The main idea of SSBA consists in 
reducing the number of tests for intersecting. It has been done by sorting the BS 
queue [9] through checking the coordinates of the recent CB and CJ, before doing test 
for intersecting. Checking begins with comparing horizontal coordinates of CB and 
CJ. Next, if the horizontal coordinates are equal, the vertical coordinates are to be 
compared, etc. If CJ has greater coordinates than CB then the remainder of items in 
the queue has greater coordinates, either. Thus, at that point a free submesh has been 
found. However, for ensuring good speed, two requirements should be satisfied: (i) 
choosing the correct sequence on the stack for a newly created CB - they have to be 
put onto the stack in the same order that the algorithm will test it later, (ii) choosing 
the correct CB node as the BN for a given job J – the implemented order is following 
(see Fig. 3): Right, Bottom, Top, Left, and the left-bottom corner of BB as a BN. 

BFSBA Algorithm. The well-known Best Fit algorithm [5], [6] (based on frame 
sliding technique) tries to find the place for an incoming job in such a way that it will 
have a maximum number of busy neighbors. It is quite difficult to modify the SBA by 
utilizing this idea fully, because SBA algorithm is not able to recognize two (or more) 
Top (or Bottom) BBs, which are the closest neighbors and have the same height,  
as one. Trying to emulate the Best Fit it should be found all possible solutions and 
next, these solutions should be reviewed for all corresponded BBs [8]. Therefore, a 
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modification called the Better Fit has been applied. BFSBA chooses CB with the 
minimal height and with the minimal horizontal position. This operation is not extra 
time-consuming because it can be done during standard run of SBA scheme.  

First Fit Algorithm. The well-known First Fit algorithm e.g. described in [6], is a 
simple algorithm but it can provide a relatively good performance. It is applicable to 
any mesh and can allocate submeshes of the requested sizes precisely. It maintains a 
busy array, which is a bitmap representing the allocation status of the mesh. In the 
first step, the FF algorithm tries to find the first available node by scanning all the 
entries in the busy array from left to right and then from top to bottom. When it finds 
one that does not belong to the CJ, in the second step it starts from this point and, in 
the same way, checks whether the job can be allocated with this founded BN. It 
checks the area such as job size. If there is at least one busy node FF returns to the 
first step.  

3   Experimentation System 

The process of allocation in mesh-structured system may be treated as an input-output 
system (Fig. 4). In this system a controlled input A is an allocation algorithm, and the 
observed inputs P are process parameters, i.e. mesh and incoming jobs parameters. 

A

P1 P2 P3

Ei

E

 

Fig. 4. Allocation process as input-output system 

The local outputs Ei, i=1,2,… are the considered indices of performance, including 
the completion time, the effectiveness, etc., and the global output E is the joint meas-
ure of efficiency regarded as the defined function f of the indices of performance  

E = f (E1, E2,..).  where  Ei = Ri (A, P).           (1) 

The function f in (1) depends on priorities taken by the user. Knowing the relation-
ships Ri and the parameters P1 , P2 , P3 , the user may choose A from the feasible set of 
algorithms (here the set contains four elements) such that to maximize E (global case) 
or extremize Ei (local case). The knowledge of Ri may be acquitted from experiments, 
thus, we designed and implemented an experimentation system allowing for computer 
simulations. 

The following input variables (Fig. 4) can be fixed: A – allocation algorithm: FF or 
SSBA or SBA or BFSBA, P1 – mesh-size (from the range 5 ≤ w, h, d ≤ 200), P2 - the 
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total number of requested jobs (denoted as NoR), P3 - the parameters of probability 
distribution of sizes of incoming jobs (available: (i) normal distribution with mean 
from 1 to 50 and standard deviation being less than mean, (ii) uniform distribution 
within [1,50]. Remark: the random values of w and h and d are generated separately. 

The following output variables are to be obtained: E1 denoted as TAT – the total  
allocation time of the requested set of jobs, E2 denoted as NoBS – the number of 
allocated jobs (the number of BSs), E3 denoted as Used – the coefficient to describe 
the percentage of used nodes in relation to all nodes in a given mesh, expressed  
by (2), 
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E4 denoted as Weff – the effectiveness of allocation (3). It is defined as the percentage 
of used nodes in relation to the total number of nodes needed for the requested jobs, 
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E5 denoted as NoH – the number of holes (separated free sub-meshes within the 
mesh) generated by A. Remark: An adaptation of (2) and (3) to 2D case required the 
substitution: di = dj = dm= 1. 

The global output E denoted as Eff (4) is the proposed measure of the efficiency 
for the allocation algorithms with respect to the completion time and fragmentation.  

[%]100⋅
+∗+

=
NoHTATWeff

Weff
Eff

β
 , (4) 

The standardization coefficient β  in (4) can be chosen arbitrary or may be 

adjusted after preliminary analysis of results of experiments. 
The proposed experimentation system is composed of the modules such that 

“Experiment Design” with opportunities for carrying out multistage experiments (see 
Section 4), “Allocation Process” with on-line visualization” (see an example in 
Section 4), and others. The structure of system is shown in Fig. 5. 

Experiment
Design

Allocation Process Measurement

DataBase Analysis Presentation

 

Fig. 5. The block-diagram of the experimentation system 
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4   Multistage Experiment 

A simple experiment (simple simulation) means running the process of allocation 
once for the fixed values of inputs and observing the state of process and output  
values. An illustration of opportunities of Visualization Module is given in Fig. 6. 

 

Fig. 6. Simple experiment - screenshot of the state of 2D allocation process (15th job is being 
allocated) for SBA, mesh of 32x32, NoR = 40, normal distribution with mean = 5, stdev = 3 

A series of experiment (SoE) means repeating K-times the simple experiment for 
the same inputs. The random character of P3 causes that output values may vary. 
Thus, as output values for series the average values over K-observed outputs are 
taken. 

The multistage experiment consists in carrying out N-times SoE i.e. the total num-
ber of (N∗K) simulations, where N = N1 ∗N2 ∗ ... ∗ NM , and M is the number of 
distinct stages (here M=4). Each stage is corresponded to one of input variables. At 
the first stage, SoE are made for N1 different P3 (distinct levels of variable) while A, 
P1, P2 are constant. At the second stage, variables A and P1 are still constant, SoE are 
made (N1 ∗ . N2)-times for N2 different P2 but for each distinct level of P2 the whole 
first stage experiment is carried out. Analogously, at the third stage, P1 is changed on 
N3 levels. For each distinct P1 the variable A is constant (the same allocation algo-
rithm) but the whole two-stage experiment is conducted. At the fourth stage, for each 
distinct A (here N4 = 4) the whole three stage experiment is carried out.  

5   Investigations 

The complex, four–stage experiments have been made. Here, some results of two 
experiments focusing on the comparison between allocation algorithms are presented.  

 Experiment #1: P1 – 2D mesh of wm = hm = 128, P2 – the total number NoR = 30 
jobs, P3 – the sizes of incoming jobs with mean = 20 and stdev = 10.  

 Experiment #2: P1 – 2D mesh of wm = hm = 32, P2 – the total number NoR = 30 
jobs, P3 – the sizes of incoming jobs with mean = 20 and stdev = 10. 

In both cases all SoE were carried out for all four allocation algorithms described 
in Section 3. The four considered features of algorithms were analysed and discussed. 
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Total Allocation Time. The total allocation time in terms of the number of the allo-
cated jobs is shown in Fig. 7. We can see that the FF algorithm has allocated the total 
number of 30 jobs in a time seven times longer than SSBA did. SSBA is the fastest 
algorithm from the SBA-family, because its scheme reduces the search space signifi-
cantly by using spatial subtraction and sorting the queue of BS-es. From the other 
side, BFSBA is the slowest from the SBA-family, because during a run it has to check 
all possible solutions. However, BFSBA is still faster than FF. 

 

Fig. 7. Total Time of Allocation (Experiment #1) 

Effectiveness of Allocation. The effectiveness (3) may be considered as one of the 
most important indices of performance because the main goal of multicomputers 
(computer  networks) activity concern the completion of all incoming jobs. Weff may 
be interpreted as a measure of allocating incoming jobs ability. In Fig. 8 there are 
presented charts for all algorithms. It may be seen, that SBA-family algorithms retain 
Weff on a relatively high level longer than FF. 

 

Fig. 8. The effectiveness (Experiment #2) 
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Fragmentation. Number of Holes (NoH) generated by each algorithm during the 
process of allocation is presented in Fig. 9. It may be observed, that BFSBA line is 
below the other lines. It means, that this algorithm fulfils the area of mesh in better, 
more efficient way than other algorithms. 

 

Fig. 9. Number of Holes (Experiment #2) 

The Global Efficiency. The standarization coefficient (4) was adjusted as equal to 5. 
In Fig. 10, the chart of E in relation to the number of allocated jobs is shown. It may 
be observed that for NoBS > 10 the algorithms from SBA-family perform better than 
the FF algorithm and for NoBS = 40 the difference is of 20 percent, approximately. 

 

Fig. 10. Efficiency (Experiment #2) 

6   Final Remarks 

The evaluation of allocation algorithms in mesh-based systems is dependent on the 
considered index of performance. In the paper, there are distinct two scales: the local 
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case, where five proposed measures of quality may be considered and the global case, 
where the joint index of performance combining the total allocation time, the effec-
tiveness (allocating ability), and the fragmentation has been introduced. From the 
global point of view, it may be concluded on the basis of simulation experiments that 
algorithms from SBA-family perform better than FF algorithm, and that there are no 
significant differences between SBA-family algorithms. From the local point of view, 
it is observed that SSBA is the fastest algorithm among all evaluated but BFSBA  
is the most effective i.e. it performs with the lowest fragmentation and the highest 
allocating ability. Moreover, SSBA and BFSBA do not strongly depend on mesh size.  

The further research will be focused on considering the dynamic case of mesh-
allocation problem and enlarging the set of algorithms A. In this field, two other algo-
rithms, including well-known FS (a modification of FF) and the new algorithm 
WSBA (Window Stack Based) have been just implemented and preliminary tested. 
An example of research made with using the developed system is shown in Fig. 11. 

 

Fig. 11. Dependence of complexity on task (job) amount for mesh of  wm = hm = 30 
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Abstract. Determining the "weakest" failure detectors is a central topic in 
solving many agreement problems such as Consensus, Non-Blocking Atomic 
Commit and Election in asynchronous distributed systems. So far, this has been 
studied extensively for several of such fundamental problems. It is stated that 
Perfect Failure Detector P is the weakest failure detector to solve the Election 
problem with any number of faulty processes. In this paper, we introduce 
Modal failure detector M and show that to solve Election, M is the weakest 
failure detector to solve election when the number of faulty processes is less 
than n/2 .  We also show that it is strictly weaker than P. 

1   Introduction 

Failure detectors are distributed oracles or a device that give hints about a set of 
processes that it suspects to have crashed. So far, “How to detect failures in 
asynchronous distributed systems?” has been a central research question to make 
asynchronous unreliable distributed systems fault-tolerant. The reason behind this 
widely studied research topic is that in an asynchronous system, the main difficulty in 
solving many agreement problems in the presence of process crashes lies in the 
detection of crashes. It was shown that many agreement problems such as 
Terminating Reliable Broadcast (TRB), Non-Blocking Atomic Commit (NBAC), 
Election and Consensus are unsolvable in asynchronous distributed systems if even a 
single crash failure can occur [1,3,4].  

As a way of getting around the impossibility problem of Consensus, Chandra and 
Toug extended the asynchronous model of computation with unreliable failure 
detectors and showed in [8] that the FLP impossibility can be circumvented using 
some failure detectors.  

The concept of (unreliable) failure detectors was introduced by Chandra and 
Toueg[6], and they characterized failure detectors by two properties: completeness 
and accuracy. Based on the properties, they defined several failure detector classes: 
perfect failure detectors P, weak failure detectors W, eventually weak failure detectors 

W and so on. In [6] and [8] they studied what is the "weakest" failure detector to 
solve Consensus. They showed that the weakest failure detector to solve Consensus 
with-any number of faulty processes is W and the one with faulty processes bounded 
by n/2  (i.e., less than n/2  faulty processes) is W.  
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After the work of [8], several studies followed. For example, the weakest failure 
detector for stable leader election is the perfect failure detector P [7], and the one for 
Terminating Reliable Broadcast is also P [6]. 

L. Sabel et. al., showed that the weakest failure detector to solve the stable leader 
election problems is P, a perfect failure detector, with any number of faulty processes. 
In this paper, we investigate the relationship between the necessary and sufficient 
capability of failure detectors for the stable leader election and the number f of faulty 
processes. We show that if f is only bounded by a value of less than n/2 , where n is 
the number of processes, the weakest failure detector to solve election is not P. We 
then propose a new failure detector class M that is necessary and sufficient to solve 
the stable leader election with less than n/2  faulty processes, and show that M is 
strictly weaker than P. That is, there is a hardness gap to solve the stable leader 
election with respect to the number of faulty processes. 

The rest of the paper is organized as follows. In Section 2 we describe our system 
model. In Section 3 we introduce the Modal Failure Detector M and show that to 
solve Election, M is necessary while P is not, whereas M is sufficient when a majority 
of the processes are correct. Finally, Section 4 summarizes the main contributions of 
this paper and discusses related and future work. 

2   Model and Definitions 

Our model of asynchronous computation with failure detection is the one described in 
[5]. In the following, we only discuss some informal definitions and results that are 
needed for this paper. 

2.1   Processes 

We consider a distributed system composed of a finite set of processes ={1,2,..,n} to 
be completely connected through a set of channels. Each process has a unique id and 
its priority is decided based on the id, i.e., a process with the lowest id has the highest 
priority. Communication is by message passing, asynchronous and reliable. Processes 
fail by crashing and the crashed process does not recover. Asynchrony means that 
there is no bound on communication delays or process relative speeds. A reliable 
channel ensures that a message, sent from process i to process j, is eventually received 
by j, if i and j are correct (i.e. do not crash). A failure detector is a distributed oracle 
which gives hints on failed processes. We consider algorithms that use failure 
detectors. An algorithm defines a set of runs, and a run of algorithm A using a failure 
detector D is a tuple R = < F, H, I, S, T>: I is an initial configuration of A; S is an 
infinite sequence of events of A (made of process histories); T = t0 · t1 · t2 · · tk is a list 
of increasing time values indicating when each event in S occurred where t0 denotes a 
starting time; F is a failure pattern that denotes the set F(t) of processes that have 
crashed through any time t. A failure pattern is a function F from T to . The set of 
correct processes in a failure pattern F is noted correct(F) and the set of incorrect 
processes in a failure pattern F is noted crashed(F); H is a failure detector history, 
which gives each process p and at any time t, a (possibly false ) view H(p,t) of the 
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failure pattern. H(p,t) denotes a set of processes, and q∈ H(p,t) means that process p 
suspects process q at time t. 

2.2   Failure Detector Classes 

Failure detectors are abstractly characterized by completeness and accuracy properties 
[8]. Completeness characterizes the degree to which crashed processes are permanently 
suspected by correct processes. Accuracy restricts the false suspicions that a process 
can make.  

Two completeness properties have been identified. Strong Completeness, i.e. there 
is a time after which every process that crashes is permanently suspected by every 
correct process, and Weak Completeness, i.e. there is a time after which every process 
that crashes is permanently suspected by some correct process. Four accuracy 
properties have been identified. Strong Accuracy, i.e. no process is never suspected 
before it crashes. Weak Accuracy, i.e. some correct process is never suspected. 
Eventual Strong Accuracy ( Strong ), i.e. there is a time after which correct 
processes are not suspected by any correct process; and Eventual Weak Accuracy  
( Weak ), i.e. there is a time after which some correct process is never suspected by 
any correct process. A failure detector class is a set of failure detectors characterized 
by the same completeness and the same accuracy properties. (Fig. 1).  

 
Accuracy Completeness 

Strong Weak Strong Weak 

Strong 
Weak 

P 
Q 

S 
W 

P 
Q 

S 
W 

Fig. 1. Failure detector classes 

2.3   Reducibility and Transformation 

The notation of problem reduction was first introduced in the problem complexity 
theory [10], and in the formal language theory [9]. It has been also used in the 
distributed computing [11,12]. We consider the following definition of problem 
reduction. An algorithm A solves a problem B if every run of A satisfies the 
specification of B. A problem B is said to be solvable with a class C if there is an 
algorithm which solves B using any failure detector of C.  A problem B1 is said to be 
reducible to a problem B2 with class C, if any algorithm that solves B2 with C can be 
transformed to solve B1 with C. If B1 is not reducible to B2, we say that B1 is harder 
than B2. 

2.4   The Stable Leader Election 

The stable leader election problem is described as follows: at any time, at most one 
process considers itself the leader, and at any time, if there is no leader, a leader is 
eventually elected. Once a process is elected to be a leader, it can’t be demoted before 
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crash. More formally, let leaderi be a predicate that indicates that process i considers 
itself the leader. The stable leader election problem is specified by the following two 
properties: 

•  Safety: At any time, if a correct process has its leader set to true, then all other 
processes that had their leader set to true crashed.  

• Liveness: At any time, there eventually exists a process that has its leader set to 
true. 

The safety property ensures the stability of the leader, i.e., it ensures that the only 
reason to change the current leader is if it crashes. This property also precludes the 
possibility of two processes being the leader at the same time. The liveness property 
ensures the eventual presence of a leader. We simply call the stable leader election, 
leader election or election.  

3   Failure Detector to Solve Election 

As we pointed out in the introduction, Election can be solved with the Perfect failure 
detector P, which can be implemented in a synchronous system. One might naturally 
wonder whether P is indeed the weakest failure detector for Election among failure 
detectors that are implement-able only in a synchronous system. We show in the 
following that the answer is “no” and we derive an interesting observation on the 
practical solvability of Election. We define the Modal failure detector M, which is 
weaker than P. We show that, to solve Election: (1) M is necessary (for any 
environment), and (2) M is sufficient for any environment with a majority of correct 
processes. We then show that (3) P is strictly stronger than M for any environment 
where at least one processes can crash in a system of at least three processes. 

3.1   Modal Failure Detector 

Each module of failure detector M outputs a subset of the range . Initially, every 
process is suspected. However, if any process is once confirmed to be correct by any 
correct process, then the confirmed process id is removed from the failure detector list 
of M. If the confirmed process is suspected again, the suspected process id is inserted 
into the failure detector list of M. The most important property of M, denoted by 
Modal Accuracy, is that a process that was once confirmed to be correct is not 
suspected before crash. Let HM be any history of such a failure detector M. Then 
HM(i,t) represents the set of processes that process i suspects at time t. For each failure 
pattern F, M(F) is defined by the set of all failure detector histories HM that satisfy the 
following properties: 

• Strong Completeness: There is a time after which every process that crashes is 
permanently suspected by every correct process:  

- i,j , i correct(F), j F(t),  t’’: t’>t’’, j H(i, t’). 

• Eventual Weak Accuracy: There is a time after which some correct process is 
never suspected by any correct process. More precisely:  

 2
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- i,j , i correct(F),  j correct(F),  t: t’>t, j  H(i, t’). 

• Modal Accuracy: Initially, every process is suspected. After that, any process 
that is once confirmed to be correct is not suspected before crash. More 
precisely: 

- i,j : j H(i, ), < t< t’ , j  H(i ,t)  j  -F(t’)  j  H(i, t’) 

Note that Modal Accuracy does not require that failure detector M keeps the Strong 
Accuracy property over every process all the time t. However, it only requires that 
failure detector M never makes a mistake before crash about the process that was 
confirmed at least once to be correct.  

If process M outputs some crashed processes, then M accurately knows that they 
have crashed, since they had already been confirmed to be correct before crash. 
However, concerning those processes that had never been confirmed, M does not 
necessarily know whether they crashed (or which processes crashed).  

3.2 The Necessary Condition for Election 

We show here that if failure detector D solves Election then D can be transformed 
into . We give an algorithm in Fig. 2 that uses Election to emulate, within a 
distributed variable FL, the behavior of failure detector M. We assume the existence 
of a function election that satisfies the two properties defined in section 2.4. The 
election function returns a leader whenever it is called. That is, it returns the current 
leader if it doesn’t crash, otherwise it elects a process with the lowest id as the new 
leader and returns it. Each process i has a local copy of FL, denoted by FLi, which 
provides the information that should be given to the local failure detector module of 
M at process i.  The basic idea of our algorithm is the following. Initially, the value of 
FLi and CLi is set to  and  respectively.  That means that initially every process is 

 
/* Algorithm executed by every process i */ 
1 FLi : = ;  
2 CLi := ; 
3 current_leader := NULL; 
4 Periodically (τ) do 
5  election(); 
6 Upon received (leader, j) do  
7  if ( j  FLi  j  CLi ) then 
8      FLi := FLi – { j }; 
9      CLi := CLi  { j };  
10 end-if 
11 if  ( current_leader  j) do 
12       FLi := FLi  { current_leader };  
13       current_leader := j; 
14 end-if 

Fig. 2. Emulating M using Election 

t0 t0
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suspected and none is confirmed. After that each process periodically invokes election 
and waits until the result of election is returned. If the received leader is in FLi, then 
process i removes it from FLi and puts it into CLi. If it is not identical with the current 
leader then process i puts the id of the current leader into FLi since the leader that was 
once confirmed to be correct has crashed. 

Lemma 3.1. The algorithm of Fig.2 uses Election to implement M. 

Proof. We show below that FLi satisfies Strong Completeness, Eventually Weak 
Accuracy and Modal Accuracy properties of M. 

• Strong Completeness: Once elected as a leader, the process can be demoted only 

if it crashes. Initially, every process is suspected by invoking FLi := in line 2 of fig.2. 
Therefore, it satisfies strong completeness. After that the correct process i removes j 
from FLi in line 8 of fig.2 only once at most and only if process i received j as a 
leader. Let assume that process j is elected as the leader and then crashes at time t, and 
let assume that process i is a correct process. Then by the liveness property of 
election, process i eventually receives the message (leader, j). Assume by 
contradiction that strong completeness is violated. It implies that process i never puts j 
into FLi even though it has crashed. This means that process i invokes election in line 
5, but always receive j as a leader in line 6 of fig.2, even though it has crashed. 
However, because leader process j crashes at time t, there is a time t’ so that for every 
t’’> t’, process i never receives process j as a leader by the liveness property of 
election: a contradiction.                                                                                   

• Eventually Weak Accuracy: By contradiction, assume that eventual weak 
accuracy is violated. It implies that with every correct process j, there is a correct 
process i that suspects it. Let process j be elected as a leader and it doesn’t crash. That 
is to hold, there should be a correct process i that never stops suspecting j even though 
j is elected to be the leader in the algorithm of fig.2. However, by the liveness 
property of the election algorithm of fig. 2, once correct processes j is elected as a 
leader and doesn’t crash, then every correct process eventually receives the message 
(leader, j) and knows that j is a leader: contradiction.                                                    

• Modal Accuracy: By contradiction, assume that modal accuracy is violated. By 
algorithm fig. 2, the predicate j  FLi (t) implies that at time t’’< t, process j is elected 
and removed from FLi. The predicate j  FLi (t’) implies that at time t’> t, process k  
( k  j ) is elected as a leader when j is the current leader and j is inserted to FLi. 
Given that a process was once elected as a leader in stable election, the process can be 
demoted only if it crashes. Thus, the new leader can be returned only if the current 
leader crashes. That implies j F(t’). So it is a contradiction.                                       
 

The following theorem follows directly from Lemma 3.1. 
 

Theorem 3.1. If any failure detector D solves election, then M  D. 

3.2   The Sufficient Condition for Election 

The basic idea of our Election algorithm in Fig.3 is the following. When the election 
is invoked, the process waits for an output from M and decides the best candidate with 
a high priority that is not in the output of M by the Next function. Eventually a correct 
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process that is not suspected by every correct process is elected as a leader by the 
consensus protocol. If the elected process is itself, it sets its status to the leader by 
executing leaderi = true as in Fig.3. Periodically processes wait for an output from M 
to ensure the leader’s crash. If the process receives from M the information that the 
current leader has crashed and at the same time the status of current leader is not false, 

i.e., (current_leaderi  ⊥), the process invokes consensus with a new candidate for 
leader and decides the new leader returned by consensus. Otherwise the process 
decides the current leader. We assume that every process i, either crashes, or invokes 
election in Fig.3. The new leader candidate of participant i, denoted new_candidatei, 
is decided by the next function. The current leader, denoted by current_leaderi, is 
decided by the consensus function. The status of participant i whether it is a leader or 
not is decided by the variable, leaderi. That is, if the variable leaderi is set true, the 
process i considers itself a leader. 

 
function election( ) 
/* Algorithm executed by every process i */ 
1 leaderi := false; 
2 current_leaderi := ⊥; 
3 new_candidatei := Next(0); 
4 current_leaderi := Consensus(new_candidatei); 
5 if (current_leaderi = i ) then leaderi = true fi 
 
6 Periodically (τ) inquiry Mi 
 
7 Upon received HM(i) from Mi do  
8  if ((current_leaderi  HM(i)) (current_leaderi  ⊥)) then 
9      new_candidatei := Next(current_leaderi); 
10    current_leaderi := ⊥; 
11    current_leaderi := Consensus(new_candidatei); 
12    if (current_leaderi = i ) then leaderi := true fi 
13  fi  

Fig. 3. Transforming Consensus into Election with M 

We define the Next function of process i in Fig.3 as follows. 

Next( k ) = min { j | j  H(i ,t)  j   k }. 

Lemma 3.2. The algorithm of Fig.3 uses M to transform Consensus into Election. 

Proof. We consider the properties of Election separately. 
• Safety: A process that every correct process does not suspect is eventually 

elected as a leader by Next and Consensus functions. Let process i be the current 
leader elected at time t that is denoted by current_leader ( t ) = i, then clearly the 
process i is a correct process that the failure detector M of every correct process does 
not suspect at time t’, t’< t. By Modal Accuracy the new leader is elected only when 
the current leader i has crashed.                                                                                      
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•  Liveness: Consider leader i that is elected at time t in Fig.3. After that, if the leader 
process crashes at time t’, t’>t, then by Strong Completeness of M, there is a time after 
that some correct processes suspect the current leader. There is eventually some correct 
process which executes line 7-11 of fig. 3. They decide a prospective leader by using the 
Next function and transfer it as a parameter to Consensus function. With the Validity 
property of Consensus, a process decides its leader only if some process has invoked 
consensus. By the Termination property of Consensus, every correct process eventually 
decides a leader that ensures the Liveness property of Election.                                   

We define here failure detector M. Each module of M outputs a subset of . Failure 
detector M satisfies Strong Completeness and Eventually Weak Accuracy, together 
with Modal Accuracy. Since Consensus is solvable with Strong Completeness and 
Eventually Weak Accuracy for any environment with a majority of correct processes 
[8], then the following theorem follows from Lemma 3.2: 

Theorem 3.2. M solves Election for any environment where a majority of processes 
are correct, f<n/2. 
Finally, we can state the following theorem from Theorem 3.1 and Theorem 3.2. 

Theorem 3.3. For any environment with f < n/2, M is the weakest failure detector to 
solve Election. 

Proof: It is straightforward from Theorem 3.1 and Theorem 3.2.   

3.3   Modal Failure Perfection Is Not Perfection 

Obviously, failure detector P can be used to emulate M for any environment, i.e.,  
M  P. We state in the following that the converse is not true for any environment 
where at least one processes can crash in a system. 

Theorem 3.4. P  M for any environment where at least one process can crash in a 
system. 

Proof. (By contradiction). We assume that there is an algorithm AM P that transforms 
M into failure detector P. Then we show the fact that P, transformed by above the 
algorithm, satisfies Strong Completeness, but it does not satisfy Strong Accuracy: So 

it is a contradiction. We denote by output(P) the variable used by AM P to emulate 
failure detector P, i.e., output(P)i denotes the value of that variable at a given process 
i. Let F1 be the failure pattern where process 1 has initially crashed and no other 
process has crashed, i.e., F1(t0) = { 1}.  

Let H1 be the failure detector history where all processes permanently output {1} at 

t’, t’> t0; i.e., i , t’ T, t’> t0 : H1( i , t’) = { 1}. Clearly, H belongs to M(F1). 
Since variable output(P) satisfies Strong Completeness of P then there is a partial run 

of A M P, R1 = < F1, H1, I, S1, T > such that j , t’’ T, t’’  t’ : {1}  output(P)j. 

Consider failure pattern F2 such that correct(F2)=  (F2 is failure free) and define the 

failure detector history H2 such that i , t T : H2( i, t) = { 1},  t’  t  t’’  and 

H2( i, t) = , t > t’’. 
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Note that H2 M(F2) and t’  t t’’ , i -{ 1} : H1(i ,t) = H2(i ,t). Consider  

R2 = < F2, H2, I, S2, T > of A M P such that  S1[k] = S2[k], t T, t’  t t’’. Let R2 

outputs a history HP P(F2). Since partial runs of R1 and R2 for t’  t t’’ are 

identical, the resulting history HP of process j is: t T, t’  t t’’: { 1 } output(P)j.  

But in R2, at t, t’  t t’’ : 1  output(P)j and 1 correct(F2), which means that P 
violates Strong Accuracy: a contradiction.                                                                      

4   Concluding Remarks 

The importance of this paper is in extending the applicability field of the results into 
the Election problem in asynchronous systems (with crash failures and reliable 
channels) augmented with unreliable failure detectors which Chandra and Toueg 
studied in regards to solving problems. 

So far the applicability of these results to problems other than Consensus has been 
discussed in [6,13,14,15]. In [8], it is shown that Consensus is sometimes solvable 
where Election is not. In [7], it was shown that the weakest failure detector for 
Election is Perfect failure detector P, if we consider Election to be defined among 
every pair of processes. If we consider however Election to be defined among a set of 
at least three processes and at most one can crash, this paper shows that P is not 
necessary for Election. An interesting consequence of this result is that there exists a 
failure detector that is weaker than Perfect failure detector P to solve Election at the 
environment where a majority of processes are correct, f<n/2. 

This paper introduces Modal failure detector M which is weaker than Perfect 
failure detector P, and shows that: (1) M is necessary to solve Election, (2) M is 
sufficient to solve Election, and (3) M is the weakest failure detector to solve Election 
when a majority of the processes are correct. A corollary of our results above is that 
we can construct a failure detector that is strictly weaker than P, and yet solves 
Election.  

Is this only theoretically interesting? We believe not, as we will discuss below. 
Interestingly, failure detector M consists of S+Modal Accuracy and it helps 
deconstruct Election: intuitively, S conveys the pure agreement part of Election, 
whereas Modal Accuracy conveys the specific nature of detecting a leader crash. 
Besides better understanding the problem, this deconstruction provides some practical 
insights about how to adjust failure detector values in election protocols.  

In terms of the practical distributed applications, we can induce some interesting 
results from the very structure of S+ Modal Accuracy on the solvability of Election. 
In real distributed systems, failure detectors are typically approximated using time-
outs. To implement the Modal Accuracy property, one needs to choose a large time-
out value in order to reduce false leader failure suspicions. However, to implement 
S, a time-out value that is not larger than the one for Modal Accuracy is needed. 
Therefore an election algorithm based on S+Modal Accuracy might reduce 
possibility of violating the safety condition but speed up the consensus of electing a 
new leader in the case of a leader crash.  
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Seren Özmehmet Tasan and Semra Tunali

Department of Industrial Engineering,
Dokuz Eylul University,

Bornova, 35100 Izmir, Turkey
{seren.ozmehmet, semra.tunali}@deu.edu.tr

Abstract. In this paper, a hybrid GA approach combining genetic al-
gorithm (GA) and tabu search (TS) is proposed to solve simple assembly
line balancing problem. As this problem is combinatorial and NP hard
in nature, the optimum seeking methods are impractical. Therefore, we
proposed a hybrid approach, which unites the advantages and mitigates
the disadvantages of the two algorithms. To increase the performance of
the hybrid GA, we also optimized the control parameters such as the
population size, rate of crossover and mutation. Moreover, to gain more
insight on the performance of hybrid GA, we implemented it to various
benchmark problems and observed that the hybridization of GA with TS
improves the solution performance of the balancing problem.

1 Introduction

Assembly lines are widely adopted in manufacturing plants. Most of the work
related to the assembly lines concentrates on the assembly line balancing prob-
lem (ALBP). The ALBP deals with the allocation of the tasks among work-
stations so that the precedence relations are not violated and a given objective
function is optimized. As ALBP falls into the NP hard class of combinatorial
optimization problems, optimum seeking methods have proven to be of imprac-
tical use for large problems due to their computational inefficiency. Therefore,
in recent years numerous research efforts have been directed towards the de-
velopment of heuristics and meta heuristics, such as simulated annealing, tabu
search and genetic algorithm to provide an alternative to traditional optimiza-
tion techniques.

In this study, we particularly focused on balancing of single model assembly
lines by using a hybridized approach, which unites two meta heuristics, i.e. ge-
netic algorithm (GA) and tabu search (TS). It is well known that pure GAs
can locate the promising regions for global optima in a search space, but in a
large search space, they have difficulty in finding the exact minimum of these
optima. Therefore, in this study, TS is used to overcome the local minima and
hopefully to reach the global optimum by guiding the proposed GA to new areas.
Furthermore, to improve the performance of the proposed hybrid GA approach,
we also optimized the control parameters such as the size of the population,

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 78–87, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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the rate of mutation and crossover, the type of selection. Finally, computational
experiments were conducted on various benchmark problems to investigate the
performance of the proposed hybrid approach.

The rest of the paper is organized as follows. In section 2, the simple assembly
line balancing is defined and an extensive literature review related to solving
simple assembly line balancing using GAs is given. In section 3, the proposed
approach is dis-cussed in detail. In section 4, the control parameters of GA
are optimized in order to further improve the performance of the hybrid GA.
In section 5, using the efficient control parameters, the proposed hybrid GA
approach is implemented to various benchmark problems. Finally, concluding
remarks and the future research directions are given in section 6.

2 Simple Assembly Line Balancing

Simple assembly line balancing problem (SALBP), which is the basic version
of the single ALBP, deals with a production line capable of producing only
one type of product. SALBP is characterized by paced line with fixed cycle
time, deterministic processing times, no assignment restrictions, serial layout,
one sided stations, equally equipped stations and fixed rate launching. Based
on the objective functions used for performance evaluation, the SALBP can be
classified into SALBP-F, SALBP-1, SALBP-2 and SALBP-E [1]. SALBP-F is
a problem that aims to establish whether or not a feasible line balance exists
for a given combination of number of workstations and cycle time. SALBP-
1 and SALBP-2 have dual relationships, in the first one, the aim is to min-
imize the number of workstation for a given cycle time, while in the second
one, the aim is to minimize the cycle time for a given number of workstations.
SALBP-E is the most general version of the problem that aims to simultane-
ously minimize the cycle time and a number of workstations considering their
interrelationship.

As assembly line balancing is a quite active research area, several GAs for
solving SALBP have been published. Falkenauer and Delchambre [2]were the
first to solve SALBP with GAs. They used the Grouping Genetic Algorithm
(GGA) especially developed for solving grouping optimization problems, where
the aim was to group members of a set into a small number of families in order
to optimize objective function under given constraints. Other implementations
of GGA for solving ALB problems can be found in Falkenauer [3], Rekiek et
al. [4]and Brown and Sumichrast [5].

Following Falkenauer and Delchambre [2], SALB problem was studied by
many researchers. Leu et al. [6] developed a GA to solve SALB Type-1 prob-
lems and used heuristic procedures to determine the initial population. They also
proposed a number of techniques to deal with the feasibility problems during ini-
tialization of the population as well as after the reproduction phase. They also
demonstrated the possibility of balancing assembly lines with multiple criteria
and zoning constraints.

Kim et al. [7] developed a GA to solve multiple objective single model ALBP.
They addressed several types of ALBP such as minimize number of workstations
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(Type-1), minimize cycle time (Type-2), maximize workload smoothness
(Type-3), maximize work relatedness (interrelated tasks are allotted to the same
workstation as much as possible) (Type-4), and a multiple objective with Type-3
and Type-4 (Type-5). The authors placed the emphasis on seeking a set of diverse
Pareto optimal solutions.

Rekiek et al. [4] proposed a GGA [2] based on Equal Piles approach for solving
SALBP. They tried to assign tasks to fixed number workstations in such a way
that the workload of each workstation is nearly equal by leveling on average the
size of each workstation (minimizing the standard deviation of sizes). Therefore,
the proposed method warranted to obtain the desired number of workstations
and to equalize the workloads of workstations as possible.

Bautista et al. [8] considered the SALBP with incompatibilities between tasks,
so that if two tasks are incompatible, they cannot be assigned to the same
workstation. They developed a Greedy Randomized Adaptive Search Procedure
(GRASP), also revised GRASP by using weights and called it Greedy Random-
ize Weighted Adaptive Search Procedure (GRWASP). Their comparative study
showed that the proposed GA and GRWASP resulted in better performance
than the greedy heuristics and GRASP.

Ponnambalam et al. [9] developed a multi objective GA for single model
ALBP-1 to optimize several objectives simultaneously: the number of worksta-
tions, the line efficiency, and the smoothness index. They carried out various
comparative studies and stated that GA performed better in all cases studied,
however at the expense of a longer execution time.

Sabuncuoglu et al. [10] developed a new GA to solve the single model ALBP
and also proposed a method called ’dynamic partitioning’ that modifies chromo-
some structure of GAs to save CPU time. The method modifies the chromosome
structure by allocating tasks to workstations (i.e. freezing certain tasks) that
satisfy some criteria, and continues with the remaining unfrozen tasks. Further-
more, they constructed a new elitism structure adopted from the concept of
simulated annealing. The results of extensive computational experiments indi-
cated that the proposed GA approach outperforms the well-known heuristics in
the literature.

Goncalves and De Almedia [11] presented a hybrid GA, which combines
heuristic priority rules with GA to solve SALBP-1. Several problems from the
literature have been used to demonstrate the effectiveness and robustness of the
proposed hybrid GA. The result of the experiments showed that the proposed
method performs remarkably well.

Stockton et al. [12, 13] investigated the use of GAs for solving various prob-
lems that arised when designing and planning manufacturing operations, i.e.
assortment planning, aggregate planning, lot sizing within material requirement
planning environments, line balancing and facilities layout. In Stockton et al. [12],
the authors have examined the application of GA to the single model ALBP-1
and compared the performance of the GA with a traditional solution method,
i.e. Ranked Positional Weight (RPW). In the other study [13], the authors
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performed computational experiments in order to identify suitable genetic oper-
ators and parameter values.

Brown and Sumichrast [5] compared the performance of GGA against the
performance of typical GA across a range of grouping problems, i.e. bin packing,
machine part cell formation and SALBP-1. They applied the two techniques,
i.e. standard GA and GGA, to a set of problems and compared the results with
respect to solution quality and run time. They noted that both of the techniques
managed to find the optimal solution for all test problems; however GGA found
the optimal solution more quickly.

From this extensive literature survey, it can be clearly seen that there is a
growing need for effective GAs, which obtain acceptable solutions in a short
time. All of the studies surveyed here employed pure GAs to solve SALBP. It
is known that Pure GAs [14] are able to locate the promising regions for global
optima in a search space, but sometimes they have difficulty in finding the exact
minimum of these optima. Especially, since the search space for the ALBP is very
large, it is likely that the solutions found by pure GAs can still be improved.
Hence, to improve the performance of GA further, in this study we hybridized
GA with TS. Pure TS [15] uses basic, problem-specific operators to explore a
search space and memory (which is called the tabu list) to keep track of parts
already visited. By using TS to refine the solutions generated by GA, this hybrid
approach can overcome the local minima, operate on a set of solutions at a time
and finally reach the global optimum. In this extensive literature survey, we
noted that little attention has been given to increasing solution performance by
hybridization of meta heuristics, so to fill the gap in this area, a hybrid GA
approach was proposed in this study. Considering the importance of solving
large-scale real life assembly line balancing problems effectively, we hope that
the proposed hybrid GA approach will be able to generate better solutions in a
shorter time when compared with traditional approaches.

3 Hybrid GA for SALBP

This section discusses in detail how the two meta heuristics, GA and TS were
combined to solve SALBP-1. The general structure of the proposed hybrid ap-
proach is given in Figure 1.

Fig. 1. General structure of the proposed approach to solve SALBP-1
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The specifications of this hybrid approach such as chromosome representation,
genetic operators, selection and survival schemes are explained throughout the
following steps:

Step (1)Initialization of GA: To start the search process, GA is initialized
with a randomly created population of individuals. The size of the population is
defined by Ps. In the SALBP-1, we used a task based, natural encoding scheme
to identify the feasible precedence sequences of tasks. Figure 2 represents the
task based chromosome [6] whose length is defined by the number of tasks.
Infeasible solutions, which violate the precedence constraints, are not allowed
in the population. Once the chromosome is created, the workstation assignment
process starts. The tasks of this chromosome are sequentially assigned to the
workstations, as long as the predetermined cycle time is not exceeded. Once the
cycle time is exceeded, a new workstation is opened for assignment, and the
process is repeated.

3 1 4 2 5 7 6 8 9 Task based 
Chromosome 

Fig. 2. Representation of chromosome

Step (2) Evaluation of Individuals: As mentioned earlier, the objective in solv-
ing SALBP-1 is to minimize the number of stations for a predetermined cycle
time while satisfying the precedence constraints. However, it must be noted that
this objective function only takes discrete values. When there are alternate opti-
mal solutions having same objective value, this objective function does not give
a strong distinction between the alternate solutions. To overcome this difficulty,
in this study, instead we used the workload balance (Equation 1), as the fitness
function. This fitness function aims at minimizing the workload balance, so the
larger the fitness function, the more unfit the solution is.

f(s) =

∑m
k=1

(∑n
j=1 (tj ∗ xjk) /c

)2

m
(1)

where n is the number of tasks (j=1,2,. . . ,n), m is the number of stations
(k=1,2,. . . ,m), c is the cycle time, tj is the task process time of task j, and
Xjk is 1 if task j is the assigned to station k or 0 otherwise.

Step (3) Selection of parents: We used the roulette wheel selection scheme,
which scales the fitness values of the members within the population so that
the sum of the rescaled fitness values equals to 1. To select a parent, first, a
uniform random number within the interval (0, 1) is generated (wheel is spun),
and then the member whose cumulative rescaled fitness value is greater than the
generated number is selected as the parent.

Step (4) Crossover and Mutation: A typical GA uses two genetic operators,
i.e. crossover and mutation, to direct the population towards convergence at the
global optimum. Crossover operator allows solutions to exchange information in
a way similar to that used by a natural organism undergoing sexual reproduction.
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Mutation operator is used to randomly change the value of single genes within
chromosomes. Mutation is typically applied very sparingly. We used modified two
point crossover and scramble mutation [6], which both guarantee the feasibility
of individuals by forcing.

The modified version of standard two point order crossover cuts each of the
parent chromosomes into three parts. One of the offsprings keeps the first and
the last part of the first parent. The middle part of the sequence is filled in by
adding the missing tasks in the order in which they are contained in the second
parent. The other offspring is built analogously based on the first and the last
part of the second parent. Both of the resulting offsprings are feasible due to
filling in the middle part in a precedence feasible order. The rate of crossover
operation is defined by Rc. In the scramble mutation, first a point is selected
randomly. Following, the head of the parent is placed in the new offspring and
the tail of the new offspring is reconstructed using the procedure employed to
generate the initial population to guarantee feasibility. The rate of mutation
operation is defined by Rm.

Step (5) Evaluate the offsprings: The fitness of the newly formed offsprings is
evaluated using the Equation 1.

Step (6) Initialization of TS: The best individual of the population from the
GA is used as the starting solution s for TS.

Step (7) Neighborhood exploration of TS: All possible neighbors of the solution
s are generated and evaluated. To refine the solutions, the sequence of tasks
in a chromosome is kept originally as it resulted from the GA run. Only the
workstation assignments are adjusted by using the assignment decision rules,
i.e. the maximum task time and the maximum total number of follower task. So,
during an iteration of TS, two neighbors that are generated through applying
these assignment decision rules are evaluated to search for a solution.

Step (8) Choose a new nontabu design: A new design is chosen from the ex-
plored neighborhood. This design has the best fitness value among all neighbors
and is not in the tabu list. The tabu list keeps track of previously explored designs
and prohibits the TS from revisiting them again. Thus, if the best neighboring
design is worse than the current design, the TS will go uphill. In this way, the
local minima can be overcome. Instead of storing previously explored individu-
als, it is also possible to store each move (changes to previous individuals). Any
reversal of these moves is then tabu, and they will remain so for a prespecified
number of iterations.

Step (9) Stop for TS: If no more neighbors are present (all are tabu), or
when after a predetermined number of iterations no improvements are found,
the algorithm proceeds to step (10). Otherwise, the algorithm continues with
step (7).

Step (10) Survive the individuals to next generation: Survival is an essential
process in GAs that removes individuals with a low fitness and drives the popula-
tion towards better solutions. After TS, a part of the existing population survives
to next generation and forms new population in next generation. To ensure that
best solution of previous generation is always present in a population, a modified
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elitist strategy, which provides survival of best offspring to next generation, is
used.

Step (11) Termination criteria for GA: The population convergence and the
number of generations are defined as the termination criteria. The procedure
stops when one of the following is achieved (i) the performance of the best
solution does not improve more than 1% after a predetermined number of gen-
erations, i.e. TG = 50, or (ii) the total number of generations exceeds a maximum
number, i.e. Tmax = 200.

4 Parameter Optimization

This section focuses on a critical dilemma faced in many GA applications; the
selection of optimum GA parameters to ensure high performance. The genetic
algorithm that is described in Section 3 can be defined by the control parameter
set Π = {Ps, RC , RM} where Ps is the size of the population, RC is the crossover
rate, and RM is the mutation rate.

To optimize this parameter set, we employed statistical design of experiments
(DOE) approach. As DOE approach allows us to also determine the contribution
of each of the control parameters in the GA’s convergence and any interactions
of their effects, a simple assembly line balancing problem from Kilbridge and
Wester’s problem with medium complexity was chosen to identify the effects of
different control parameters. Each control parameter was varied at three lev-
els; for population size (Ps) 100 (small), 1000 (medium) and 5000 (large), for
crossover rate (Rc) 0.50, 0.75 and 0.95, and for mutation rate (Rm) 0.002, 0.010
and 0.050. Further, in order to permit the detection of a possible interaction of
factor effects, a 33 full factorial experimental layout was used to carry out the
experiments.

In order to determine the variation in the results, we performed multiple
runs, i.e. 5 runs, at each parameter setting for the problem. Therefore, a total
of 135(27*5) runs was carried out. The scatter plot of workload balance for
each 135 runs is graphically shown in Figure 3. Since one of the most obvious
questions related to GA’s performance is how it is influenced by population
size, the experiments in the scatter plot was categorized according to the levels
of population size, i.e. small, medium and large. It can be clearly seen from
Figure 3 that the changes in the parameter settings have a profound impact
on the best fitness value, i.e. workload balance. Particularly, it can be stated
that medium and large sized problems gave better workload balance than the
small sized population within 27 experiments. The experiments with the best
workload balance are noted as Π = {100, 0.75, 0.01} in 5th experiment for small
sized populations, asΠ = {1000, 0.95, 0.01} in 17th experiment for medium sized
populations and, as Π = {5000, 0.50, 0.05} in 21st experiment for large sized
populations.

In order to determine which control parameter effects are significant, a sta-
tistical analysis of variance (ANOVA) is conducted (Table 1). The results of
ANOVA indicates that the effects of all parameters are each significant whereas
in this particular problem instance, the interactions are not. As the interactions
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between parameters do not exist, it will be easier for us to comment on the main
effects. In summary, the results of ANOVA suggest that in order to increase the
performance of GA in seeking the minimum fitness function, we may consider
adjusting the control parameters of Ps, RC , and RM one factor at a time.
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Fig. 3. The scatter plot of workload balance from 135 runs

Table 1. ANOVA results

Source of variation SS DF MS Fcalc Prob[F> Fcalc]
Within+residual 5.01 108 0.05
Ps 0.42 2 0.21 4.53 0.013
RC 1.06 2 0.53 11.46 0.000
RM 1.12 2 0.56 12.06 0.000
PsXRC 0.08 4 0.02 0.43 0.787
PsXRM 0.09 4 0.02 0.49 0.744
RCXRM 0.20 4 0.05 1.08 0.369
PsXRCXRM 0.21 8 0.03 0.56 0.805

Moreover, during the experiments the number of fitness evaluations needed
to achieve an optimal workload balance was not noticeably reduced, when the
population size was significantly increased from 1000 to 5000 and RC and RM

are held at their optimal levels. In principle, it is clear that small populations run
the risk of seriously undercovering the solution space, while large populations
incur severe computational difficulties. Based on these results, it is possible to
recommend the values of Π = {1000, 0.95, 0.010} as efficient control parameters,
which will require less computation time than Π = {5000, 0.50, 0.050}.

5 Experimental Results

To gain more insight on the performance of the proposed hybrid GA approach, we
carried out various experimental studies using Talbot’s and Hoffmann’s bench-
mark problem sets [16]. Talbot’s benchmark problem set includes 12 different



86 S. Özmehmet Tasan and S. Tunali

problems. Each problem is constructed by varying the cycle time to build a total
of 64 instances. The number of tasks in these instances was varied from 8 to
111. Hoffmann’s benchmark problem set includes 5 different problems with 50
instances and the number of tasks in these instances was varied from 30 to 111.
In these two different problem sets, 13 of them resulted in the same instances.
Hence, the comparative study involved only 101 of these instances.

The GA parameters used in the experiments are as follows, PS = 1000,
RC = 0.95 and RM = 0.01 (see section 4). All instances in the benchmarking
problem sets are coded in Visual C++. Using the benchmark problem sets, the
performance of pure GA and hybrid approach were compared with the optimal
solutions reported in the literature.

To gain more insight on the performance of this hybrid approach, we summa-
rized the experimental results. The summary statistics showed that the proposed
hybrid GA approach outperformed pure GA with respect to all provided mea-
sures and all data sets. The hybrid GA approach found the optimal solution,
i.e. minimum number of stations, in 70 instances out of 101 instances (optimally
solved 69.3% of the instances). The pure GA found the optimal solutions only
in 24 in-stances (optimally solved 23.8% of the instances). In comparison to the
hybrid GA approach, the performance of the pure GA is rather poor. As a result,
we could state that the hybridization of a GA with TS has potential to improve
the performance of the pure GA.

6 Conclusion

In this study, we proposed a hybrid GA approach combining GA and TS to solve
SALBP. ALBP is one of the most well-known optimization problems arising fre-
quently in production management area. Due to the complexity of the problem,
it is very hard to solve large scale real world ALBPs. In recent years, a growing
number of researchers have employed GAs for solving ALBPs.

After an extensive survey of literature on GAs developed to solve assembly
line balancing, we noted that there is a growing need for an effective hybrid GA
approach, which can obtain acceptable solutions in a short time. Therefore, the
proposed hybrid GA approach in this study aims at guiding the optimization to
new areas and filling the research gaps in this area.

Furthermore, to improve the performance of the proposed hybrid GA ap-
proach, the control parameters such as population size, rate of crossover and rate
of mutation were optimized using DOE. The results of the parameter optimiza-
tion showed that the changes in the parameter settings had a profound impact
on the problem solution. Additionally, to gain more insight on the performance
of the proposed hybrid GA approach, we implemented the proposed hybrid GA
approach to various benchmark problems given in literature. As a result of this
comparative study, we could state that the performance of GA can improve
noticeably by hybridizing it with TS. As a future work, we are particularly plan-
ning to adapt this hybrid approach for solving the complex mixed-model ALBP,
involving stochastic task times and various assignment restrictions.
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Abstract. The time continuous integrated multi-item capacitated dynamic 
scheduling model with non-granular lot sizes and lot start times and dynamic 
demand functions as its key elements has recently been developed by Jodlbauer. 
Here we present a reformulation for improved ease of handling as well as 
several methods to obtain schedules close to the optimum. 

1   Introduction 

Since Harris’ EOQ1 model [3] and the EPL2 formula developed by Taft [10], which 
were some of the first mathematical work on lot-sizing, many kinds of extension and 
improvement have been suggested, e.g. multi-product and multi-machine environ-
ments, capacity restrictions, and various approaches to consider setup activities. For 
details we recommend the work by Salomon [9].  

Especially the earlier models can be grouped clearly into those using time-discrete 
approaches on a finite planning horizon and those considering cyclic schedules on an 
infinite continuous time scale; demand is modeled either as a constant function or as a 
set of due dates and quantities. 

Optimal control theory also is a source of contributions to the field. The models 
developed by Holt et al. [4], Kimemia and Gershwin [7], and Kogan and Perkins [8] 
all to some degree take into account dynamic demand. 

Almost any considered model results at least in a mixed-integer linear program; 
even moderately complex problems are already NP-hard. Consequently, we find 
solution approaches making use of heuristics such as genetic algorithms, Tabu Search 
and Simulated Annealing.  

Based on ideas of both the discrete models and those from optimal control theory, 
Jodlbauer developed a new model in [5], describing a single-machine multi-product 
capacitated production system for a finite planning horizon. It considers setup times 
and costs and does not allow backlog. In [6], Jodlbauer presented a reformulation of 
his original model along with new concepts concerning the solution of the problem. 
These lines of thought are developed further in the present paper. 
                                                           
1 Economic Order Quantity. 
2 Economic Production Lot. 
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2   Model 

First, we give a short overview on the model developed in [5, 6], with several slight 
alterations to improve readability, handling, and/or performance. All symbols used are 
explained in Table 1. 

Table 1. List of all parameters and variables used in the model 

 Parameters 
m  number of products 
T  end of the planning horizon 

ic  capacity for production of product i 

( )id t  demand of product i at time t 

0,iy  given initial inventory level 

,T iy  required inventory level at time T 

,I ik  unit holding cost 

,S ik  unit setup cost 

,S it  necessary setup time for production of product i 

,R it  necessary removal time after production of product i 

iE  set of Demand Entry Points 
 Variables 
n  total number of lots 

ka  time at which the production of lot k starts 

kb  time at which the production of lot k finishes 

kι  index of product produced in lot k 

2.1   Basic Assumptions 

In our one machine, m product environment we consider capacities, holding and setup 
costs as well as setup and removal times, which all may be different for each 
product i, but may not vary in time. At any time only one of the activities setup, 
production and removal may be scheduled for at most one product. Setup, production 
and removal must immediately succeed each other for every lot produced. Demand is 
described by some arbitrary integrable function ( ) 0id t ≥ ; backlog (or equivalently, 

negative inventory) is not allowed. 
There are no upper bounds on the number of lots except those imposed by the 

planning horizon, i.e. { }, ,min : 1S i R in T t t i m≤ + = . Similarly, we assume that no 

positive lower or upper bounds on lot sizes exist. 
To facilitate readability of the formulas, we define the inventory level function. 

Although not explicitly stated, this function is of course dependent on the model 
variables ka , kb , kι  and n. 
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( ) { } { }( ) ( )0,
1 0

where 

min , min , d
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i i i j j i
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y t y c b t a t d

ι

τ τ
=

=

= + − − . (1) 

The formulation with minimum operators ensures that only production before time t is 
taken into account. 

Transferring the requirement that there must be no backlog into tractable 
constraints is non-trivial; to do so we need the concept of a Demand Entry Point as 
introduced in [5]. The definition has been changed here to incorporate the special case 
of demand functions comprised of due dates and quantities, which are basically sums 
of Dirac functions. 

Definition 1. The time [ ]0,Tη ∈  is a Demand Entry Point for product i if: 

] [ ( )
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c d

c d
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η ε
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τ τε ε ε
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In other words, within an arbitrarily small time interval ended by η , the inventory 
diminishes even if production is running, while this is not the case for small intervals 
immediately after the time η . 

Instead of on a continuum, we want to check non-negativity of ( )iy t  at its local 

minima only. Now any time at which monotonicity of ( )iy t  changes from falling to 

rising has to be either a Demand Entry Point or a production start time; consequently, 
local minima can occur only there and of course at the interval borders. Since the 
values at the borders are parameters in our model, it is completely sufficient to check 
non-negativity of ( )iy t  at Demand Entry Points and production start times. 

Remark 2. Demand entry points outside of production times for the considered 
product need not be checked, either; inventory can only increase during production. 

2.2   Constraints 

Before production of the first lot can start, the machine must be set up for the product; 
the lot must end after it started –  

1, 1 1St a bι ≤ ≤ . (3) 

Between each lot and the next there must be time for removal and setup activity; at 
the end, again some time is required for removal: 

11 , ,

,

2 :

 .
k k

n

k R S k k

n R

k n b t t a b

b t T

ι ι

ι

−−∀ = + + ≤ ≤

+ ≤
 (4) 
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At the start time of each lot, we demand non-negative inventory ( ( ) 0i ky a ≥ ) for 

the respective product:  

( ) ( )
1

0,
1 0

where 

1 : d 0
k

k k k

j k

ak

j j
j

k n c b a y dι ι ι

ι ι

τ τ
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=
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∀ = − + − ≥ . (5) 

Furthermore, non-negative inventory ( ( ) 0iy η ≥ ) is required at all Demand Entry 

Points which coincide with production intervals of the considered product – 
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Again, the formulation with minimum operators ensures that only production 
before time η  is taken into account. 

Finally, inventory at the end of the planning horizon has to be equal to a predefined 
level, ( ) ,i T iy T y= ; this implies that the overall amount of production for each 

product is a constant: 

( ), 0,
1 0

where 

1 : d

j

Tn

i j j T i i i
j

i

i m c b a y y d

ι

τ τ
=

=

∀ = − = − + . (7) 

2.3   Objective 

The objective function to be minimized takes into account setup and holding costs. 
Considering the latter, some further discussion is necessary. In [5] the holding costs 
are computed as follows: 

( ) ( ) ( ), 0,
11 0 0

where 

1
d d  .

2
k

T tm n

I i i i k k k k i
ki

i

k y T c b a T a b d t

ι

τ τ
==

=

+ − − + −  (8) 

Contributions come from the initial inventory and from every lot produced in the 
schedule, while demand reduces inventory and thereby the holding costs. 

Calculation of setup costs is difficult in the context of [5] – n is not considered a 
variable but an upper bound on the total number of lots. However, for an “unused” 
lot k the relation k ka b=  holds, and its setup and removal times are allowed to 

become zero. By this, calculation of the actual number of lots becomes possible. In 
the present paper, on the other hand, we consider n a variable; calculation of setup 
costs is thus much simpler. 
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The objective function can be simplified considerably if we omit all parts of the 
sum which are independent of the variables, such as the initial inventory, the total 
demand, and the overall amount of all goods produced.  

The resulting objective consists of the setup costs and the amount of holding costs 
the current schedule saves in comparison to the hypothetical case where the total of 
all required products is already in stock at the time 0t = : 

2 2

, ,
1 2k k k

n
k k

S I
k

b a
k k cι ι ι

=

−
− . (9) 

3   Solution Approaches 

In order to tackle the difficulties which a solver for this model can be expected to 
encounter, we are developing several approaches to the problem. Our main focus is on 
improving a given schedule using a heuristic which alternates between continuous and 
combinatorial methods. 

We also created a solver which produces a schedule based on the multi-item EPL 
formula introduced by Hanssmann in [2]. This solver is currently used mostly to 
generate a start solution to be improved by the aforementioned heuristic. The scope of 
this paper, however, will be limited to our main focus. 

The improvement heuristic makes use of both combinatorial and continuous 
methods for improving a schedule. The process can be seen as consisting of an 
“outer” level of combinatorial operations such as exchange, creation and deletion of 
lots, thus producing changes in the production sequence. Each sequence is evaluated 
in respect to the minimum amount of setup and holding costs it generates. This 
evaluation is a matter for the “inner” level of continuous optimization, varying lot 
sizes and lot start times only. For this we also have developed specialized methods. 

Remark 3. For the continuous part of the optimization, objective (9) can be 
simplified even further by omitting the setup costs – those can vary only because of 
some change of sequence. 

3.1   Varying Lot Start Times and Lot Sizes  

To establish what kinds of operations might be useful, we took a closer look at 
solutions of one machine, one product problems. The Wagner-Whitin property 
described in [11] – production of the next lot should start only when there is no stock 
left for this product – is obviously just as well suited for multi-dimensional problems. 
If at some time demand exceeds capacity, however, production might have to be 
started earlier than the Wagner-Whitin property suggests – here we again profit from 
the concept of Demand Entry Points. 

First, we determine by what amount δ  at most we can shift the currently 
considered lot k to the right (i.e. delay the start of production) in order to obtain zero 

inventory at the start time of the new lot ˆ ,ˆ , k kk k
a ba b δ δ= + + : 
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+

= ∈ − − ≤ . (10) 

No values greater than that are possible. Since at the time ˆk ka a δ= +  no inventory 

is left, further demand has to be satisfied by the current production. This however 
might be impossible if demand at some time exceeds the production capacity; in other 
words, in the vicinity of a Demand Entry Point η . 

Delaying the lot start by δ  reduces the inventory level at [ ],k ka bη ∈  by 
k

cι δ  and 

at kbη >  by ( ){ }max 0,
kkb cιδ η− − ; consequently, the maximum right shift possible 

without getting negative inventory at η  is ( ) { }max 0,
k k ky c bι ιη η+ − . 

A closer look at the inventory level function (1) reveals that the right shift which 

we are considering here has no influence on the shape of ( )
k

y tι  for ˆ
k kt b b δ≥ = + . 

Thus, only Demand Entry Points before this time need to be taken into account, as 

well as ˆ
kb , because this is the right border of the considered interval. Since we 

assume that we are changing from a valid schedule, everything beyond ˆ
kb  is known 

to be feasible because unchanged. 
The maximum right shift possible for lot k then is the smallest and therefore most 

restrictive of all these values: 

{ } ( ) { } ˆ ˆˆmin max 0, : ,k

k

k

k k k k

y
b E a b b

c
ι

ι
ι

η
δ δ η η η= ∪ + − ∈ ∩ ∨ = . (11) 

A second idea which proves very useful can be gleaned from the EPL-model 
introduced by Taft in [10]. For this model it can easily be shown that the lowest setup 
and holding costs are obtained by regular production of equal size lots. Thus it seems 
useful to introduce a method for the redistribution of the sizes of subsequent lots; e.g. 
in the case of a nearly constant demand rate, a redistribution towards lots of 
approximately equal size.  
We introduce two new symbols: 

• γ , the amount by which the first lot size is reduced (and the second lot size 

increased). 
• δ , the amount by which the end time of the second lot is to be shifted to the 

right – this can be calculated using the method described above; δ  is therefore 
dependent on γ .  

Both parameters may assume negative values. We consider two subsequent lots 

j k< of the same product; { }min : jk j κκ ι ι= > = . 

Thus, a change with the parameters γ  and δ  would lead to the following new lot 

start and end times – the hat on a variable distinguishes the new values: 
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ˆ ˆˆ ˆ, , ,j j j j k k k ka a b b a a b bγ γ δ δ= = − = − + = + . (12) 

γ may assume values in the range  

( ) { } ( ){ }( )max , : 0
jk k j j j jb a b a t a b y tιγ− − ≤ ≤ − ∪ ∈ = . (13) 

The right-hand limit is due to the fact that any production prior to a time at which 
we have an inventory level of zero cannot be delayed further without incurring 
negative inventory levels. 

The effects of different parameter values γ  and δ  can be compared by the 

difference in objective value from the hypothetical worst case, ( )k kb aγ = − − . 

The contribution of the lots j and k to the objective function is 
2 2 2 2

, 2j j

j j k k
I

b a b a
k cι ι

− + −
− . (14) 

From this, we obtain the difference in objective value between the new situation 
and the worst case (constant factors omitted): 

( )

( )( )

22 2 2 2 2ˆ ˆˆ ˆ

2 2

 .

j j k k j j k k

k j k k

a b b a a b a b

a b b aδ γ

− + − − + −
− =

= − + − +

 (15) 

The optimum lot size and position for the two considered lots in respect to each 
other can therefore be found by maximizing (15). Instead of now solving an entire 
optimization sub-problem, however, we make do with a rather rough approximation 
using Taylor series, which is sufficient for our purposes.  

As will have been noted, the presented methods for the variation of lot sizes and lot 
start times do not consider their surroundings, i.e. any lots with which the modified 
lots might overlap after the operation. This is a deliberate sacrifice to improve speed 
and tractability, and is at least partially compensated for by the fact that we use the 
methods in question to create a search direction for a quasi-Newton method and apply 
a repair heuristic whenever overlap occurs. 

3.2   Combinatorial Optimization and Potentials 

Sequence evaluations are comparatively expensive, even though we are using 
specialized methods as described above. In order to reduce the amount of calculation 
necessary, we introduce the notion of a Potential, that is, an estimate for the cost 
reduction a certain combinatorial operation may allow for. These estimates can be 
calculated basically as shown in (15), additionally accounting for changes in setup 
costs.   

An exchange of two adjacent lots k and k+1, 1k kι ι +≠  can improve the objective if 

the additional holding costs caused by producing k+1 before k and therefore earlier 
are at least compensated for by the holding costs saved because k can be produced 
later. The right shift possible for lot k is computed using the Wagner-Whitin property 
as above. 
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A second, though much rarer, motivation for an exchange can occur if the lots k 
and k+1 have predecessors j1 and j2 respectively, i.e. 

1 21j k k jι ι ι ι+= ≠ = . Redistribution 

of the lot sizes as described in the previous section may then suggest a schedule where 
k and k+1 change places. This will not necessarily imply a positive potential for the 
first case described, so it needs to be considered separately. 

If lot k is to be removed from the schedule, some other lot j of the same product has 
to be enlarged appropriately, always ensuring that this doesn’t result in negative 
inventory levels. The main reason to remove a lot is that the reduction of setup costs 
at least compensates for the additional holding costs caused by producing the 
concerned amount as part of an earlier lot. 

Conversely, creating a new lot j and simultaneously reducing the size of some 
other lot k of the same product may reduce the incurred holding costs by more than 
the setup costs for this new lot. The redistribution of the lot size between k and j is 
again calculated by the method described in the previous section. 

Ideally, operations such as those just described should produce a new feasible 
schedule; to achieve this, the following requirements have to be met: 

1. Inventory levels remain non-negative at all times; in consequence, the total amount 
of production time for each lot remains unchanged – cf. constraint (7). 

2. No overlap occurs. 

At present, we take care to fulfill the first condition but allow violation of the second, 
relying on our repair heuristic to ensure feasibility. By this, the correlation between 
potentials and actual change in the objective is somewhat lessened; however, in the 
context of separating the wheat from the chaff, which basically is the job of these 
potentials, they embody a very useful concept. 

4   Results 

Reitner and Weidenhiller are developing a C++ implementation of the concepts 
presented here; the results obtained with preliminary versions on problems of some 
diversity are already very encouraging.  

For one product and constant demand our code found the analytical optimum as 
calculated by the EPL-Formula [10]; for two products the solution given by 
Hanssmann’s multi-item EPL formula [2] (which guarantees only to find the optimum 
in the simplified common-cycle situation) is inferior to our code because we allow for 
non-uniformly sized lots and a different number of lots for each product.  

Concerning demand modeled by sine-functions, which as an example of non-
constant, dynamic demand exploits the true forte of the new model, we also obtained 
good results; benchmarking in this area is rather difficult, however, since to this date 
hardly any literature on the topic exists. 

More details on these first tests are to be found in Jodlbauer [5, 6]. 
For further tests we benchmarked against a commercially available scheduling tool, 
the Advanced Planner and Optimizer (APO) from SAP3. To allow for a meaningful 

                                                           
3 SAP and SAP APO are trademarks or registered trademarks of SAP AG. 
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comparison, we had to extend our model; sequence-dependent setup costs and setup 
times are easily introduced, requiring only slight adaptations in (3), (4) and (9); the 
objective function used in APO, however, is a discrete linear underestimate of our 
quadratic objective and was therefore coded separately into the system. The behavior 
of our algorithm is influenced only slightly by this adaptation; namely, when several 
interim solutions are compared by objective value, a different candidate might be 
chosen depending on which objective is used. 

For a first test run we prepared scenarios from 2 up to 10 products, with demand 
data comprised of due dates and order quantities. These tests are very encouraging; 
even though we had to adapt our model, putting our solver perhaps into a slight 
disadvantage, we consistently performed better than APO: We found the more 
efficient schedules in considerably less time; cf. Table 2 for an overview. 

Remark 4. The regularity of the calculation times of APO as displayed in Table 2 is 
due to the fact that APO is controlled via time limits. With time limits lower than 
those displayed, APO mostly does not even produce any solution. 

5   Conclusion 

We recapitulated and slightly adapted the model developed in [5, 6], the generality of 
which poses some challenges for an efficient solution of the problem. Inspired by 
findings on simpler models and situations, we developed methods for suggesting 
promising changes which are used as search directions for a quasi-Newton 
optimization in the continuous part of the problem and as a way of identifying useful 
changes of sequence in the combinatorial part. The tests carried out confirm the 
usefulness of our approach for applications with continuous as well as discrete 
demand data and objective. Further developments will include a new approach for 
creating near-optimal schedules from scratch and eventually an extension of the 
model to incorporate layouts with several machines. 

Table 2. Improvements our model achieved in comparison to APO – positive percentage values 
imply that our model is superior to APO 

Calculation time in seconds Number of 
products our model APO 

Difference in 
calculation time 

Difference in 
objective 

2 0.02 240 ~100% 0% 

3 0.03 240 ~100% 12% 

4 2.34 480 ~100% 11% 

5 12.49 480 97% 14% 

6 32.05 480 93% 17% 

7 80.13 480 83% 11% 

8 103.04 480 79% 2% 

9 182.52 480 62% 8% 

10 228.06 480 53% 10% 
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Abstract. Session guarantees are used to manage consistency of repli-
cas in distributed systems with mobile clients. This paper presents and
formally proves safety of a novel consistency protocol of session guar-
antees using client-based version vectors. Client-based version vectors
represent sets of writes resulting from definitions of session guarantees
more accurately, which results in a protocol performing better then the
standard protocol using server-based version vectors.

1 Introduction

Replication is a key concept in providing high performance and availability of
data and services in distributed systems. High availability directly results from
redundancy; an unavailable server can be substituted by a correct one, or, from
the client’s perspective, the application may switch to another server. High per-
formance is achieved through reduced latency due to access to a locally available
replica, and distribution of workload on concurrently running servers. However,
replication introduces the problem of data consistency that arises when repli-
cas are modified. Required properties of a distributed system with respect to
consistency depend, in general, on the application and are formally specified
by consistency models. There are numerous consistency models developed for
Distributed Shared Memory systems. These models, called data-centric consis-
tency models, assume that servers replicating data are also accessing the data
for processing purposes. However, in a mobile environment clients accessing the
data are separated from servers; they can switch from one server to another.
This switching adds a new dimension of complexity to the problem of consis-
tency. Session guarantees [1], called also client-centric consistency models, have
been proposed to define required properties of the system regarding consistency
from the client’s point of view. Intuitively: the client wants to continue process-
ing after a switch to another server so that new operations will remain consistent
with previously issued operations within a session.

Consistency protocols of session guarantees must efficiently represent sets of
operations performed in the system. Version vectors based on vector clocks [2, 3]
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(KBN), Poland, under grant KBN 3 T11C 073 28.
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may be used for this purpose. Bayou system [4] implementing session guarantees
for the first time, and also other distributed systems, like LOCUS [5], Coda [6],
or Ficus [7], use server-based version vectors, where every position of the ver-
sion vector is assigned to a single server. Other approaches have been proposed
in [8]. In this paper we prove safety of the VcSG consistency protocol of session
guarantees, that uses client-based version vectors. Client-based version vectors,
due to their structure represent sets of writes defined by session guarantees more
accurately compared to server-based version vectors. The messages exchanged
by the VcSG protocol in case of writes are also smaller than the appropriate
messages of the VsSG protocol. Depending on the characteristics of a given ap-
plication or system, the stability of structure of client-based version vectors may
be comparable to server-based version vectors, or even higher. In a frequently
changing environment some dynamic version vector maintenance mechanism can
be used to alleviate the problem [9].

2 Session Guarantees

We consider a replicated distributed storage system. The system consists of a
number of servers holding a full copy of a set of shared objects, and clients ac-
cessing the objects. Clients are separated from servers, i.e. a client application
may run on a different computer than the server. A client may access a shared
object after selecting a single server and sending a direct request to the server.
Clients are mobile, so they can switch from one server to another during applica-
tion execution. Session guarantees are expected to take care of data consistency
observed by a migrating client.

The set of shared objects replicated by the servers does not imply any par-
ticular data model or organization. Operations performed on shared objects are
divided into reads and writes. A read does not change states of shared objects,
while a write does. A write may cause an update of an object, it may create a
new object, or delete an existing one. A write may also atomically update states
of several objects.

Operations on shared objects issued by a client Ci are ordered by a relation
Ci⇁ called client issue order. A server Sj performs operations in an order repre-

sented by a relation
Sj

�. Writes and reads on objects will be denoted by w and r
respectively, and operations for which the type is irrelevant will be denoted by o.
An operation performed by a server Sj will be denoted by o|Sj . The requests for
operations are handled by clients synchronously, and operations are performed
by servers sequentially.

Definitions of session guarantees depend on the definition of relevant writes :

Definition 1. Relevant writes RW (r) of a read operation r is a set of writes
that have influenced the current state of objects observed by the read r.

The exact meaning of relevant writes will strongly depend on the characteristics
of a given system or application. For example, in case of simple isolated objects
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(i.e. objects with methods that access only their internal fields), relevant writes
of a read on object x may be represented by all previous writes on object x.

Session guarantees have been introduced in [1] in an informal and descriptive
manner. The following formal definitions are based on those concepts (see also
[10] for more detailed introduction). The definitions assume that operations are
unique, i.e. they are labeled by some internal unique identifiers.

Definition 2. Read Your Writes (RYW) session guarantee is a system property
meaning that:

∀Ci ∀Sj

[
w

Ci⇁ r|Sj ⇒ w
Sj

� r

]
Definition 3. Monotonic Writes (MW) session guarantee is a system property
meaning that:

∀Ci ∀Sj

[
w1

Ci⇁ w2|Sj ⇒ w1
Sj

� w2

]
Definition 4. Monotonic Reads (MR) session guarantee is a system property
meaning that:

∀Ci ∀Sj

[
r1

Ci⇁ r2|Sj ⇒ ∀wk ∈ RW (r1) : wk

Sj� r2

]
Definition 5. Writes Follow Reads (WFR) session guarantee is a system prop-
erty meaning that:

∀Ci ∀Sj

[
r

Ci⇁ w|Sj ⇒ ∀wk ∈ RW (r) : wk

Sj

� w

]
To provide the above defined properties required by migrating clients, an appro-
priate mechanism, called a consistency protocol of session guarantees, must be
implemented in the distributed system.

Clients express their requirements regarding consistency by assigning a set of
session guarantees to their sessions. The set of session guarantees is then passed
to the protocol along with every operation request.

3 The VcSG Protocol of Session Guarantees

The proposed VcSG protocol of session guarantees intercepts the communication
between clients and servers: at the client side before sending a request, at the
server side after receiving the request and before sending a reply, and at the
client side after receiving the reply. These interceptions are used to exchange and
maintain additional data structures necessary to preserve appropriate session
guarantees. After receipt of a new request, a server checks whether its state is
sufficiently up to date to satisfy client’s requirements. If the server’s state is
outdated then the request is postponed and will be resumed after updating the
server.
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Servers periodically exchange information about writes performed in the past
in order to synchronize the states of replicas. This synchronization procedure
eventually causes total propagation of all writes directly submitted by clients. It
does not influence safety of the VcSG protocol but rather its liveness, and there-
fore it will not be discussed in this paper (example procedure is presented in [4]).
As opposed to [1] we do not assume total ordering of non-commutative writes;
the problem of total ordering of non-commutative writes is in fact orthogonal to
providing session guarantees.

Every server Sj records all writes performed locally as a sequence of writes
called history of processing. The writes result from direct client requests, or are
incorporated from other servers during synchronization procedure. The writes
are performed sequentially, therefore the history is a totally ordered set denoted

by (OSj ,
Sj

�).
Session guarantees define implicitly sets of writes that must be performed

by a server before proceeding to the current operation. The sets of writes are
monotonically increasing as the clients issue new operations. For this reason it
is not realistic to exchange explicit sets of writes between clients and servers
for the purpose of checking appropriate session guarantees. Therefore, for ef-
ficient representation of sets of writes, we propose version vectors of the form
[v1 v2 . . . vNC ], where NC is the total number of clients in the system, and a
single position vi denotes the number of writes requested by a client Ci and
performed by the selected server. Every server Sj maintains its local version
vector VSj , and updates appropriate positions upon every write. Every write in
the VcSG protocol is labeled with a vector timestamp set to the current value
of the version vector VSj of the server Sj performing the write for the first time.

Fig. 1(a) shows a time-space diagram of an example execution in a system
using client-based version vectors. Client C1 performs two writes: the first write
w(x)1 at server S1, and then the second write w(y)2 at server S2 (w(x)1 de-
notes a write of value 1 on object x). Let us assume that the initial values of
server version vectors VS1 = VS2 = [0 0 ] (there are two clients). After the first
write, the server version vector VS1 is incremented at the position representing
client C1 giving VS1 = [1 0 ]. After the second write, server S2 updates its lo-
cal version vector to VS2 = [1 0 ], because it has not contacted server S1, and
has not learned about the first write. Server version vectors VS1 and VS2 be-
come equal, despite the fact that histories at the servers contain different write
operations. As a result, the version vector representations of the sets of writes
of server histories cannot reflect the differences. Therefore, the version vectors
management must be enhanced, so that every write will be timestamped with a
unique version vector. This can be achieved by global ordering of writes coming
from respective clients. Fig. 1(b) shows an execution where writes of client C1
are globally ordered. Before performing the second write at server S2, the server
must perform all previous writes of the client. As a result, the server version vec-
tor is updated to VS2 = [1 0 ] before performing the second write, and the second
write is timestamped with a unique version vector [ 2 0 ] (information about the
first write was transferred from server S1, which is denoted by a dashed line).
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S1

S2 [1 0]

C2

MR
r(x)1 r(x)0

C1

[1 0]

w(y)2w(x)1
a) C1

w(y)2

S1

C2

S2

w(x)1

[1 0]

MR
r(x)1r(x)1

[2 0]
[1 0]

b)

Fig. 1. Client-based version vectors and Monotonic Writes

Version vectors are used for representation of set of writes. The mapping
between version vectors and sets of writes is represented by write-sets. The def-
inition uses a function T : O �→ V , returning the version vector of a given write
w, stored in a history. A single i-th position of the version vector timestamp
associated with the write will be denoted by T (w)[i].

Definition 6. A write-set WS (V ) of a given version vector V is defined as

WS (V ) =
NS⋃
j=1

{
w ∈ OSj : T (w) ≤ V

}
Let relation V1 ≥ V2 on version vectors denote that version vector V1 dominates
a version vector V2, i.e. ∀i : V1[i] ≥ V2[i].

As it will be shown later, the sets of writes represented by client-based version
vectors are supersets of the exact sets resulting from appropriate definitions of
session guarantees. As a result, the protocol using such version vectors provides
sufficient conditions for ensuring appropriate session guarantees, but not the
necessary conditions. Depending on the characteristics of a given application or
system, client-based version vectors may provide more accurate approximations
of exact sets of writes than server-based version vectors proposed in [1].

The VcSG protocol (presented in Fig. 2) maintains some data structures at
clients and servers for managing session guarantees. Every client Ci maintains
two version vectors: WCi and RCi . WCi represents all writes issued by the client,
while RCi represents all writes that have influenced the results of reads issued by
the client. As it will be shown later, WS (WCi) and WS (RCi) are supersets of the
exact sets of writes directly resulting from the appropriate session guarantees.

Every server Sj maintains a version vector VSj representing all writes per-
formed by the server. The version vector is updated whenever a new write is
requested by a client, or when a synchronization between servers is performed.

The VcSG protocol interacts with requests sent from clients to servers and
with replies sent from servers to clients. A request message is a couple 〈op, SG〉,
where op is an operation to be performed, and SG is a set of session guarantees
required by a given client. A reply is a triple 〈op, res,W 〉, where op is the op-
eration just performed, res represents the results of the operation (delivered to
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Upon sending a request 〈op, SG〉 to server Sj at client Ci

1: W ← 0
2: if iswrite(op) or RYW ∈ SG then
3: W [i] ← WCi [i]
4: end if
5: if (iswrite(op) and WFR ∈ SG) or (not iswrite(op) and MR ∈ SG) then
6: W ← max (W, RCi)
7: end if
8: send 〈op, W 〉 to Sj

Upon receiving a request 〈op,W 〉 from client Ci at server Sj

9: while
(
VSj �≥ W

)
do

10: wait
11: end while
12: perform op and store results in res
13: if iswrite(op) then
14: VSj [i] ← VSj [i] + 1
15: timestamp op with VSj

16: HSj ← HSj ∪ {op}
17: send 〈op, res, ∅〉 to Ci

18: else
19: send

〈
op, res, VSj

〉
to Ci

20: end if

Upon receiving a reply 〈op, res, W 〉 from server Sj at client Ci

21: if iswrite(op) then
22: WCi [i] ← WCi [i] + 1
23: else
24: RCi ← max (RCi , W )
25: end if

Server synchronization

Every Δt at server Sj

26: foreach Sk �= Sj do
27: send

〈
Sj , HSj

〉
to Sk

28: end for

Upon receiving an update 〈Sk, H〉 at server Sj

29: foreach wi ∈ H do
30: if VSj �≥ T (wi) then
31: perform wi

32: VSj ← max
(
VSj , T (wi)

)
33: HSj ← HSj ∪ {wi}
34: end if
35: end for
36: signal

Fig. 2. VcSG consistency protocol of session guarantees
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the application), and W is a vector representing the state of the server just after
having performed the operation.

Before sending to the server, the request 〈op, SG〉 is substituted by a message
〈op,W 〉, where W is a version vector representing writes required by the client.
The vector W is calculated based on the type of operation (checked by the
iswrite(op) function), and the set SG of session guarantees required by the
client. The vector W is set to either 0, or WCi , or RCi , or to the maximum of
these two vector (lines 1, 3 and 6). The maximum of two vectors V1 and V2 is a
vector V = max (V1, V2), such that V [i] = max (V1[i], V2[i]). The vector WCi has
a degenerated form in case of client-based version vectors comparing to server-
based version vectors [11], because it uses only a single position WCi [i] (lines 3
and 22).

Upon receiving a new request a server Sj checks whether its local version
vector VSj dominates the vector W sent by the client (line 9), which is expected
to be sufficient for providing appropriate session guarantees. If the state of the
server is not sufficiently up to date, the request is postponed (line 10), and will
be resumed after synchronization with another server (line 36). As a result of
the write issued by a client Ci and performed by a server Sj , version vector of
the server VSj is incremented at the i-th position (line 14), and a timestamped

operation is recorded in history (OSj ,
Sj

�) (lines 15 and 16). For reads, the current
value of the server version vector VSj is returned to the client (line 19) and it
updates the client’s vector RCi (line 24). For writes, the client increments its
local write counter stored in vector WCi (line 22).

4 Safety of the VcSG Protocol

For the sake of the proof simplicity we define an additional notion: a supremum
of a set of writes.

Definition 7. A supremum of a set of writes O, denoted by V (O), is a vector
that is set to 0 for an empty set, and for nonempty sets its i-th position is defined
as V (O) [i] = max

w∈O
T (w)[i].

An obvious consequence of the definition is that ∀w ∈ O : V (O) ≥ T (w).

Lemma 1. For every server Sj running the VcSG protocol after handling every
client’s request V

(OSj

)
= VSj .

Proof. By induction. (1) Basis. At the very beginning VSj = 0, and the set of
writes OSj = ∅, therefore V

(OSj

)
= 0, and hence V

(OSj

)
= VSj . (2) Induction

step. Let us assume a state where condition V
(OSj

)
= VSj holds. The set

OSj and the version vector VSj can change only in the following two situations.
(a) The server Sj accepts a new write requested from a client Ci. This causes
the value of VSj [i] to be incremented by 1, next the write is timestamped with
the current value of vector VSj , and the write is added to OSj (lines 14 and 16 of
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the algorithm in Fig. 2). This causes V
(OSj

)
to be also incremented at position

i by 1. As a result, the condition V
(OSj

)
= VSj still holds. (b) The server Sj

incorporates a write w received from another server. This causes the current
value of VSj to be maximized with the vector T (w) of the write being added
(line 32). The new write is then added to OSj (line 33). As a result, values of
VSj and V

(OSj

)
will be incremented at the same positions by the same values,

therefore the condition V
(OSj

)
= VSj still holds. ��

Lemma 2. For any two vectors V1 and V2 used by servers and clients of the
VcSG protocol V1 ≥ V2 ⇔ WS (V1) ⊇WS (V2).

Proof. (1) Sufficient condition. By contradiction, let us assume that V1 ≥ V2 ∧
WS (V1) �⊇ WS (V2) which means that ∃w ∈ O [w �∈ WS (V1) ∧ w ∈ WS (V2)]
and, according to Definition 6:

∃i (T (w)[i] > V1[i] ∧ T (w)[i] ≤ V2[i]) ⇒ V1[i] < V2[i] ⇒ V1 �≥ V2

— a contradiction. (2) Necessary condition. By contradiction, let us assume
that WS (V1) ⊇WS (V2) ∧ V1 �≥ V2 which means that ∃i : V1 [i] < V2 [i]. Version
vectors at position i are only incremented when a new write is requested by a
client Ci (line 14). It means that ∃w ∈ OCi [w ∈WS (V2) ∧w �∈ WS (V1)] and
hence WS (V1) �⊇WS (V2) — a contradiction. ��
Lemma 3. For every server Sj running the VcSG protocol after handling every
client’s request OSj = WS

(
VSj

)
.

Proof. By contradiction: (1) Let us assume that ∃w ∈ OSj : w �∈WS (VSj

)
. Ac-

cording to Definition 6, a write w does not belong toWS
(
VSj

)
when T (w) �≤ VSj .

This implies that ∃i : T (w)[i] > VSj [i], and, according to Lemma 1, T (w)[i] >
V
(OSj

)
[i], which implies V

(OSj

) �≥ T (w). Based on Definition 7, w �∈ OSj —
a contradiction. (2) Let us assume that ∃w ∈ WS

(
VSj

)
: w �∈ OSj . According

to Definition 7, a write w does not belong to OSj when V
(OSj

) �≥ T (w). This
implies that ∃i : T (w)[i] > V

(OSj

)
, and, according to Lemma 1, T (w)[i] >

VSj [i], which implies T (w) �≤ VSj . Based on Definition 6, w �∈ WS
(
VSj

)
— a

contradiction. ��
Lemma 4. For every client Ci running the VcSG protocol after handling every
request, WS (RCi) contains all writes relevant to all reads issued by the client.

Proof. A read issued by a client Ci and performed by a server Sj updates the
client’s vector RCi by calculating the maximum of its current value and value of
the server version vector VSj (lines 19 and 24). Hence (according to Lemmata 2
and 3) RCi ≥ VSj ⇒ WS (RCi) ⊇WS

(
VSj

)
= OSj . It means that the write-set

WS (RCi) contains all writes performed at server Sj , therefore also all writes
relevant to all reads requested by the client Ci at server Sj . The vector RCi

monotonically increases, therefore no past write is lost in case of a migration to
another server. ��
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Theorem 1. MW session guarantee is preserved by the VcSG protocol for all
clients.

Proof. Let us consider two writes w1 and w2, issued by a client Ci requir-
ing MW session guarantee. Let the second write follow the first write in the
client’s issue order, and let the second write be performed by a server Sj , i.e.

w1
Ci⇁ w2|Sj . After performing w1, WCi [i] is incremented (line 22), and becomes

the greatest value of all version vectors in the system at position i. If the next
write is performed by the same server, MW session guarantee is fulfilled auto-
matically. Other servers must fulfill VSj ≥ WCi before performing w2 (lines 3
and 9), and thus VSj [i] ≥ WCi [i]. The only way to increase VSj [i] is to syn-
chronize with another server that has performed other writes of the client Ci

(line 32). Only after that synchronization write w2 will be performed. Thus,

we get w1
Sj

� w2. This will happen for any client Ci and any server Sj , so

∀Ci ∀Sj

[
w1

Ci⇁ w2|Sj ⇒ w1
Sj

� w2

]
, which means that MW session guarantee is

preserved. ��

Theorem 2. RYW session guarantee is preserved by the VcSG protocol for
clients requesting it.

The proof is analogical to the proof of the previous theorem, and can be found
in [10].

Theorem 3. MR session guarantee is preserved by the VcSG protocol for clients
requesting it.

Proof. Let us consider two reads r1 and r2, issued by a client Ci requiring MR
session guarantee. Let the second read follow the first read in the client’s issue
order, and let the second read be performed by a server Sj , i.e. r1

Ci⇁ r2|Sj .
After performing r1 we have (according to Lemma 4) ∀wk ∈ RW (r1) : wk ∈
WS (RCi). Because VSj ≥ RCi is fulfilled before performing r2 (lines 6 and 9),
we get (according to Lemma 2) WS

(
VSj

) ⊇ WS (RCi) ⇒ ∀wk ∈ RW (r1) :
wk ∈ WS

(
VSj

)
. Because local operations at servers are totally ordered, we get

∀wk ∈ RW (r1) : wk

Sj

� r2. This will happen for any client Ci and any server

Sj , so ∀Ci ∀Sj

[
r1

Ci⇁ r2|Sj ⇒ ∀wk ∈ RW (r1) : wk

Sj

� r2

]
, which means that MR

session guarantee is preserved. ��

Theorem 4. WFR session guarantee is preserved by the VcSG protocol for
clients requesting it.

The proof is analogical to the proof of the previous theorem, and can be found
in [10].
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5 Conclusions

This paper has presented the VcSG consistency protocol of session guarantees,
and a correctness proof showing that the protocol is safe, i.e. appropriate guar-
antees are provided when required. It is worth mentioning, however, that though
the client-based version vectors used in the VcSG protocol are sufficient for ful-
filling session guarantees, they are not necessary. Thus, other approaches are
also possible, and they have been discussed in [8]. The sets of writes represented
by version vectors are supersets of the exact sets resulting from appropriate de-
finitions. The accuracy of the write-set representation is therefore an important
factor of a consistency protocol of session guarantees influencing its performance.
This problem is currently being considered, and appropriate simulation experi-
ments are being carried out.
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Abstract. The technology advances made in supercomputers and high
performance computing clusters over the past few years have been
tremendous. Clusters are the most common solution for high performance
computing at the present time. In this kind of systems, an important sub-
ject is the parallel I/O subsystem design. Parallel file systems (GPFS,
PVFS, Lustre, etc) have been the solution used to obtain high perfor-
mance I/O. Parallel file systems increase performance by distributing
data file across several I/O nodes. However, cluster’s size is increasing
continuously, specially for compute nodes, becoming the I/O nodes in a
possible bottleneck of the system.

In this paper, we propose a new architecture that solves the problem
pointed out before: new hierarchical I/O architecture based on parallel
I/O proxies. Those I/O proxies execute on the compute nodes offering an
intermediate parallel file system between the applications and the stor-
age system of the cluster. That architecture reduces the load on the I/O
nodes increasing the global performance. This paper shows the design
of the proposed solution and a preliminary evaluation, using a cluster
located in the Stuttgart HLRS center.

keywords: Parallel File Systems, MPI-IO, High Performance Comput-
ing, Flash-IO, clusters.

1 Introduction

The technology advances made in supercomputers and high performance com-
puting clusters over the past few years have been tremendous. Total performance
of all systems on the Top500 has increased by a factor of 10 every four years [1].
The number of solutions based on clusters is growing, because they are relatively
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inexpensive and can use commodity parts readily available from many suppliers.
One of the most important design issues for clusters is I/O performance. There is
an enormous interest on the development of high performance storage systems
because the number of applications with high I/O requirements is increasing
continuously.

A typical architecture for a high-performance computing cluster (HPCC)
consists of compute nodes, network, and storage systems. The number of com-
ponents is increasing continuously, and for large scale clusters there is a huge
unbalance between the number of computing nodes and I/O nodes used by the
storage system. For example, NEC Cacau cluster of HLRS center has 200 com-
pute nodes and only 2 I/O nodes. Another example, MareNostrum of Barcelona
Supercomputing Center has 2406 dual processors as compute nodes and only 20
I/O nodes. The IBM ASCI Purple has at least 1400 8-way processors as compute
nodes and 128 I/O nodes. That can convert the I/O subsystem in a bottleneck,
as shown in Figure 1. That Figure shows the performance (time in seconds)
obtained testing Flash-IO benchmark [2] (described in the evaluation section),
for different numbers of compute nodes and using the storage system of NEC
Cacau cluster. As we can see, the I/O system does not scale with the number of
compute nodes.

Fig. 1. Flash I/O results obtained with NEC cacau cluster using the cluster file system

This paper proposes a new I/O architecture for HPCC, based on hierarchical
parallel I/O proxies that execute on computing nodes. Those parallel I/O proxies
define an intermediate parallel file system between the applications and the
storage system of the cluster. Our solution has two major goals: to increase data
locality for applications, and reduce the number of I/O operations on the cluster
storage system, in order to alleviate the possible bottleneck.

The paper is organized as follows: Section 2 describes the related work.
Section 3 presents the new I/O architecture design. Section 4 describes the im-
plementation of the system on NEC Cacau cluster. Performance evaluation is
presented in Section 5. Finally, Section 6 presents our conclusions and future
works.
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2 Related Work

The use of parallelism in the file systems is based on the fact that a distributed
and parallel system consists of several nodes with storage devices. The perfor-
mance and bandwidth can be increased if data accesses are exploited in parallel
[3]. Parallelism in file systems is obtained by using several independent server
nodes supporting one or more secondary storage devices. Data are striped among
those nodes and devices to allow parallel access to different files, and parallel ac-
cess to the same file. Initially, this idea was proposed in [4] to increase the overall
data throughput, striping data across several storage devices. This distribution
technique is the basis for RAID systems [5].

Three different parallel I/O software architectures can be distinguished [6]:
application libraries, parallel file systems, and intelligent I/O systems.

– Application libraries basically consist of a set of highly specialized I/O func-
tions. Those functions provide a powerful development environment for ex-
perts with specific knowledge of the problem to model using this solution.
Representative examples are MPI-IO [7], an I/O extension of the standard-
ized message passing interface MPI.

– Parallel file systems operate independently from the applications, thus al-
lowing more flexibility and generality. Examples of parallel file system are
PVFS [8], Expand [9], GPFS [10].

– An intelligent I/O system hides the physical disk access to the application
developer by providing a transparent logical I/O environment. The user de-
scribes what he wants and the system tries to optimize the I/O requests
applying optimization techniques. This approach is used for example in Ar-
mada [11].

All these solutions are not enough for large scale clusters where the number
of computing nodes is huge compared with the I/O nodes used by the storage
system. For this kind of cluster, the current file systems for clusters can became
the cluster I/O subsystem in a bottleneck.

There are other environments where the performance is improved with simi-
lar solutions as the one proposed here. BAD-FS [12] for GRID environment or
Scalable Lightweight Archival Storage Hierarchy (SLASH) [13], and High Per-
formance Storage System (HPSS) [14] for Mass Storage Systems propose the use
of several disks as an intermediary cache system between the applications and
the main storage systems. The main problem of those solutions is the difficulty
to translate them to cluster environments.

3 Parallel I/O Proxies Architecture

Figure 2 shows the architecture of the proposed solution. The idea is to use the
compute nodes for executing both applications and I/O proxies. An I/O proxy
is a file server that executes on a compute node and uses the local disk for storage.
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This solution is appropriated for clusters, because most clusters have compute
nodes with several processors and local disks. We can define a virtual partition
(VP) for each application by grouping several I/O proxies. As Figure 2 shows,
a VP can be composed by nodes that could match or not the application ones,
depending on the criteria used to form the VP.

Fig. 2. Overview of the new proposed architecture

Let C = {c1, c2, . . . , cn} the set of compute nodes. Let A = {a1, a2, . . . , am}
the set of applications to run in C. Let S = {s1, s2, . . . , sp} the set of cluster
storage I/O nodes. We define P = {p1, p2, . . . , pq} as the set of I/O proxies where
pi executes on ci.

Formally, we define a virtual partition as a subset of proxy nodes, V P ⊆
P , strategically chosen to increase the data access parallelising degree for each
application. The idea is to choose an optimal VP size, so that ‖S‖ � ‖V P‖ ≤
‖P‖ and ‖S‖ � ‖V P‖ ≤ ‖A‖, in order to increase data locality for applications,
and reduce the number of I/O operations on the cluster storage system.

When using the cluster file system, each file F of the application A is stored
over S, and can be defined as F = {f1, f2, . . . , fq}, where fi is the subfile stored
in si. A subfile is the subset of the file data store at a particular I/O node. The
system defines a function f : F ⇒ S to map data to storage nodes. Our solution
creates a VP for A (let’s say V Pn), and stores F in another file F ′ into V Pn,
using a new function g : F ′ ⇒ V Pn, where F ′ = {f ′

1, f
′
2, . . . , f

′
n}, and f ′

j is the
subfile stored at the pj I/O proxy. As we have to store F in S, another function
h : V Pn ⇒ S is defined, so that g ◦ h : F ⇒ S.

One important design aspect is to choose the VP size. Currently, we use
an approach based on three parameters: the number of compute nodes (N)
used by A, the size of each file F (Fs), and the size of local storage available
(defined as D

k , where D the local disk size and k a constant defined by the system
administrator or computed). The minimum number of I/O proxies used in VP
would be nio = Fs

D
k

= (Fs∗k)
D . The maximum would be N . We are still working

on strategies to maximize the performance of g ◦ h.
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We introduce a restriction for the assignment of files to VPs. Two virtual
partitions can not store the same file. So, the files can not be duplicated in
different virtual partitions, avoiding possible coherence problems. It could be
formulated as V P (f ′) ∩ V P ′(f ′) = ∅.

The virtual partition contributes in providing file service to applications. Ap-
plications access the files using the virtual partition as intermediate storage,
combining different local disk for storage.

For example, MareNostrum has 20 I/O nodes with 140 TB and 2400 compute
nodes with 40 GB of local disk. If we use a k = 4 of local disk for each I/O
proxy, we could build a virtual partition with 20 TB of total storage.

Our solution has the following major features: transparent use of the I/O
proxies, unique image of a file across the system, persistent storage on I/O
proxies, independence of cluster file system, and adaptive virtual partition to
application level like stripe size, data allocation, number of I/O proxies, etc.
Figure 3 shows a case where the stripe size in the virtual partition is independent
of the block size of the Cluster File System (CFS). Furthermore, the number of
I/O proxies is larger than the number of I/O nodes of the CFS.

Fig. 3. Parallel files in I/O proxies are independent of the files stored in the CFS

3.1 I/O proxies

I/O proxies are responsible for managing and storing file data between the ap-
plications and the storage system of a cluster. We combine several I/O proxies
for building a virtual partition where files are distributed. Main duties of an I/O
proxy are: to serve data requests from compute nodes, to store data in their
compute nodes until those data are stored in the CFS, and to provide to the
compute nodes a fast access to the data.

I/O proxies use the local file system to store the data files, taking advantage
of local cache, read ahead, and other optimizations of the local file system.
That reduces the complexity of the I/O proxy and increases the performance.
There are three major issues in I/O proxies: naming, metadata management,
and I/O policies.
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Our architecture assigns an internal id for the file F ′, by composing F , and
the local partition used to store data. F ′ metadata is included as a small header
at the beginning of each subfile, to provide fault tolerance. Metadata include the
following information: file id, stripe size, local partition, number of I/O proxies, id
of I/O proxies, and base node. The base node identifies the I/O proxy where the
first block of the file resides and the file distribution pattern used. At the moment,
we only use files with cyclic layout. We also have a unique master node, that can
be different from the base node, to be used as primary node for metadata. This
approach is similar to the mechanism used in the Vesta Parallel File System [15]
and Expand [9]. To simplify the allocation and naming process, and to reduce
potential bottlenecks, a virtual partition does not use any metadata manager,
as in PVFS [8].

To obtain the master node of a file, the file name is hashed into the number
of node: hash(namefile)⇒ I/Oproxyi

The hash function used in the current prototype is:

(
i=strlen(namefile)∑

i=1

namefile[i] )mod numProxies

The use of this simple approach offers a good distribution of masters.
Table 1 shows the distribution (standard deviation) of masters between several
I/O nodes. This results have been obtained using a real file system with 145,300
files. The results shown in this table demonstrate that this simple scheme allows
to distribute the master nodes and the blocks between all NFS servers, balancing
the use of all NFS servers and, hence, the I/O load.

Table 1. Distribution (standard deviation) of masters in different distributed partitions

Number of I/O nodes 4 8 16 32 64 128
Std. Dev. 0.43 0.56 0.39 0.23 0.15 0.11

I/O proxies ensures that data of a file are stored eventually in S. However, there
are several I/O policies that can be applied to transfer data from V P to S. The
system must decide when data are transferred from the I/O proxies to the storage
system in case of write operations (or vice versa in case of read operations. The
behaviour of the I/O proxy is different depending on the requested operation:

– Reading: if the file is not stored in the virtual partition, the data is transferred
from the storage system to the virtual partition using one of the next policies:
on demand (taking the data by demand), on application start (all the data
is transferred from the storage system to the virtual partition) or when the
file is open.

– Writing: the write operations use the data stored in a virtual partition to
write them to the storage system. Data are transferred to the storage system
using one of the next policies: write on close, write through, delayed write
or flush on demand.
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The storage of the I/O proxies is limited. When space is required for storing
new files in VP, we use a LRU replacement algorithm.

4 Implementation

This section gives an overview of the implementation of the I/O proxy compo-
nents and their deployment using the Expand Parallel File System over NEC
Cacau cluster. The new architecture is implemented as a user-level component
in Expand software architecture [16]. Expand is transparently linked with the
user application and provides parallel I/O. As shown in Figure 4, a new abstract
device interface has been implemented below Expand to communicate with the
I/O proxies using TCP/IP or another communication protocol when available.

Expand communicates with the I/O proxies by using the g mapping function
defined before. I/O proxies are user level processes located on the compute nodes.
They use local file system to store data on the local disk and cluster file system
primitives to communicate with the CFS.

The configuration of a virtual partition is defined on the file configuration of
Expand. In this file configuration declares the following parameters: the number
of I/O proxies, the logical name of each I/O proxy, the stripe size, etc.

Fig. 4. Implementation of the I/O Proxy

In the current implementation, the transfer policies implemented are delayed
write for write operations and read at-begin for read operations, without taking
into account any hint of the I/O behaviour of the applications such as access
pattern .

5 Evaluation

The existing prototype of this architecture was evaluated and compared with
the I/O system of NEC Cacau cluster at the HLRS center by using FLASH-
IO benchmark [2].This cluster has the following characteristics: 400 Intel Xeon
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EM64T CPU’s, 160 nodes with 1 GigaByte of RAM memory and 40 nodes with
2 GigaByte of RAM memory, two frontend server to load balance, an Infiniband
network interconnecting the compute nodes, a Gigabit Ethernet network for
the communications between the compute nodes and the frontend server, and a
Fiberchannel network to intercomunicate the frontend and the end-storage disks,
NFS 2 protocol to access the disks of the end-storage and use a RAID 5 in the
storage system.

FLASH-IO benchmark simulates I/O of FLASH Code. FLASH code is an
adaptive mesh, parallel hydrodynamics code developed to simulate astrophysi-
cal thermonuclear flashes in two or three dimensioned space. FLASH-IO code
produces a checkpoint file, a plotfile for centered data, and a plotfile for corner
data. Those files are very different, because the first one is large and dense, as
the last two ones are smaller and sparse.

The parameters used in the tests were the following: the number of I/O proxies
is between 1 to 32 and the stripe size is between 1 KB to 2 MB.

Figure 5 shows time results for Flash-IO Benchmark using 32 processes. Each
column shows the time spent to write the results of FLASH-IO to the CFS. The
first column represents the time obtained using the CFS. The other columns
represent the time obtained with our architecture and different configurations
(tuning the different parameters of the Expand parallel file system cited in the
before section, like I/O proxies (IOP), stripe size, etc). Time is obtained adding
the time spent in the I/O proxies and the time consumed to flush data to CFS.

Fig. 5. Flash I/O Benchmark



116 L.M.S. Garcia et al.

The results show that this new architecture obtained better performance than
the current I/O system of the cluster. Notice that, for check pointing we get a
speedup of at least 6 for all the configurations. For both plotfiles, we increase
the performance by a factor of 20.

6 Conclusions

In this paper we have argued that the design of I/O systems for HPCC may
create a bottleneck, because the storage and the compute nodes are unbalanced.
We have described a new I/O architecture that increases the performance of the
storage system of a HPCC, without hardware and system modifications. Using
I/O proxies as intermediary between the application and the storage system of
a HPCC and an abstraction named virtual partition composed of several I/O
proxies, most applications can obtain a better performance than if they use
directly the storage system.

The evaluation performed in NEC Cacau cluster at the HLRS center, shows
an important speedup (ranging 20 in some cases) for FLASH-IO benchmark. As
this test is very demanding for I/O, we can expect even better results for more
regular applications.

Some work is going on to test the system proposed in other HPCC and using
more benchmarks. Moreover, we are working on virtual partition creation poli-
cies, I/O transfer policies, replacement policies, etc, to provide more flexibility
and performance to the system.
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Abstract. In recent years, many researchers have devoted much efforts to 
construct high performance interconnect networks resilient to faults. Their studies 
motivated by the fact that a network can be a major performance bottleneck in 
parallel processors; such as multiprocessors system-on-chip (Mp-SoCs), 
multicomputers and cluster computers. This paper proposes a new analytical 
model to predict message latency in 2-dimensional wormhole-switched mesh with 
a routing scheme suggested by Linder and Harden [1], as an instance of a fault-
tolerant routing widely used in literature to achieve high adaptivity. Furthermore, 
the validity of the proposed model is demonstrated by comparing analytical 
results to  those conducted through simulation experiments of the actual system 
and show a good degree of accuracy  with as many as 10% nodes faulty. 

1   Introduction 

The demand for increased performance in many compute-intensive applications is a 
persuasive justification for parallel processing. Parallel computer systems consisting 
of hundreds or thousands multiple processing units connected via some 
interconnection network that collectively may undergo high failure rates. The 
performance of such a given network greatly depends on its topology, switching 
method and routing scheme. Network topology defines the way nodes are 
interconnected. In a mesh-connected multicomputer, processors exchange data and 
coordinate their efforts by sending and receiving messages through the underlying 
network. The switching method determines the way messages visit intermediate 
routers. The wormhole switching [2] is a popular technique used to provide 
interprocessor communication for contemporary multiprocessor systems. In 
wormhole switching, a message is divided into flow control digits (or flits). The flits 
are routed through the network one after another in a pipeline fashion. A flit of the 
message is designated as the header flit, which leads the message through the 
network. When the header flit is blocked due to lack of output channels, all of the flits 
wait at their current nodes for available channels. Routing is the process of 
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transmitting data from one node to another node in a given system. Linder-Harden [1] 
as an instance of fully adaptive fault-tolerant routing algorithm has been widely 
reported in the literature. This paper proposes a novel analytical model to compute 
message latency for Linder-Harden fully adaptive and fault-tolerant routing scheme in 
2-D mesh networks. The model achieves a good degree of accuracy which is evident 
by the results gathered from simulation experiments to validate the proposed model.      

The paper is organized into 5 main sections. Section 2 describes some definitions 
and background that will be useful for the subsequent sections. Section 3 gives a 
detailed presentation of the analytical model while Section 4 illustrates the design 
validation, which was performed using simulations. Finally, Section 5 presents 
conclusions.  

2   Preliminaries  

This section briefly describes k-ary 2-mesh and with its node structure, and then 
explores the Linder-Harden’s routing algorithm. 

2.1   The Mesh and Its Node Structure  

A 2-dimensional (2-D) k×k mesh with N=k2 nodes has an interior node degree of 4 
and a network diameter of 2(k-1). Each node u has an address (ux, uy), where ux, uy 
∈{0,1,2,…, k-1}. Two nodes u: (ux, uy) and v: (vx, vy) are connected if their addresses 
differ in one and only one dimension. Each node consists of a Processing Element 
(PE) and a router. Messages generated by the PE are transferred to the router through 
the injection channel. Messages at the destination are transferred to the local PE 
through the ejection channel. Each physical channel is associated with some, say V, 
virtual channels. A virtual channel has its own flit queue, but shares the bandwidth of 
the physical channel with other virtual channels in a time-multiplexed fashion [3].  

2.2   The Linder-Harden’s Routing Algorithm 

Linder and Harden [1] have proposed a fully adaptive and fault-tolerant routing 
algorithm for bidirectional k-ary n-cubes. The main idea behind the Linder-Harden 
approach is the partitioning of the bidirectional physical network into several Virtual 
Networks. Routing within each virtual network is fully adaptive (minimal). The 
Linder-Harden approach requires 2n-1 virtual networks where n is the dimension of the 
mesh, and therefore requires 2n-1 virtual channels per physical channel. The insight 
gained from Linder-Harden was that it was possible to convert algorithms with dead-
lock into dead-lock free algorithms by partitioning the domain of the routing function, 
where each partition would use a different virtual network. 

3   The Analytical Model 

This section describes the assumptions and notations used in the derivation of the 
analytical model.  
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3.1   Assumptions 

The model uses following assumptions that are widely used in the literature [3-9]. 

I. Nodes generate traffic independently of each other, and which follows a 
Poisson process with a mean rate of  messages per cycle. The arrival process 
at a given channel is approximated by an independent Poisson process. 
Therefore, the arrival rate at a channel can be calculated using formula 
borrowed from Jackson’s queuing networks [10].  

II. Faults occurred statistically [2] and each node failed independently with 
probability θ . Moreover, Faults are uniformly distributed in the network and 
do not disconnect it [2].  

III. Nodes or processors are more complex than links and thus have higher failure 
rates [2]. So, we assume only node failures.  

IV. Message destinations are uniformly distributed across network nodes.  
V. Message length is fixed and equal to M flits. Each flit is transmitted in one 

cycle from one router to the next.  
VI. The local queue at the injection channel in the source node has infinite 

capacity. Moreover, messages are transferred to the local PE as soon as they 
arrive at their destinations through the ejection channel.  

VII. Four virtual channels are used per physical channel in dimension 0 and the 
number of virtual channels that used in dimension 1 is two virtual channels per 
physical. 

3.2   Derivation of the Model 

The mean message latency is composed of the mean network latency, S , which is the 
time to cross the network, and then the mean waiting time, SW , seen by the message 
in the local queue before entering the network. However, to capture the effects of the 
virtual channels multiplexing, the mean message latency is scaled by a factor, V , 
representing the average degree of virtual channels multiplexing, that takes place at a 
given physical channel. Therefore, we can write the mean message latency as [6] 

Mean message latency = VWS s )( +  (1)

 

Let us first calculate the average message arrival rate on a given channel <a, b> 
where a and b are two adjacent nodes. Many distinct paths exist between every pair of 
nodes in a mesh network. By selectively dividing traffic over these paths, load can be 
balanced across the network channels. This path diversity also enables the network to 
be quickly reconfigured around fault channels, by routing traffic along alternative 
paths. In general, if there are n dimensions numbered 0 to n-1 and there are Δi hops 
from a to b in the ith dimension, then the total number of minimal routes from a to b is 
given by 

( ) ( )
∏∏ −

=

−

=−

=

Δ
Δ

Δ

Δ
==

−
=

1

0

1

01

0 !

!1

n

i i

n

i in

iab

n
ij j

i
R

 
(2) 



 Performance Modeling 121 

 

Since a link survives if and only if both nodes at its ends survive, we have 

Pr[A link survives]=(1-θ)2 (3) 

The expected number of surviving links crossing any dimension is given by 

2k (k-1)(1-θ)2 (4) 

For every source-destination pair of surviving nodes,s and d, for which channel <a,b> 
may be used, the probability that channel <a,b> is traversed can be expressed as 
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With uniform traffic pattern, messages generated at a node have an equal 
probability of being destined to any other surviving node. Hence, the rate of messages 
produced at a specific node and destined to another surviving node equals to the ratio 
of the message generation rate, λ, to the number of surviving nodes in the network 
except itself. Therefore, the rate of messages generated at a specific node, s, and 
destined to another surviving node, d, that traverse a surviving channel <a, b> on its 
path equals to 
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Where N equals to number of nodes in the network (i.e., N=k2). The rate of messages 
traversing a specific channel can be calculated as the aggregate of Equation (6) over 
all source-destination pairs that have at least one path between each other that 
traverses surviving channel <a, b> which is given by       
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Where G<a, b> is the set of all pairs of source and destination nodes that have at least 
one path between each other that traverses channel <a, b>. Since the mesh topology is 
asymmetric, opposing to the case of symmetric networks (such as tori and 
hypercubes), the mean network latency seen by messages generated at a specific 
surviving source node, destined to other surviving nodes will not be equal to that of 
every other source node. Hence, the network latency, S(s, d), seen by a message 
crossing from s to d should be determined for each surviving source-destination pair. 
Let S=(Sx, Sy) be the source node and d=(dx, dy) denote a destination node. We define 
the set H={hx, hy}, where hx and hy denote the number of hops that the message makes 
along X and Y dimension, respectively.                  

,x x x y y yh s d h s d= − = −  
(8) 

Also, the number of total hops made by the message between source and destination 
node is given by 

yx hhH +=  
(9) 

Let there are L different paths from s to d. Assume that the messages is using path j 
(1 j L). The network latency, S(s, d), j seen by the message crossing from source node s 
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to destination node d along path j, consists of two parts. One is the delay due to actual 
message transmission time, |H|+M, and another term is due to the message blocking in 
the network, Tblocking, (s, d), j. Hence, S(s, d), j can be expressed as 

jdsmeanjdsblockingds VTMHS ),,(,),,(),( )( ⋅++=  
(10) 

Where Vmean,(s,d),j is the average multiplexing degree of the virtual channels at different 
physical channels used along path j. By averaging over all L distinct paths, the 
average message latency for the massage from s to d can be calculated as 
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A message is blocked at a given channel when all the virtual channels in both 
dimensions are busy. Each message can just cross over a virtual channel in each 
dimension, depends on the message is located in which virtual network and which 
level. The probability of blocking depends on the number of output channels, and thus 
on the virtual channels that a message can use at its next hop. When a message has 
not passed any dimensions entirely it can select each dimensions that has free virtual 
channel, but when a message has entirely crossed a dimension it should select just the 
reminder dimension to make its next hop. A message is blocked at its ith hop, if all the 
virtual channels that can choose for its next hop, being busy. Let QH, i be the set of 
possible ways that i hops can be distributed over two dimensions such that the number 
of hops made in dimension X and Y be at most hx and hy.  QH, i  can be defined as  
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The probability that a message has entirely crossed dimension X on its ith hop is given 
by   
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Where passX
idsmeanP 4,),,(,

is the probability that all virtual channels may be used by a message 

over all the possible paths from s to d in dimension X being busy, this probability can 
therefore be written as    
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Similarly, the probability that a message has entirely crossed dimension Y on its ith 
hop is determined by 
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Messages in the first dimension (i.e., X) can move in both direction but they can 
move just in one direction in the second dimension (i.e., Y) depends on the virtual 
network, so the number of virtual channel in the first dimension is two time greater 
than the number virtual channel in second dimension and the passX

idsP ),,(
 is differ from the 

passY
idsP ),,(
. On the other hand, the probability that a message has not entirely crossed 

dimension X on its ith hop can be expressed as   
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The blocking time, Tblocking, (s, d), j, is calculated as the aggregate of the product of the 
blocking probability at the hop ith along path j, Pblocking, (s, d), i, and the mean waiting 
time to have at least one free channel among channels of dimensions still to be visited 
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The Tblocking (s, d) can therefore be written as follows    
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To determine the mean waiting time to acquire a virtual channel may be treated as 
an M/G/1 queue [10]. Since the minimum service time at a channel equals to the 
message length, M, following a suggestion proposed in [5], the variance of the service 
time distribution can be approximated by 2

, )( MS ba −>< ; where >< baS , is the average 

service time of channel <a, b> and can be calculated as the mean of S(s, d) of all source 
and destination nodes that have at least one path between each other that traverse 
channel <a, b>. Hence, the mean waiting time becomes  
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For a specific surviving node s in the network, the average latency seen by a message 
originated at that node to enter the network, sS , equals to the average of all S(s,d) 
resulting in 
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A message originating from a given source node, s, sees a network latency sS . 
Modeling the local queue in the source node an M/G/1 queue, with the average arrival 
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rate of λ/4 and service time sS  with an approximated variance )( MS s − yields the 

average waiting time seen by a message at the source node s as 
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The average waiting time at the source node is given by 
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The probability X
vbaP ,, ><
 that v (0 v 4) virtual channels at a given physical channel 

<a, b> in dimension X are busy, can be respectively determined using a Markovian 
model (details of the model can be found in [3, 6]). In the steady state, the model 
yields the following probabilities [3].  
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Similarly, the probability Y
vbaP ,, ><
that v (0 v 2) virtual channels at a physical channel 

are busy in dimension Y can be achieved using Equation (26). When multiple virtual 
channels are used per physical channel in dimension X, they share the bandwidth in a 
time-multiplexed manner. The average degree of virtual channel multiplexing that 
takes place at a specific channel <a, b> in dimension X, can be estimated by 
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Similarly, the average degree of multiplexing of virtual channels, that takes place at a 
specific physical channel in dimension Y, can be estimated by 
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The average virtual channel multiplexing degree can be then approximated by 
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Vmean, (s, d), j is the maximum >< baV ,  of channels traversed by the path enumerated j, 

between source s and destination d and can be calculated as 
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The average virtual channels multiplexing degree for the channels delivering a 
message from s to d is given by 

== L

i idsmeands V
L

V
1 ),,(),(

1  
(31) 

By averaging over all multiplexing degrees for all possible surviving source-
destination pairs, results the overall virtual channels multiplexing degree 
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As fully adaptive routing distributes traffic evenly among all channels, the average 
service time at each channel is the same regardless of its position, and equivalents to 
the average network latency ( S ). Equation (10) gives the network latency seen by a 
message to cross from the source node s to the destination node d. Averaging over the 
N(1-θ) possible surviving nodes in the network, yields the mean network latency for a 
typical message as 
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The above equations reveal that there are several inter-dependencies between the 
different variables of the model. For instance, Equations (9) and (19) illustrate that 

),( dsS is a function of w<a, b> while Equation (20) shows that w<a, b> is a function 

of ),( dsS . Given that closed-form solutions to such inter-dependencies are very 

difficult to determine the different variables of the model are computed using iterative 
techniques for solving equations. A message originating from a given source node 
sees a network latency of S  (given by Equation (31)). Modeling the local queue in 
the source node as an M/G/1 queue, with the mean arrival rate /V (recalling that a 
message in the source node can enter the network through any of the V virtual 
channels) and service time 

>< baS ,
with an approximated variance ( )2

,a bS M< > − yields 

the mean waiting time seen by a message at source node as [5]. 

4   Experimental Results 

In this section, we present simulation results for validation the analytical model of 
Linder-harden’s routing algorithm. 

4.1   Model Validation 

Extensive simulation experiments are conducted to validate the analytical model. The 
simulator is a Visual C++ program that mimics the behavior of Linder-Harden fully 
adaptive and fault-tolerant routing at the flit level in a 2-D mesh. The simulator uses 
the same assumptions as the analysis, and some of these assumptions are detailed here 
with a view of making the network operation clearer. The network cycle time is 
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defined as the transmission time of a single flit from one router to the next. Processors 
at each node generate messages randomly with an exponential distribution of inter-
arrival time. All of the buffers in the routing algorithm are assumed to be a single flit 
wide. We also assume that each node failed independently with probabilityθ and 
message lengths are fixed at M flits. The destination node of a k-hop message is 
determined using a uniform random number generator. The latency measure includes 
the network delay as well as the waiting delay at the source node. The mean message 
latency is defined as the mean amount of time from the generation of a message until 
the last data flit reaches the local PE at the destination node. The other measures 
include the mean network latency, the time taken to cross the network, and the mean 
queuing time at the source node, the time spent at the local queue before entering the 
first network channel. In each simulation experiment, a total number of 100,000 
messages are delivered. Output data are not collected in the first 10,000 messages in 
order to allow the system to stabilize. The 95% confidence interval of the results is 
estimated to be within 1% of the mean. Numerous experiments are conducted for 
  

  

Fig. 1. Average message latency predicted by the model against simulation results in an 8×8 
mesh with 0%, 5%, 9%, and 14% failure rates (f_rate) 

 

  

Fig. 2. Average message latency predicted by the model against simulation results in a 16×16 
mesh with 0%, 10%, and 20% failure rates (f_rate) 
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different sizes of the network, failure rates, and message lengths to asses the accuracy 
of the analytical model.  

Figs. 1 and 2 depict latency results predicted by the analytical model plotted 
against those provided by the simulator for 2-dimensional 8×8 and 16×16 mesh 
networks, respectively; with 0%, 5%, 9%, 10%, 14%, and 20% of the total network 
nodes faulty and different message lengths, M=32, 64 flits. In each case, we have 
randomly generated the required number of faulty nodes such that the remaining 
network is connected. The horizontal axis in the figures shows the traffic generation 
rate at each node ( ) while the vertical axis shows the mean message latency. The 
figures indicate that in all cases, the simulation measurements and the values 
predicted by the analytical model are in close agreement for various network 
operating environments. Moreover, the model predictions are still good even when the 
network operates in the heavy traffic region, and when it starts to approach the 
saturation region. However, some discrepancies around the saturation point are 
apparent. These can be accounted for by the approximation made to estimate the 
variance of the service time distribution at a channel. This approximation greatly 
simplifies the model as it allows us to avoid computing the exact distribution of the 
message service time at a given channel, and which is not a straightforward task due 
to the inter-dependencies between service times at successive channels as wormhole 
switching relies on a blocking mechanism for flow control. However, the main 
advantage of the proposed model is its simplicity which makes it a practical 
evaluation tool for assessing the performance behavior of a fully adaptive routing in 
2-dimensional mesh. 

5   Conclusions 

As technology scales, efficiency and reliability of large-scale parallel computers 
becomes a significant concern in the performance of these systems. One of the key 
issues in the design of such systems is the development of an efficient communication 
network that provides high throughput and low latency under different working 
conditions and more importantly ability to survive beyond the failure of individual 
components (i.e., nodes or links). Fault-tolerant designs of these systems aim at 
providing continuous operations in the presence of faults by allowing the graceful 
degradation of system. A large number of fault-tolerant routing algorithms proposed 
in the literature for massively parallel systems, cluster-based systems, and 
multiprocessors system-on-chip (MP-SoCs). This paper proposes an analytical model 
to predict the mean message latency in wormhole-switched 2-dimensional mesh using 
the well-known Linder-Harden’s routing algorithm. Simulation experiments have 
revealed that the message latency results predicted by the analytical model are in good 
agreement with those obtained through simulation under different working conditions. 
The novelty of the proposed analytic technique lies in its simplicity and accuracy. As 
future direction a number of interesting topics can be studied by tuning the model 
parameters in order to extend the proposed model to an n-dimensional mesh and 
consider the performance evaluation of the other well-known fault-tolerant routing 
algorithms. 
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Abstract. The topic of parallelization of physical simulations has be-
come an important part of scientific work today. However, except for
the simple Ising spin model, simulations of various magnetic systems,
e.g. the Heisenberg model, on small to moderate size cluster computers
were not in strong focus within the field of Computational Physics. The
work presented in this paper is a contribution to fill exactly this gap.
The feasibility and the benefits of distributing such simulations among
several processes are demonstrated by means of simulations of three phys-
ical models in this context: a 2-dimensional Ising model, the Heisenberg
model, and a magneto-dipolar glass model. Herein we present these mod-
els and the applied parallelizational techniques. In the following, we show
that with our parallelization scheme an almost ideal speed-up can be
achieved on cluster computers by using MPI.

1 Introduction

Generally, physical simulations require a high computing effort. Consequently,
the utilisation of parallel computing resources has become an inevitable part
of Computational Physics [1], [2]. The attractiveness of cluster computers for
simulation experiments grew due to their relatively low costs and convenient
cost-performance ratio in the last decade. That is why they are now replacing
the supercomputers or multiprocessor computers, which were once primarily
used for that purpose, particularly in smaller research institutions.

A reasonable introduction in the field of magnetic models displays the Ising
model [3]. It can be used to investigate the features of the thermodynamic equilib-
rium state in magnetic lattice systems with strong on-site anisotropy. In contrast
to this, the Heisenberg model [4] and the model of the magneto-dipolar glass are
also suitable for the investigation of the inherent dynamics of magnetic systems
with the corresponding interatomic (interparticle) interaction. However, up to
our knowledge no solutions have been published for simulations of the Heisen-
berg model and the model of the magneto-dipolar glass on cluster computers.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 129–138, 2006.
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The simple Ising model, which was used for benchmark applications on cluster
computers [5], has a so-called embarrassingly parallel solution, whereas the com-
munication schemes of the magneto-dipolar glass model are much more complex.
In this paper, we show that in spite of these higher communication efforts, even
loosely-coupled cluster computers are an ideal parallel computing resource for
efficiently carrying out compute-intensive magnetic simulation experiments for
the magneto-dipolar glass model. On this ground, by means of measured speed-
up values, we verify quantitatively the qualitative benefits of those models for
the calculation on a cluster computer.

The Metropolis algorithm is commonly used for the simulation of the Ising
model. The herein implemented parallel version is based on a so-called checker-
board algorithm [6]. For that model, solutions in High Performance Fortran were
developed on fine-grained, closely-coupled shared memory parallel machines and
MIMD parallel computers already twenty years ago, e.g. in [7]. Like the simple
Ising model, the Heisenberg model is also used to describe ferromagnetic materi-
als. Finally, the model of a magneto-dipolar glass, which consists of a disordered
system of small magnetic particles, is investigated as well.

In the parallel solutions to all three models the effort for computation in-
creases with O(n2) and the communication scales with O(n), if n2 is the number
of considered magnetic moments. Hence, according to the Amdahl effect [8], [9]
for a corresponding large n, the profit of the parallel computation should out-
perform the additional effort for communication, which is introduced due to the
parallelization. By using experimental results, we show that the threshold for
the break even is low. Furthermore, we found out that for a message-coupled
system, like a cluster computer, the Amdahl effect is large enough to achieve
very satisfying speed-up effects.

The programming language used for implementation was FORTRAN. For the
parallel programming environment, we selected the de-facto standard MPI [10].
The experimental results were measured on two Linux cluster computers.

The rest of this paper is organised as follows. First, we describe the models
for the magnetic simulations in chapter 2. Chapter 3 focuses on our selected
parallelization schemes. In chapter 4 we present and discuss the run time mea-
surements achieved on our cluster computers – followed by a conclusion.

2 Models for Simulation of Magnetic Systems

2.1 The 2-Dimensional Ising Model

The Ising model is one of the standard models in statistical physics. It was orig-
inally invented to describe ferromagnetic phenomena. Though, it is appropriate
for computer simulations of structured and unstructured complex systems in dif-
ferent disciplines. For example, in [11] the model is used to simulate the forming
of opinions in a two-party-system. The 2-dimensional (2D) Ising model belongs
to the simplest ones among those for magnetic systems with strong interaction.
There are exact analytical solutions for it in 1D and 2D without an external
field. However, the 3D model can only be solved by computer simulations.
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The idea of the Ising model is based on the assumption that the magnetic
moments of atoms can have only two opposite orientations which is justified
for systems with a high on-site anisotropy. In this case the atomic spins are
characterised entirely by two possible values: +1 or −1. The considered model
describes a system of spins located on the sites of a square lattice. The number
of spins within one row or column in the lattice is denoted as the lattice size N .

A fixed assignment of values to all spins is designated as configuration {s}.
The energy of the whole system of a given configuration is determined by the
interactions of the spins with their neighbours. We assume periodic boundary
conditions (PBC) which are used to eliminate undesirable effects, arising from
the system border. The Hamilton function of a given configuration {s} is defined
by E{s} = −J∑<i,j> SiSj , in which Si and Sj are spin projections, and J is the
strength of interaction strength. For simplification we use a uniform interaction
only between the nearest neighbours.

The usage of the Hamilton function for different configurations allows us to
determine various characteristics concerning the whole system. If we denote the
probability to find a certain configuration {s} as P{s}, the mean energy can
be calculated as < E >=

∑
E{s}P{s}. However, it is not possible to calculate

all probabilities and to perform the summation over all possible configurations,
because their number (2N ·N) grows exponentially with the lattice size N .

An alternative possibility to determine the mean energy is the application of
Monte Carlo simulations [12]. Instead of considering all configurations, only a
sufficiently large sequence of configurations is selected. This sequence is gener-
ated in such a way that the frequency of occurrence h{s} of a configuration {s}
converges to its probability P{s} in the thermodynamic equilibrium. In this case,
the calculation of the mean energy can be reduced to the arithmetic mean of the
energies of all selected configurations. This can be achieved if the subsequent
configuration is obtained from the previous one by flipping only one randomly
determined spin. This new configuration is accepted with a certain probability
depending on the energy difference between the new and the old configuration
(Metropolis algorithm [13]).

2.2 The Heisenberg Model

The Heisenberg model, as well as the Ising model, is used to describe ferromag-
netic effects. However, unlike the 1D and 2D variants of the Ising model, the
Heisenberg model cannot be solved analytically, but only by means of computer
simulations. In contrast to the Ising model, the spins in the Heisenberg model
are described by vectors m (|m| = 1) with arbitrary orientation. Exactly this
enables the study of system magnetization dynamics.

As in the simple Ising model, only an interaction between two neighboured
spins is taken into account. Additionally, the influence of an external magnetic
field Hext on the spins is included. In this case the Hamilton function is

E = J
∑

<i,j>

(mimj)−
∑

i

miHext (1)
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J describes again the exchange interaction strength. As in the Ising model, we
also assume PBC. The total effective field acting on the magnetic moments
contains contributions due to the exchange interaction and external field:

Hi = J
∑

<i,j>

mj + Hext (2)

The dynamics of magnetic moments is described by the equation of motion

dmi

dt
= −γ[mi ×Hi] (3)

where γ denotes the so-called gyromagnetic ratio. For the integration of (3), we
used the Heun method [14].

2.3 The Magneto-Dipolar Glass

In a magneto-dipolar glass, in contrast to the previous models, magnetic par-
ticles (represented as spheres) are randomly distributed in a 3-D space. At the
beginning of the simulation we select the initial positions of the spheres in such a
way that they do not overlap. This also holds true for spheres near the borders of
the simulation cell because we again use PBC. The change of the magnetisation
of a particle is described by the movement of a vector μ. The same equation of
motion (3) can be used to model the spin dynamics.

The magneto-dipolar interaction between the particles in this model is a long-
range one. Thus for a system with PBC we have in principle to sum over an
infinite number of particles in order to compute the interaction field Hdip on
a given particle, which is obviously impossible. However, a fairly good approx-
imation for the calculation of Hdip is provided by the Lorentz cavity method
(Fig. 1). In this method each particle is surrounded by a sphere with a fixed
radius, called the cut-off radius Rc. Only the interactions with other particles
within this sphere are taken into account exactly. The field from the rest of the
system is computed within the approximation of a homogeneously magnetized
medium which leads to an addition of a magnetization dependant constant. In
[15], it has been shown that the double average distance < Δr > of the particles
is sufficient for this critical radius.

Fig. 1. Lorentz-cavity method
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In addition, all particles possess a uniaxial magnetic anisotropy. A damping
of the magnetic moment precession (rotation) is also taken into account, whose
strength can be controlled by the factor λ. This leads to the equation of motion
which is also solved numerically with the Heun method.

dμi

dt
= γ[μi ×H i]− γλ[μi × [μi ×Hi]]︸ ︷︷ ︸

Damping

. (4)

3 Parallel Computing Schemes for the Models

3.1 Checkerboard Partitioning for the 2-D Ising Model

The selection of a uniform mapping of the lattice nodes onto the p parallel
processes is appropriate for the parallel solution to the Ising model. Each process
has its own local lattice with a local value for the energy. During the simulation,
each process executes the Metropolis algorithm on its local lattice. Neighboured
processes work on neighboured regions of the global lattice (Fig. 2). As a result
of the PBC, this also holds true for the opposite outer edges of the lattice.

Fig. 2. Lattice partitioning with neighbour relations and checkerboard partitioning

Each process has to store information not only about its local part of the
lattice, but also about its neighboured regions. Since in the above given model
each partition has vertical and horizontal neighbour partitions, each change of
the state of a spin, located at those edge sites, has to be performed in the neigh-
bour process as well. This, however, requires a communication effort which is
too high for the achievement of an effective parallelization. One possible solution
to this problem is the partitioning of the lattice as a checkerboard in which each
lattice node is assigned to be either black or white (Fig. 2). Due to the simple
interaction, a spin placed on a white lattice site has only neighbours placed on
black lattice sites and vice versa.

This partitioning scheme allows us to organise the program schedule in two
parts. In the first part, the Metropolis algorithm is applied only to the white
nodes. Afterwards the information located at the edges is exchanged between
neighboured processes by means of MPI communication. Hence, all black nodes
have the necessary information to update their states by applying the Metropolis



134 F. Schurz, D. Fey, and D. Berkov

algorithm to all black nodes. The information at the edges is then again trans-
mitted to the neighbour processes. At the end, the values for the energy of the
local lattices are collected and added up to the value of the global system.

3.2 The Heisenberg Model

For the parallel realisation of the Heisenberg model, exactly as in the Ising model,
the same uniform partitioning scheme can be used for the mapping of the lattice
onto the parallel processes. With the Ising model, it is not possible to compute
during the communication between the processes, because absolutely all trans-
ferred information is needed for the Metropolis algorithm. Contrary to this, the
communication and the computation in the Heisenberg model can be carried
out in parallel, as the differential equations are locally solved at each lattice
site. Like in the Ising model, the lattice of every process possesses an outer edge
which contains the magnetic moments of its neighbours (Fig. 3). The outer edge
of the lattice is then followed by the inner one, consisting of the spins, which are
transferred to the neighbours. The innermost part of the lattice is finally used for
the local computation, because it does not play any role in the communication.

Fig. 3. Partition of the lattice of each process

First of all, each process sends the magnetic moments from the inner edge to its
neighbours and receives magnetic moments from them, which are then stored on
the outer edge. Since the algorithm uses only neighboured spins, the calculation
in the innermost part runs parallel to the communication. This procedure cannot
be used in the Ising model because the applied non-deterministic Metropolis
algorithm needs the whole information for every calculation.

3.3 The Magneto-Dipolar Glass

In the parallelization the 3-dimensional space is divided into layers, so each
process has only two direct neighbours. This enables the usage of a ring structure
for the communication (Fig. 4). Each process Pi controls the information of the
particles located in its own layer. This information goes through the ring in
several phases. At the beginning the master process P1 determines the particles’
positions, dependent on input parameters, like e.g. the particle volume density,
and distributes them evenly among the p processes. The exchange of information
starts with the transmission of data by each process to its successor in the ring
and correspondingly, with the receiving of data from its predecessor. At the
same time, each process computes the interactions between its own particles.



Parallelization of Simulations for Various Magnetic System Models 135

Fig. 4. Dataflow in entire ring and in reduced part of the ring

In the following phase, each process sends the data received in the previous
phase to its successor and receives new ones from its predecessor. Meanwhile,
the interactions between the particles, whose information has been received at
last, and the particles of the process are computed. In this way, computation
and communication can be executed simultaneously. The whole procedure takes
place until each process has got all the required information. According to the
results in [15], the communication process does not require p − 1 steps. The
passing of the information is determined by the limitation of the interaction
by the radius Rc. If the distance between each two particles of two different
processes is greater than Rc, the communication between these processes can be
omitted, as no interactions have to be computed. In this case, the information of
each particle does not go through the entire ring, but only through that part of it
which contains the processes using its information (Fig. 4). It can be shown that
the number of neighboured processes pmax, which have to be passed, is given by

pmax =
⌈
2p/ 3

√
n
⌉
. (5)

4 Experimental Results

The simulations were carried out on two cluster computers. The first one consists
of one master node (2.4 GHz P4/2 GB RAM) and eight worker nodes (2 GHz
P4/512 MB RAM). In the second cluster computer we used eight nodes (3,06
GHz Dual Xeon/2 GB RAM). In both clusters the nodes are interconnected
via Gigabit Ethernet. We achieved nearly the same speed-up values on both
clusters. This confirms that our algorithmic design and our implementation is
running stable on different environments. Owing to this, only the results on the
second cluster computer are presented in the following. As MPI implementation
we used LAM/MPI 7.1.1 [16]. For the measurements of the speed-up we selected
problem sizes up to 5400 particles which are sufficient for dynamic simulations
and which produced run times from 800 to 3000 seconds on a single node.

4.1 The 2-Dimensional Ising Model

As already mentioned, the computational costs increase by square with the lattic
size (k1×N2), whereas the costs for communication increase linearly with k2×N .
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Furthermore, the constant factor k2 is relatively low because we transmit only
data of the type integer. Hence, we have already achieved very good speed-up
values for comparatively small lattice sizes as displayed in Fig. 5.

Fig. 5. Run times and speed-up values for the Ising model for different lattice sizes
and various partitioning schemes

The measurement values also show that our developed algorithmic solution is
independent from the exact partitioning scheme for a fixed number of processors.
For example, we achieve almost the same values if the lattice is mapped onto
a 1 × 4, a 2 × 2 or a 4 × 1 processor array. This statement holds true for our
simulation solution to the Heisenberg model as well.

4.2 The Heisenberg Model

Computation and communication costs have exactly the same relations to the
lattice size as in the Ising model. However, because of the transmission of vectors
of type real and not of integers, the effort to communicate is now higher. Addi-
tionally, the number of communicational steps is greater. Hence, the benefits of
a parallelization affect only the higher lattice sizes as shown in Fig. 6.

4.3 The Model of the Magneto-Dipolar Glass

The computational costs increase as a square of the particle number. The speed-
up values depend on the amount of reduction of the communication in the par-
allel simulation due to the limited radius of the used sphere in the Lorentz cavity
method (see Fig. 4). For instance, by using 8 processors one saves 3 communica-
tional steps, if less than 3600 particles are computed according to (5). However,
the simulation of more particles can save even 5 communicational steps. It can
be explained as follows: the higher the number of particles, the higher the parti-
cle concentration is, and the lower the critical radius Rc. Fig. 7 displays the run
times and the speed-up values.
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Fig. 6. Run times and speed-up values for the Heisenberg model

Fig. 7. Run times and speed-up values for magneto-dipolar glass model

We also calculated the Karp-Flatt metric [17], which expresses the experi-
mentally determined serial fraction, for all three simulations. On condition that
this value remains nearly constant for increasing numbers of used processors and
particles, then, it means that the problem has been decomposed very well with
respect to parallelization. We found out that this metric is decreasing with the
number of processors. Hence, the influence of the serial fraction is reduced as
the problem sizes increases, and we can achieve nearly ideal speed-up.

5 Conclusion

The herein presented work showed that an efficient parallelization of magnetic
simulations, demanding intensive efforts for computation and communication,
is possible even on small-sized cluster computers with a standard network like
Gigabit Ethernet. This was demonstrated for three models. The well-known
Ising model provides satisfying speed-up values at already small lattice sizes, and
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this by means of the checkerboard algorithm. For the Heisenberg model and the
magneto-dipolar glass we could achieve almost optimal speed-up values, which
are dependent on the size of the system. Above all, this was made possible by the
overlapping of communication and computation. In particular, for the magneto-
dipolar glass model, which has the most challenging communication scheme, we
achieved also good speed-up values. This was made possible by exploiting the fact
that the information interchange can be limited to the critical distance length.
Hence, it is to assume that for sufficiently large problem sizes these parallel
simulations are also applicable for grid computing systems in which latency and
bandwidth performance is much lower than in a cluster computer.
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Abstract. Conventional middleware technologies lack the support for handling 
dynamic aspects of the new pervasive computing environment. Reflective mid-
dleware is a principal and efficient system which can deal with ubiquitous envi-
ronment. It can reliably and quickly deliver important events and filter useless 
ones. In this paper we propose a new reflective and reliable context-oriented 
event service paradigm. The proposed event service supports reliable communi-
cation as well as reflective filtering through the adapters. It also supports reflec-
tive and dynamic context-oriented channel management for evenly distributing 
the load. An experimentation with six PCs reveals that the proposed scheme out-
performs an existing popular commercial middleware in terms of event delivery 
speed. The improvement gets more significant as the size of event increases. 

Keywords: Adapter, context-oriented channel, event service, middleware,  
reflective filtering. 

1   Introduction 

In the past many researchers have developed various middleware technologies to 
facilitate the development of the systems and applications in the distributed comput-
ing environments. Despite aiding the development of distributed applications, the 
conventional middleware technologies lack the support for handling the dynamic 
aspects of the new pervasive computing environment. In the pervasive computing 
environment the applications require a middleware that can be effectively adapted 
according to the changes in the environment. Such middleware is called adaptive and 
reflective middleware [1,2]. 

Adaptive middleware is a software system whose functional behavior can be 
modified to effectively react to the change in the environment or requirements [3,4]. 
Reflective middleware is the next logical step to take once an adaptive middleware 
is achieved. A reflective system is a one that can examine and reason about its ca-
pabilities and operating environment, allowing it to self-adapt at runtime. The re-
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flective middleware is a principal and efficient system for dealing with highly  
dynamic environments yet supporting the development of flexible and adaptive 
systems and applications [1,2,5]. 

In the pervasive computing environment the adaptive and reflective middleware 
needs to reliably and quickly deliver and receive the events, that is, the contexts on 
the environment, system, user, etc. to adapt itself at runtime. It also needs to be able to 
distinguish important events from useless ones frequently generated. The require-
ments have been tried to be satisfied by various middleware products that are charac-
terized as the message oriented middleware, message queuing, or publish-subscribe 
model. The publish-subscribe model is a representative event transmission model 
widely used. The existing products based on the model are JMS (Java Message Ser-
vice), CORBA event service [6], and TIBCO RV [7]. The event service provided by 
CORBA is intended to support decoupled, asynchronous communication among the 
objects. However, it is not reliable. Thereby, the event service of TAO [8] and Visi-
broker [9], the representative CORBA-based middleware, separately supports reliable 
communication. Most CORBA-based middleware including TAO and Visibroker also 
support filtering to process unwanted events, which is handled mainly by the event 
channels. In that case, the filtering causes an overhead at the event server in providing 
the event and notification service. 

In this paper we propose a reflective context-oriented event service architecture ex-
tending the CORBA event service. The proposed event service supports reliable 
communication as well as reflective filtering in the adapters to reduce the overhead of 
filtering. It can be done by reflectively filtering the meaningless events out at the 
server, client, and channel, respectively. The proposed event service also supports 
reflective and dynamic context-oriented channel management for evenly distributing 
the loads. An experimentation with six PCs reveals that the proposed scheme outper-
forms the popular commercial event-based middleware, TIBCO RV, in terms of event 
delivery speed. The improvement gets more significant as the size of event increases. 

The rest of the paper is organized as follows. Section 2 describes the publish-
subscribe model. Section 3 presents the proposed reflective context-oriented event 
service for pervasive computing. Section 4 evaluates the performance of the proposed 
scheme, and Section 5 concludes the paper with some remarks. 

2   The Publish-Subscribe Model 

2.1   Event Service 

In the publish-subscribe model the suppliers produce events while the consumers 
receive them from the event service server. Both the suppliers and consumers connect 
to one or more event channels. An event channel transfers events from the suppliers to 
the consumers without requesting the suppliers to have information on the consumers 
or vice versa. The event channel works as a central mediator in the event service 
server. It is responsible for supplier and consumer registration; clear, timely, and 
reliable event delivery to all the registered consumers; and controlling errors associ-
ated with unresponsive consumers. The event service server provides two models for 
event transfer - the push model and pull model. With the push model, the suppliers 
push events to the event channel through the proxyconsumer, and the proxysupplier of 
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the event channel pushes events to the consumers. Figure 1(a) shows the push type 
event delivery. Note that the arrow originated from the server points the client [6]. 

For the pull model, event transfer occurs in the opposite direction of the push 
model: the consumers pull events from the event channel mediator through the proxy-
supplier, and the proxyconsumer of the event channel pulls events from the suppliers. 
The pull model is shown in Figure 1(b). 

 

Fig. 1. The push and pull model 

Event channels allow multiple suppliers and consumers to connect to them. Since 
the suppliers and consumers may want to use different models for event delivery, the 
event channel supports four different combinations of the push and pull model; 
push/push, push/pull, pull/push, and pull/pull model for supplier and consumer, re-
spectively. These four models differ in the degree of activeness of the suppliers and 
consumers. 

2.2   TIBCO 

The standard components of TIBCO Rendezvous [7] include a TIBCO API library 
and a Rendezvous communications Daemon (RVD). Here each process links to a 
version of the Rendezvous API library. In most environments, one RVD process runs 
on a host computer. It has add-on components such as Router Daemon (RVRD) and 
transactional manager RVTX to enhance the capability. Figure 2 illustrates the struc-
ture of TIBCO Rendezvous, where Computer 1 runs Program A and a daemon proc-
ess while Computer 2 runs two programs, B and C, which connect to the network 
through a single Rendezvous daemon process. All the three programs can communi-
cate with one another through the daemons [7].  

As seen in Figure 2, an RV, which connects to an RVD instance and a service  
port of a TIBCO Information Bus (TIB), is used for sending and/or receiving the  
 

 

Fig. 2. The structure of TIBCO Rendezvous 



142 S.K. Song, H.Y. Youn, and U. Kim 

 

messages. The TIB is a virtual channel in the TRDP/UDP/IP protocol. The TRDP 
(TIBCO Reliable Data Protocol) sits on top of the unreliable UDP to support reliable 
message delivery. To support WAN-wide communication, the TIBCO RV needs one 
RVRD on each subnetwork. It also needs one RVTX per network for transactional 
management. The TIBCO RV supports reliable, certified, and transactional messag-
ing. For reliable messaging, the RVD manages message delivery and the RV infra-
structure is used for sending or receiving the messages. In Certified Messaging (CM), 
for persistent and non-persistent messages, the RVD no longer concerns the reliability 
but used only as a message channeling media; the RV infrastructure contains addi-
tional services handling the CM. The RV peers can use either unicast, multicast, or 
broadcast to transmit the messages to the subject-based destination. The receiving 
peers need to subscribe to a subject to receive the relevant messages. In unicast mode, 
the sender uses the unique ID of the receiving peer represented by the subject to send 
the messages to the receiver (1-to-1). In multicast mode, the multicast IP addresses 
are used to specify a group of computers to which the messages need to be transmit-
ted. In broadcast mode, the messages are transmitted to all the computers in the net-
work, regardless of whether or not there exist active subscribing peers [7]. 

3   The Proposed Event Service 

The proposed event service is a new reflective and reliable context-oriented event 
service embedded in the CALM (Component-based Autonomic Layered Middleware) 
research project [10,11]. 

 

Fig. 3. The flow of context-oriented channel management using the adapters 

3.1   Operational Mechanism 

The proposed reflective and reliable context-oriented event service is an extension of 
CORBA-based omniEvent service [12]. It consists of adapters, event channel man-
ager, and channels as shown in Figure 3. The operational mechanism of the proposed 
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event service is as follows. When operating as an event server, the event channel 
manager registers at the naming service (Act. 1). The supplier and the consumer 
search the location of the event server (Act. 2). When an adapter establishes a connec-
tion to a server, it uses a default channel to request a channel creation of certain prop-
erties, consisting of context and specific adapter information (Act. 3). The default 
channel is an adapter group channel, which is managed by the platform administrator 
residing in the discovery module. The event channel manager creates an event chan-
nel and assigns an appropriate name (Act. 4). Then the adapter is treated as a context 
supplier. The created event channel is monitored by the manager along with the con-
text supplier for dynamic management. If other adapters request a specific context 
through the adapter group channel, the discovery agent provides the channel name 
matching to the context to let them connect to a context-oriented event channel (Act. 
5). The context supplier transmits context information through the context-oriented 
event channel and then the adapter group receives them (Act. 6-9). 
 
• Adapter 
The adapter has various properties. First, it supports developers in the development of 
the systems and applications using the reflective context-oriented event service. The 
developers need not consider the details about channel creation, channel selection, 
etc. since the adapter automatically sends a request of a channel creation to the event 
channel manager and connects to the channel after it is created. Second, the adapter 
supports multithread and has one event queue per each supplier and consumer. The 
event queue is used to support reliable communication. Third, the adapter allows 
filtering. In case of the suppliers it filters out useless events the consumers do not 
want to receive according to the filtering criteria received from the filtering monitor 
of the channel it connects to. 

 
• Event Channel Manager 
The event channel manager is responsible for managing the context-oriented chan-
nels. When operating as an event server, it registers at the naming service. The sup-
plier sends a request of a channel creation to the event channel manager using the 
registered information at the event server. The consumer inquires the event channel 
manager whether a relevant channel has been created or not. 
 
• Context-Oriented Channel 
The context-oriented channel decouples the communication between the suppliers and 
consumers for allowing asynchronous communication. It consists of a ConsumerAd-
min object, a SupplierAdmin object, a filtering monitor, an event queue, and proxies. 
The ConsumerAdmin object is responsible for adding the consumers while the Sup-
plierAdmin object is responsible for adding the suppliers. Whenever it adds a con-
sumer, the ConsumerAdmin creates a proxysupplier. On the contrary, whenever a 
supplier is added, the SupplierAdmin creates a proxyconsumer. The event queue is a 
circular buffer. It stores the events received from the suppliers to support reliable 
communication. The size of the queue is determined according to the size of the sys-
tem resource and context, and transmission frequency. The filtering monitor monitors 
and analyzes filtering criteria of the consumers through relevant proxysupplier, and 
informs the adapters of the suppliers on the outcomes. 
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3.2   Reflective Channel Management 

Context-oriented channel creation and management of the proposed reflective and 
reliable context-oriented event service are dynamically performed according to the 
requested context by the agent via the discovery operation through the hierarchical 
context structure. The naming service with the discovery module and the context-
oriented channel manager adopt a hierarchical context structure for reflection.  
Furthermore, the reflective context-oriented event service uses the COIDL (Context-
oriented Interface Definition Language) to categorize the context into respective  
representative type, which is used in the hierarchical context structure. The COIDL 
defines and categorizes the contexts for specific intelligent agent service and groups 
the contexts into a hierarchical structure. The COIDL explicitly defines the role of the 
components by defining the prefix, middle, and suffix using the Hungarian Notation 
and CORBA IDL to efficiently manipulate the contexts. The context-oriented dy-
namic channel in the event service can assure rebinding of a protocol and optimized 
transmission according to the type of the transmitted event data. Here the client  
developers do not have to know the specific name of context channel or context struc-
ture. They only need to concern what kinds of context information will be used. 

 

Fig. 4. The structure of context-oriented channel management 

Each adapter has a default channel for the communication with other adapters. The 
transmitted event data correspond to specific context information of the agents. The 
reflective channel server employs a hierarchical context structure with the COIDL and 
the naming service as shown in Figure 4. The context information is used by the con-
text-oriented channel which is managed by the event channel manager. The context-
oriented channel is automatically created, named, and deleted with the channel message 
generated by the event channel manager. This mechanism lets the system administrator 
avoid unnecessary task and waste of the system memory due to unused channels. 

3.3   Reliable Communication 

The proposed event service uses event numbering and event queues to support  
reliable communication. The format of an event of the proposed event service is as 
follows; 
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struct EventHeader { 
bool                            ACK; 
unsigned short            EventNumber; 
unsigned short            Size; 
any                              EventData; 

}; 

 
The event channel and adapter have an event queue, respectively. Reliable com-

munication is provided as follows; the adapter of a supplier stores events at its own 
event queue before sending them to the event channel. Thereafter, it sends the events 
to the event channel. It waits for an acknowledgment from the event channel after 
sending the events. If the adapter receives an ACK from the event channel and the 
event queue is full, it overwrites the Acked events with new events until the events 
are Acked. In case that the adapter receives a retransmission request from the event 
channel, it resends the events stored in the event queue. 

 

Fig. 5. The retransmission structure between the event channel and consumers 

The event channel receives the events transmitted from the adapter of a supplier. 
It checks the number and size of the received event. In case that the number or size of 
the received event is invalid, the event channel requests the adapter of the supplier to 
resend the missing or invalid size event. Otherwise, the event channel stores the re-
ceived event at its own event queue. The event channel receives an event as soon as it 
sends the events to the consumers. If the event channel receives retransmission re-
quests from the consumers, it handles them separately. That is, each proxysupplier of 
the consumer requesting a retransmission resends the events stored in the event queue 
as shown in Figure 5.  

The adapter of the consumer receives the events transmitted from the event chan-
nel. It checks the number and size of the received event. If they are invalid, it requests 
the event channel to resend the missing or invalid size event. 

3.4   Reflective Filtering 

The objective of the reflective filtering is to prevent waste of the event queue of the 
event channel due to useless events and reduce the network load. The process for 
reflective filtering is shown in Figure 6. The adapter of the consumer connects to an 
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event channel and sends its filtering criteria to the relevant proxsuppliers at the same 
time. The filtering monitor of the event channel monitors and analyzes the filtering 
criteria of the consumers and sends the result of analysis to the adapters of the suppli-
ers. The filtering monitor is normally in sleeping mode but activates itself upon re-
ceiving a new filtering criterion from the consumers or an event channel of a new 
consumer connects to it. The adapter of the supplier receives the filtering criteria from 
the filtering monitor of the event channel. The adapter of the supplier filters out the 
events that the application has not indicated to receive from the event channel. 

 

Fig. 6. The process for reflective filtering 

An example of the reflective filtering process is shown in Figure 7. We assume that 
Consumer 1 wants only the contexts of Set AA, Consumer 2 wants only the contexts of 
Set BB, and Consumer 3 and Consumer 4 want only the contexts of Set CC and DD, 
respectively. We also assume that Consumer 1, 2, 4 connect to the event channel first. 
The filtering monitor of the event channel monitors and analyzes the filtering criteria 
of the consumers. It sleeps after sending the result of analysis, the filtering criteria of 
(AA BB DD), to the adapters of the suppliers. The adapters of the suppliers filter 
out the events of (AA BB DD) and send only the events of (AA BB DD) to the 
event channel. When Consumer 3 connects to the event channel later, the filtering 
monitor wakes up and sends the filtering criteria of (AA BB CC) to the adapters of 
the suppliers after analyzing the new filtering criteria. After this, it returns to sleep 
mode again. 

 

Fig. 7. An example of filtering process 
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4   Performance Evaluation 

The performance evaluation has been carried out concerning message transmission 
efficiency and compares the proposed event service, omnievent service, and TIBCO 
RV. The test platform includes six Windows XP-based PCs. These PCs are identical, 
each with one 2.1-Ghz CPU and 512-Mbyte RAM. In case of the proposed event 
service and omnievent service two PCs host a supplier and a naming server, respec-
tively and the remaining 4 PCs host the consumers. In case of the TIBCO RV one PC 
is a sender (supplier), which connects to its local RVD instance, and four PCs are 
subscribers (consumer), which are connected to their local RVD instances. Figure 8 
and 9 show the average transmission time of 1000 test runs in case of one-to-one and 
one-to-many connection, respectively. 

Figure 8 shows that the proposed event service is slightly slower than the omnievent 
service since the omnievent service does not support reliable communication. Figure 9 
shows the performance of the proposed event service and TIBCO RV in case of one-
to-one and one-to-four connection. Observe that the proposed event service always 
outperforms the TIBCO RV. Especially, the difference gets more significant as the 
event size increases for one-to-many connection. The elapse time of message transmis-
sion of the TIBCO RV exponentially increases while that of the proposed event service 
shows little increase. This reveals that the performance of the proposed event service is 
not so much influenced by the number of consumers, implying high scalability. 
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Fig. 8. The performance of the proposed event service and the omnievent service 
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Fig. 9. The performance of the proposed event service and TIBCO 
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5   Conclusion 

The importance of event service is very high in the pervasive computing environment. 
In this paper we have proposed a new reflective and reliable context-oriented event 
service supporting reliable communication, reflective channel management, and re-
flective filtering through the adapters. The proposed event service has been imple-
mented in the CALM developed by the authors. It reduces the network load of 
CORBA-based event servers using reflective filtering and allows efficient and reliable 
event service using context-oriented channel management.  

The future work is to implement additional functions of the reflective context-
oriented event service; interoperability function supporting communication with het-
erogeneous platform such as DCOM, .NET, and EJB, dynamic protocol binding to 
adapt to diverse network environment, transaction service, etc. In the future more 
research will also be carried out to consider other middleware such as light weight 
CORBA and real-time CORBA. 
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Abstract. This paper introduces a new interconnection network called X-torus 
(cross-torus). An X-torus network is an enhancement of torus network by 
adding some crossing links. Hence, the distant nodes can be reached by using 
these links with fewer hops compared to the torus network. Comparisons with 
some popular networks such as 2D mesh, 2D torus and E-torus show that  
X-torus has shorter diameter, shorter average distance and larger bisection 
width. It also retains advantages such as symmetric structure, constant degree 
and scalability of the torus network. A simple distributed routing algorithm for 
X-torus network is also proposed, which identifies shortest path with only the 
address of the source and destination. In all, X-torus network is potentially an 
attractive interconnection network topology. 

1   Introduction 

The interconnection networks have been widely used in various areas, such as parallel 
multi-computer, multi-processor systems, networks of workstations and deep space 
communication. It can be represented as a graph, where a processor is represented as 
a node and the communication channel between each two nodes is represented as an 
edge. The interconnection networks are commonly evaluated by parameters such as 
diameter, average distance, bisection width and so on. The diameter and the average 
distance are commonly used to describe and compare the static network performance 
of the topology. The diameter of a network is the maximum distance between two 
nodes along a shortest path. The average distance is the mean distance between all 
distinct pairs of nodes in a network. An interconnection network with small diameter 
and average distance implies potentially small communication delay. Bisection width 
is defined as the minimum number of channels that must be removed to partition the 
network into two equal parts. It is a critical factor in determining the performance of a 
network because in most cases, the messages generated in one half of the network are 
needed by the other half. Large bisection width will remove the bottleneck of the 
bisection links. 
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Among the existing topologies, the family of torus is one of the most popular 
interconnection networks due to its desirable properties such as regular structure, ease 
of implementation and good scalability[1]. It has been used in many practical systems 
such as Cray T3D, Cray T3E [2], Fujitsu AP3000 [3], Ametak 2010 [4], Intel 
Touchstone [5] and so on. Recently, Avici Systems also uses torus as the switching 
fabrics of the terabit routers [6]. Nowadays, much of the community has moved on to 
lower-dimensional topologies such as 2D torus [7]. 2D torus can offer easy scalability 
compared with the high dimensional torus. But the diameter and the average distance 
of 2D torus are small. What’s more, the degree of 2D torus is only four, which cannot 
provide high path diversity. A variation of the 2D torus has been used in the MasPar 
MP-2 [8], called extended-torus (E-torus), which is an 8-degree network. E-torus can 
be viewed as a combination of two 2D torus topologies. It reduces the diameter at the 
cost of adding too many links. Hence, the cost is very high. 

In this paper, we propose a new interconnection network called X-torus (cross-
torus), which improves the performance of the torus topology. The suggested network 
has attractive properties such as smaller diameter, smaller average distance, larger 
bisection width and better scalability than the torus and its variation. 

2   X-Torus Topology 

2.1   Definition  

As is shown in Fig. 1, X-torus network is a two-dimension topology. The topology 
can be placed in an X-Y frame and each node is labeled as (a,b). For notational 
simplicity, let [s]t=s mod t for all ∈I and t∈I+, where I is the set of integers and I+ is 
the set of positive integers. 

Definition 1. A kx×ky X-torus network is a graph Gx=(Nx, Cx), defined as:  

xN ={(a,b) 0 a k , 0 b }X yk≤ ≤ ≤ ≤  

C { ( , ), ( , ) | (( [ 1] ) ( [ ] [ ] ))

(( , ), ( , ) N }

/ 2 / 2

)

X a b a b a a b b n a a k b b k

a b a b X

x yx yu u v v u v u v u v u v

u u v v

k k= = = ± = + = +

∈

where x yk 2,k 2≥ ≥ ,(ua, ub) and (va, vb) are the coordinates of the nodes u and v 

respectively.  
We focus our attention on the case of kx ky=k in this paper. Results for the  

case of kx ky are omitted due to space limit and can be found in [9]. From Fig.1, we 
can see that X-torus use links to connect the node (a,b) and the node 
(

k
[ ]a / 2k+ ,

k
[ ]b / 2k+ ). This leads to better performance as will be seen in  

the next section. The degree of X-torus network is dependent on the parity of k. If  
k is even, the degree is 5 and if k is odd, the degree is 6. When k is even, the link  
that connects the node (a, b) and the node (

k
[ ]a / 2k+ ,

k
[ ]b / 2k+ ) is the same  

with the link that connects the node (
k

[ ]a / 2k+ ,
k

[ ]b / 2k+ ) and the node 

(
k k

[[ ] ]a / 2 / 2k k+ + ,
k k

[[ ] ]b / 2 / 2k k+ + ). Therefore, the degree for even k is 

smaller than that for odd k. 



 X-Torus: A Variation of Torus Topology 151 

 

 
           (a) 5×5 X-torus              (b) 4×4 X-torus 

Fig. 1. Illustration of X-torus topology 

2.2   Properties 

A topology is evaluated in terms of a number of parameters. In this paper, we are 
interested in symmetry, diameter, degree, average distance, scalability and bisection 
width. Let D and d be the diameter and the average distance of a k×k X-torus 
respectively. 

Theorem 1. The diameter of a k×k X-torus is / 2 1k +  if k is odd and / 2k if k is 

even. 

 

Fig. 2. Illustration of the distance of nodes from the source 

Proof: Case 1: k is odd; 
A k×k X-torus is shown in Fig. 2 with edges omitted for clarity. In the figure, the 
nodes use different labels to show their different distance from the source node (0, 0). 
Nodes of the same distance from the source are connected with dashed lines and use 
the same labels. For example, nodes that are one hop away from the source node use 
purple color with horizontal lines inside. It is obvious that the grass-green nodes with 
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no lines inside are the furthest from the source. It takes  / 2 1k +  hops to reach 

them. Hence, the diameter is / 2 1k + . 

Case 2: k is even; 
The diameter in this case can be derived in a similar way with that in Case 1. As is 
shown in Fig. 2 (b), it is obvious that the blue nodes with diagonal lines inside are the 
furthest from the source. It takes  / 2k  hops to reach them. Hence, the diameter 

is / 2k .                                                                                                                          

Before we present the average distance of X-torus, we introduce Lemma 1 below. 

Lemma 1. For a k×k X-torus, let s(i) be the number of the nodes that is i hops away 
from the source node (0,0), it can be calculated by the following equations: 

(a) when k is odd 
8 2         1

( )
2 2       

i i D
s i

D i D

− ≤ <
=

− =
 (1) 

(b) when k is even 

5              1

( ) 8 4       2

4 6      

i

s i i i D

k i D

=
= − ≤ <

− =
 (2) 

Proof: Case 1: k is odd: 
As is shown in Fig.2 (a), the node (0, 0) has been chosen as the source. Other nodes 
use different labels to show their distance from the source. It is obvious that s(1)=6 
because the source has six neighbors.  

For 1<i<D, from the figure, we can see in Quadrant I there are i+(i+1)=2i+1 nodes 
that are i hops away from the source. Similarly, there are (i-1)+(i+1)=2i, 2i+1 and 2i 
nodes in Quadrant II, III and IV respectively. Hence, the number of nodes that are i 
hops away from the source is the sum of these four parts minus 4 (because 4 nodes are 
calculated twice), i.e. 

s(i)=2i+2i+(2i+1)+(2i+1)-4=8i-2 

For i=D, it is obvious that s(i)=2 / 2k =2D-2. 

                              Thus, 
8 2         1

( )
2 2       

i i D
s i

D i D

− ≤ <
=

− =
 

Case 2: k is even: 
From Fig.2 (b), it can be easily seen that s(1)=5 because the source has five neighbors 
in this case. 

For 1<i<D, in Quadrant I there are i+(i+1)=2i+1 nodes that are i hops away from 
the source. Similarly, there are (i-1)+(i+1)=2i, (i-2)+(i+1)=2i-1 and 2i nodes in 
Quadrant II, III and IV respectively. Hence, s(i) is the sum of these four parts minus 4 
(because 4 nodes are calculated twice), i.e. 

s(i)= (2i+1) +2i+ (2i-1)+2i-4=8i-4 

For i=D, it is obvious that in Quadrant I, s(i)=D+(D+1)=2D+1. Similarly, there are 
(D-1)+D=2D-1, (D-2)+(D-1)=2D-3 and 2D-1 nodes in Quadrant II, III and IV 
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respectively. Hence, s(i) is the sum of these four parts minus 2 (because 2 nodes are 
calculated twice), i.e. 

s(i)= (2D+1) +(2D-1)+ (2D-3)+ (2D-1)-2=8D-6=4k-6 

        Thus, 

5              1

( ) 8 4       2

4 6      

i

s i i i D

k i D

=
= − ≤ <

− =
                                                                          

Theorem 2. The average distance of a k×k X-torus is k/3 1/ 4+ when k is odd and 
2k/3 1/ 2( 1) 1/ 2 1/( 1)k k+ − + − + . 

Proof: Case1:   k is odd; 
From the definition of the average distance, we can obtain 

1

( )

1

D

i

s i i
d

N=

×=
−

 (3) 

Substituting equation (1) into equation (3) yields, 

21

2 2
1 1

( 1) (2 )
(8 2) (2 2) 1 1 12 2

(8 2) k
1 1 3 41 1

k

D

i i

k k
i i D D

d i i
N N k k

−

= =

+ ×
− × × −= + = − × + = +

− − − −
 

Case 2:   k is even; 

1
2

2 2 2 2
1 2

(4 6)( ) 1 5 1 1 1 12(8 4) k
1 3 2 11 1 1 2( 1)

k
D

i i

k
ks i i

d i i
N kk k k k

−

= =

−×= = − × + + = + + −
− +− − − −

.  

2.3   Routing Algorithm 

Since X-torus topology is based on the torus topology, all the routing algorithms 
designed for torus topology can be used in X-torus. However, these algorithms cannot 
make use of the cross links. Hence, they are not the shortest path routing algorithms 
for X-torus. In this section, we propose a simple shortest path routing algorithm. 

Definition 2. Z direction is defined as the rotation of X axis anticlockwise by 45o, as 
is shown in Fig. 3.  The positive direction of Z (Z+) is defined as the direction from 

the node (0, 0) to the node ( / 2xk , / 2yk ). The negative direction of Z (Z-) is 

defined as from the node (0, 0) to the node (- / 2xk ,- / 2yk ). 

Without loss of generality, we choose the node (0, 0) as the source node and the 
node ( , )x yΔ Δ  as the destination node. Fig. 3 plots a k×k X-torus for k is odd with 

edges omitted for clarity. From it, we can easily see that if the node ( , )x yΔ Δ is in the 

area A, the message can choose either X or Y direction. If the node ( , )x yΔ Δ is in the 
area B or D, the message can choose Z+ or Z- direction respectively. If the node 
( , )x yΔ Δ is in the area C or E, the message can choose either Z+ or Z- direction 
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Fig. 3. Illustration of five parts divided by the routing algorithm 

randomly. Similar results can be obtained when k is even. Since for each hop, the 
message is closer to the destination, the algorithm is optimal in terms of the length of 
a path. A formal shortest path routing algorithm is given as follows. 

ShortestPathAlgorithm 
// D_Forward: the direction to forward the current message; 
Begin 
 switch (k) 
 case I: k is odd 
 { 
  if ( 0)x y= Δ =  

   send the message to the local node and EXIT; 
  if ( ( 1) / 2)x y kΔ + Δ ≤ −   // ( , )x yΔ Δ  is in the area A; 

   D_Forward=Select ( , )x yΔ Δ ; 

  else if ( 0 0)x and yΔ > Δ >   // ( , )x yΔ Δ  is in the area B; 

   D_Forward=Z+; 
  else if ( 0 0)x and yΔ < Δ <   // ( , )x yΔ Δ  is in the area D; 

   D_Forward=Z-; 
  else        // ( , )x yΔ Δ  is in the area C or E; 

   D_Forward=Z+ or Z-;      //choose either Z+ or Z-; 
 

} 
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case II: k is even 
{ 

  if ( 0)x y= Δ =  

   send the message to the local node and EXIT; 
  if ( / 2)x y kΔ + Δ ≤                  

   D_Forward=Select ( , )x yΔ Δ ; 

  else        
   D_Forward=Z+;   

} 
EXIT 
Select(d1,d2)// choose one direction between d1 and d2; 
{ 

r=random(0,1);   //choose 0 or 1 with equal probability for r; 
if (r=0) 
    { if (d1>0)  return X+; 

  else  return X-; 
} 

 else 
{ if d2>0 return Y+; 

  else   return Y-; 
} 

} 

3   Comparisons with Some Popular Topologies 

In this section we compare X-torus with some popular topologies such as 2D mesh, 
2D torus and E-torus. Table 1 summarizes the degree, diameter, average distance 
and bisection width of these topologies, each with k×k =N nodes. In the following, 
the topologies are compared in terms of symmetry, path diversity, scalability and  
so on. 

Table 1. Comparisons of the popular topologies 

       Parameter 
Topology  

Degree Diameter Average  distance Bisection width 

2D Mesh 2 or 3 or 4 2k k k 

2D Torus 4 k k/2 2k 
E-Torus 8 / 2k  k/3 1/ 2+  6k 

X-Torus 
(k is odd) 

6 / 2 1k +  k/3 1/ 4+  2k +k  

X-Torus 
(k is even) 

5 / 2k  k/3 1/ 2+  2 / 2 2k k+  
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Symmetry  
A graph is said to be regular if all the nodes in the graph have the same degree, and 
homogeneous if all the nodes in that graph are topologically identical [10]. Clearly 
homogeneity implies regularity but the reverse does not always hold. X-torus network 
is homogeneous and regular. Complete regularity of X-torus network can lead to a 
better performance. 

Path Diversity 
Interconnection networks should have path diversity to provide load balance and fault 
tolerance [11]. The degree of 2D mesh and 2D torus is less than that of the other two 
topologies, so the lower connectivity will naturally lower the degree of fault 
tolerance. X-torus network has a fixed degree, which is irrespective of the size. 

Average Distance 
As Table 1 shows, the average distance of X-torus is very small, because it makes use 
of the crossing links to reach the distant nodes with fewer hops. When compared with 
2D torus, X-torus has half of the average distance. E-torus has a similar average 
distance with X-torus. But it is an 8-degree topology, which requires 4k2 links for a 
k×k network. However, k×k X-torus only requires 3k2 links and achieves similar 
average distance. 

Scalability 
Interconnection networks should scale economically and incrementally. Recently, 
much of the community has moved on to lower-dimensional topologies [7], which can 
offer better scalability than higher dimensional topologies. In an X-torus, the smallest 
extension unit is a row or a column, i.e. a one dimensional sub graph. In the high 
dimensional torus, for example, 3D torus, the smallest extension unit is a plane, i.e. a 
two dimensional sub graph. Therefore, the scaling complexity of X-torus is O(n) 
compared to O(n2) which is higher. Hence, the X-torus network is superior to the high 
dimensional torus in aspect of scalability. 

Bisection Width  
Bisection width is defined as the minimum number of channels that must be removed 
to partition the network into two equal parts. For example, when a 4×4 2D torus 
expands to an 8×8 network, the bisection width doubles, but the messages that cross 
the bisection plane are increased by 4 times ( because the number of nodes is 
increased by 4 times). Thus, the network performance will degrade after expansions. 
This problem doesn’t exist in X-torus because it has O(k2) bisection width.  The 
bisection links are no longer the bottleneck when the network scales. 

Network Cost 
The network cost is defined as degree×diameter[12,13,14]. From Table 1, the cost of 
X-torus is the smallest among the four topologies. The nap will become more 
apparent as the number of the nodes increases. Thus X-torus is superior to the other 
topologies with the same number of nodes in terms of the network cost. 

In general, no single topology can provide every desired feature. Considering 
symmetry, path diversity, average distance, scalability and network cost, which are 
the basic requirements for the interconnection networks, X-torus network is an 
attractive candidate topology. 
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4   Conclusions and Future Work 

In this paper, we proposed a new interconnection network, X-torus network. It has 
many advantages such as symmetry, easy scalability. The topological properties of the 
X-torus network indicate that it is a more cost-effective approach for interconnection 
networks, compared to the existing topologies. We also present a simple self-routing 
algorithm in X-torus network, which is optimal in terms of path length. 

A lot of issues concerning X-torus network require further research. Some of them 
are: broadcasting, multicast routing and fault tolerant routing. Broadcasting and 
multicasting are fundamental collective communication operations. What’s more, as 
the number of nodes in an X-torus network increases, the chance of failure also 
increases. Hence, it is essential to design a fault-tolerant algorithm that can route 
packets in the presence of faulty components. 
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Abstract. This paper provides an algorithm for finding feedback vertex
set in rotator graphs. Feedback vertex set is a subset of a graph whose
removal causes an acyclic graph and is developed in various topologies
of interconnected networks. In 1992, Corbett pioneered rotator graphs,
whose interesting topological structures attract many researchers to pub-
lish relative papers in recent years. In this paper, we first develops feed-
back vertex set algorithm for rotator graphs. Our algorithm utilizes the
technique of dynamic programming and generates a feedback vertex set
of size n!/3 for a rotator graph of scale n, which contains n! nodes. The
generated set size is proved to be minimum. Finding a minimum feedback
vertex set is a NP-hard problem for general graphs. The time complex-
ity of our algorithm, which finds a minimum feedback vertex set for a
rotator graph of scale n, is proved to be O(nn−3).

1 Introduction

Rotator graph, which is first proposed in 1992[1], is a family of Cayley graph and
has rich topological properties, such as symmetric structure, recursive construc-
tion, low diameter, unique shortest path routing, and so on. A rotator graph of
scale n, or denoted as an n-rotator, contains n! nodes in which every node has a
unique permutation of 123. . .n. The generation function gi inserts first symbol
of a permutation to the ith position, where 1 < i ≤ n. A 3-rotator is shown in
Fig.1. The bold lines are bi-directional edges. A feedback vertex set, or called
FVS, is a vertex subset of a graph whose deletion induces the remaining graph
acyclic. The FVS are applied in many applications, such as mutual exclusion
[2], data security[3], scheduling[4], optical networks[5][6], and so on. A minimum
FVS, or denoted as MFVS, is a FVS that contains smallest number of vertices.
Published papers[7][8] proved that finding MFVS is a NP-hard problem in gen-
eral and bipartite graphs. In recent years, FVS algorithms are also developed in
mesh and butterfly[9][10], hypercube[11], star graph[12], and shuffle-based inter-
connection networks[13]. We first proposed a FVS algorithm in rotator graphs in
this paper. The dynamic programming techniques are applied in our algorithm.
The main idea is that we utilize the FVS of a smaller scale graph to build that
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Fig. 1. A 3-rotator

of a larger one. The size of the feedback vertex set generated by our algorithm
is proved to be minimum.

2 Definitions

Used lemmas and definitions are introduced in this section. A rotator graph of
scale n is denoted as an n-rotator in which every node has a unique permutation
of 123. . .n. The outgoing edges of one node can be represented as generation
functions, g2, g3, . . . , and gn. Function gi inserts first symbol of a permutation to
the ith position to form a resultant node. Terms of node, vertex, and permutation
are interchangeable in this paper, so are edge and link.

Definition 2.1. Let u be a node in a rotator graph. Node u*gi denotes the
resultant node of applying gi to node u.

For example, 12345*g3=23145.

Definition 2.2. Let Vi,j of a rotator graph be the set of all permutations whose
ith position is j.

For instance, V2,1 = {2134, 2143, 3124, 3142, 4123, 4132} for a 4-rotator.

Definition 2.3. Let FVS(n) denote a feedback vertex set of an n-rotator.

Although applying g2 twice to one node makes a routing from itself to its neigh-
bor and back, it does not be considered as a cycle in our discussion. As illustrated
in Fig.2, a 3-rotator contains two node disjoint cycles, 123 → 231 → 312 → 123
and 213 → 132 → 321 → 213. If we remove node 123 and 132, the remaining
graph will contain no cycle. Thus 123, 132 is a FVS of a 3-rotator. In addition,
g3g3g3 is the smallest cycle in a rotator graph and an n-rotator contains n!/3
disjoint cycles of length 3.

3 Algorithm

The FVS algorithm illustrated in this section applies the techniques of dy-
namic programming. That is, the FVS of an n-rotator, denoted as FVS(n), is



160 C.-C. Hsu et al.

213

231 321

312 132

123

g3

g
3

g
3

g3

g3g3

Fig. 2. Two node disjoint cycles in a 3-rotator

obtained by using that of a (n-1)-rotator. FVS(3)={123, 132} is easily observed.
The method of finding FVS(4) is described below: Nodes in a 4-rotator can be
categorized into V1,1, V2,1, V3,1, and V4,1 and each category consists of 6 nodes.
FVS(4) is initialized an empty set. We first add V1,1 to FVS(4). The remaining
graph of removing V1,1 from a 4-rotator is denoted as G(4-rotator - V1,1). Indeed,
G(4-rotator - V1,1) does not contain any cycle that includes any node in V2,1 or
V3,1. The reason is that any cycle contains at least one gk, where k ≥ 3, and the
generation gk will left shift symbol 1 of the permutations in V2,1 or V3,1. If cycle
exists, symbol 1 must be shifted to the first position eventually and then rotated
to a correct position. Because V1,1 had already been removed, symbol 1 can
not be left shifted to the first position. Thus the cycle does not exist. Therefore,
G(4-rotator - V1,1) does not include any cycle that contains node in V2,1 or V3,1.
Hence, nodes in V1,1 are the only candidates to add to FVS(4). Nodes in V1,1
are the form of ***1, where *** represents any legal permutation. Hence, finding
cycles in G(4-rotator - V1,1) can be viewed as finding cycles in a sub 3-rotator
of V4,1. Because rotator graphs are node symmetric and the feedback vertex set
of a 3-rotator, 123, 132, is already known, the FVS of the sub 3-rotator V4,1
can be easily solved by a symbol transformation. For example, FVS(3)={123,
132} implies that 1234, 1324 is a FVS of V4,1. By exchanging symbol 1 and 4,
we obtain that 4231, 4321 is a FVS of V4,1. Therefore, a FVS of a 4-rotator is
the union of V1,1 and 4231, 4321 = {1234, 1243, 1324, 1342, 1423, 1432, 4231,
4321}.

Lemma 3-1. For an n-rotator, G(n-rotator - V1,1) does not contain any cycle
that includes any node in V2,1 or V3,1.

Proof. First, every node in a cycle has a predecessor and a successor node. Be-
cause V1,1 has been removed, nodes in V2,1 do not have any successor node. Thus
G(n-rotator - V1,1) contains no cycle that includes any node in V2,1. Second,
every cycle contains at least one g3 function, which left shift symbol 1 of nodes
in V3,1 and connects to nodes in V2,1. Because V2,1 do not have any successor
node in G(n-rotator - V1,1), there is no cycle that includes any node in V3,1.
This lemma is verified. ��
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Lemma 3-2. Let C be a cycle in G(n-rotator - V1,1). Every node in C belongs
to the same vertex set Vi,1, where 4 ≤ i ≤ n.

Proof. Suppose cycle C contains nodes S1 and S2, where S1 ∈ Vi,1, S2 ∈ Vj,1,
and j �= i. First consider the case that i > j. The path from S2 to S1 must pass
at least one node ∈ V1,1. Because G(n-rotator - V1,1) does not contain any node
∈ V1,1, the path from S2 to S1 does not exist. Second, if i < j, the path from
S1 to S2 does not exist with the same reason. This lemma is proved. ��
By lemma 3-2, in the remaining graph of removing vertex set V1,1 from a rotator
graph, every node in a cycle belong to the same sub rotator graph Vi,1, where
i > 3. That is, in G(n-rotator - V1,1), nodes in a cycle have a property that
symbol 1 in the same position. In order to indicate node properties, we divide
a permutation into two parts, head sequence and tail sequence. Suppose that
symbol 1 of permutation S is in the ith position. Head sequence of S is the first
i−1 symbols and tail is the ith to the last symbols. For example, for node 43125,
head sequence is 43 and tail sequence is 125. In addition, we define length of
head/tail sequence is the number of symbols in head/tail sequence. If symbol
1 is in the first position for a permutation, of course, this node has no head
sequence. A property can be observed: An n-rotator contains one sub (n − 1)-
rotator graph in which every node has tail length is 1. In addition, n-rotator
also contains n−1 node-disjoint sub (n−2)-rotator in which every node has tail
length 2. For example, in a 5-rotator graph there is one sub 4-rotator with tail
length 1. Nodes in the sub 4-rotator are of the form ****1, where * represents
any legal symbol. In addition, this 5-rotator also has four sub 3-rotator graphs
with tail length 2. These four sub 3-rotator are ***12, ***13, ***14, and ***15.
A general expression of the property is shown in lemma 3-3.

Lemma 3-3. An n-rotator contains Pn−1
n−k−1 disjoint sub k-rotator graph in

which every node has tail length n− k, where k ≥ 3.

Proof. Every node in an n-rotator graph has permutation length n. Nodes in
a sub k-rotator have the same tail sequence whose length is n− k. Because the
first symbol of the tail sequence is 1, the number of distinct k-rotator is therefore
(n− 1)(n− 2) . . . (k+ 1) = Pn−1

n−k−1 . In addition, because nodes in different sub
rotator graphs have different tail sequences, these sub rotators are node disjoint.
The lemma is verified. ��
The steps of finding a FVS in an n-rotator is described in the following: First, we
add the set V1,1 of an n-rotator to FVS(n). Second, by lemma
3-3, the remaining graph can be divided into a number of isolated sub rotator
graphs. The feedback vertex set of the whole graph can be obtained by joining
the feedback vertex set of these distinct sub graphs. Since a rotator graph is node
symmetric, the feedback vertex set of a rotator graph can be easily transferred
to that of identical size of sub rotator graphs. For example, a feedback vertex
set of a 3-rotator is 123, 132. Obviously, 1234, 1324 is the feedback vertex set
of sub 3-rotator graph with the form ***4. The feedback vertex of sub rotator
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graph ***1, ***2, and ***3 is obtained by exchanging symbol (1,4), (2,4), and
(3,4) of node 1234 and 1324, respectively. Thus the feedback vertex set of ***1,
***2, and ***3 are 4231, 4321, 1432, 1342, and 1243, 1423, respectively.

We illustrate the steps of acquiring the feedback vertex set of a 5-rotator
graph. In the beginning, FVS(3)={123, 132} and FVS(4)={2134, 3124, 2143,
4132, 4132, 3142, 2341, 2431} is already known. This assumption is reasonable
because FVS(4) is only a joint of 4 isolated sub 3-rotator graph and FVS(3)
is quite simple to be observed. We initialize FVS(5) = V1,1 ={12345, 12354,
12435, 12453, 12534, 12543, 13245, 13254, 13425, 13452, 13524, 13542, 14235,
14253, 14325, 14352, 14523, 14532, 15234, 15243, 15324, 15342, 15423, 15432}.
By lemma 3-3, a 5-rotator contains one 4-rotator graph with tail length 1 and
the sub 4-rotator is of the form ****1. We use FVS(4) to obtain the FVS of the
sub 4-rotator ****1. The FVS of the sub 4-rotator {25341, 35241, 25431, 45321,
45321, 35421, 23451, 24351} is added to FVS(5). In addition, a 5-rotator also
contains four isolated sub 3-rotator graph with tail length 2, which are ***12,
***13, ***14, and ***15. Each of these 3-rotator contains a FVS of size 2. These
FVS of these sub 3-rotator are easily obtains from FVS(3), {123, 132}. The FVS
of ***12, ***13, ***14, and ***15 are {34512, 35412}, {24513, 25413}, {23514,
25314} and {23415, 24315}, respectively. These four sets are also add to FVS(5).
In summary, FVS(5) contains 24+8+2*4=40 elements.

The algorithm of finding feedback vertex set of a rotator graph is given below:

Algorithm 3-1. Feedback vertex set finding in rotator graphs.

Input: the scale of rotator graph, n.

Output: the feedback vertex set of an n-rotator, FVS(n).
Steps:

1. Initialize FVS(n) = V1,1.

2. for k = 3 to n− 1 do

Add FVS of Pn−1
n−k−1 units of sub k-rotator graph to FVS(n).

loop

Lemma 3-4. The output FVS(n) of Algorithm 3-1 is correct.

Proof. The first step of Algorithm 3-1 adds V1,1 to FVS(n). By lemma 3-2,
symbol 1 of every node in a cycle in G(n-rotator - V1,1) must be in the same
position. In other words, if symbol 1 is in the ith position, the generations in the
cycle can only be g2, g3, . . . , and gi−1. This cycle is therefore being limited in a
sub (i-1)-rotator. Our algorithm joins feedback vertex sets of these sub rotators
to acquire the feedback vertex set of the whole graph. Step 2 adds all feedback
vertex sets of sub graphs whose node has tail sequence length n − 3, n − 4,
. . . , and 1 to the FVS(n). All sub rotators are considered in our algorithm, the
aggregation of the feedback vertex set is the feedback vertex set of the whole
graph. ��
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Lemma 3-5. The size of FVS(n) generated by Algorithm 3-1 is n!/3.

Proof. The number of nodes in FVS(n) is denoted as |FVS(n)| . We prove this
theorem by induction.

1. Because FVS(3)={123, 132}, |FVS(n)| =n!/3 holds for n = 3.

2. We assume that |FVS(n)|=n!/3 is true when n = k.

3. When n = k + 1,

|FVS(n)|=k! + Pk
0 * |FVS(k)| +Pk

1* |FVS(k-1)| + . . . +Pk
k−3 * |FVS(3)|

= k! + Pk
0 * k!/3 +Pk

1* (k-1)!/3 + . . . + Pk
k−3 * 3!/3

= k! + k!/3 * (k-2)

= (k+1)*k!/3

= (k+1)!/3

= n!/3. This lemma is proved. ��

Lemma 3-6. The size of FVS(n) generated by Algorithm 3-1 is minimum.

Proof. An n-rotator contains n!/3 disjoint cycles of size 3 and these cycles are
formed g3g3g3. Therefore, to eliminate all possible cycles need to remove at least
n!/3 nodes from an n-rotator. By Theorem 3-2, the size of FVS(n) generated by
Algorithm 3-1 is n!/3. Thus, it is minimum. ��

Lemma 3-7. The time complexity of Algorithm 3-1 is O(nn−3), where n is the
size of rotator graph.

Proof. Let t(k) be the time complexity of finding FVS(k) by using Algorithm
3-1. We assume t(3) = 1 because FVS(3) can be easily observed. The time
complexity t(n) is expressed follows:

t(n) = Pn−1
0 ∗ t(n− 1) + Pn−1

1 ∗ t(n− 2) + . . .+ Pn−1
n−4 ∗ t(3). (1)

t(n+ 1) = Pn
0 ∗ t(n) + Pn

1 ∗ t(n− 1) + . . .+ Pn
n−3 ∗ t(3). (2)

From (1) and (2):

t(n+ 1)
n

=
t(n)
n

+ Pn−1
0 ∗ t(n− 1) + Pn−1

1 ∗ t(n− 2) + . . .+ Pn−1
n−4 ∗ t(3). (3)

From (2) and (3):
t(n+ 1)

n
=
t(n)
n

+ t(n) (4)

From (4): t(n)=
∏n

k=4 =O(nn−3), n ≥ 3. ��
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4 Conclusions

This paper provides an algorithm for finding minimum feedback vertex sets for
rotator graphs. Finding minimum Feedback vertex set is a NP-hard problem for
general graph. For an n-rotator, our algorithm generates a feedback vertex set
of size n!/3 in O(nn−3). The size of the set is proved to be minimum.
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Abstract. This paper presents performance results for parallel algo-
rithms that compute the longest common subsequence of two strings.
This algorithm is a representative of a class of algorithms that compute
string to string distances and has computational complexity O(n2). The
parallel algorithm uses a variable grid size, runs in O(p) supersteps (syn-
chronization phases) and has linear communication costs. We study this
algorithm in BSP context, give runtime estimations and compare the
predictions to experimental values measured on three different parallel
architectures, using different BSP programming libraries and an efficient
implementation for sequential computation. We find that using the BSP
model and the appropriate optimized BSP library improves the perfor-
mance over plain MPI, and that scalability can be improved by using a
tuned grid size parameter.

1 Introduction

In this paper, we discuss different performance results obtained for computing
the length of the longest common subsequence (LLCS) of two strings, using the
BSP model and optimized communication libraries. This is a standard problem
for parallel dynamic programming. Hence, the results presented here can serve
as a reference for the ability of different approaches to BSP programming to
improve the performance on such problems (e.g. the edit distance problem and
other types of string comparison).

Computing the LLCS sequentially is a well-studied problem. It can be solved
using a simple dynamic programming algorithm [1], and parallelized on a BSP
computer using a wavefront approach [2]. We extend this approach using the
same method as in [3] to use a variable block size for parallel dynamic pro-
gramming. This improves the performance, especially when the problem size is
large. We study this BSP dynamic programming approach and give a perfor-
mance model for predicting the running time. For sequential computation, both
a linear space dynamic programming approach and a more efficient bit-parallel
algorithm were implemented. A survey of bit-parallel algorithms for various kinds
of string comparison can be found in [4].
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In our experiments, we only compute the length of the LCS, which is a measure
for the similarity of the input strings. The LCS itself can be obtained in a post-
processing step. For a simple LLCS algorithm (without bit-parallelism), such a
post-processing step is described in [5]. Extracting the actual longest common
subsequence using bit-parallelism could be done in the same asymptotic time
by saving the whole dynamic programming matrix and then running a second
sweep of this matrix, using the method from [6]. A parallel (but non-BSP) LCS
algorithm using bit-parallelism and a linear processor array is studied in [7].
Garcia et al. [5] propose a CGM algorithm for computing the LCS. Alves et al.
[3, 8] describe CGM algorithms for computing the edit distance and string sim-
ilarity, using different block grid sizes for dynamic programming. These results
are similar to our experiments, and both CGM implementations achieve good
speedup. However, none of the CGM algorithms used bit-parallel algorithms for
sequential computation. Furthermore, none of these results were obtained using
optimized BSP libraries like PUB [9] or the Oxford BSP Toolset [10] (Oxtool).
Bit-parallel computation largely improves sequential computation performance
and leads to lower communication costs, hence it is interesting to study under
which circumstances speedup can still be obtained. Furthermore, we examine the
running time predictability and show performance results for different parallel
systems and libraries.

2 The BSP Model

The BSP model was introduced by Valiant in [11]. It describes a parallel com-
puter with the tuple of parameters (p, f, g, l). The performance of the individual
processors in the parallel machine is characterized by the fixed time f needed to
perform a primitive operation. The performance of the communication network
is characterized by a linear approximation, using parameters g and l. The first
parameter, g or communication gap, describes how fast data can be transmit-
ted continuously by the network after the transfer has started. Its inverse 1/g
is equivalent to the effective bandwidth. The communication latency l is the
time overhead that is necessary for starting up communication. A BSP compu-
tation is divided into supersteps, each consisting of local computations and a
communications phase. At the end of each superstep, the processes are synchro-
nized using a barrier-style synchronization. Consider a computation consisting
of S supersteps. For each specific superstep 1 ≤ s ≤ S, let hin

s be the max-
imum number of data units received and hout

s the maximum number of data
units sent by each processor in the communication phase. Further, let ws be
the maximum number of operations in the local computation phase. The whole

computation has separate computation cost W =
S∑

s=1
ws and communication cost

H =
S∑

s=1
hs with hs = max

p
(hin

s + hout
s ). The total running time is given by

the sum T =
S∑

s=1
Ts = f ·W + g ·H + l · S.
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3 Problem Definition and Simple Algorithm

Let X = x1x2 . . . xm and Y = y1y2 . . . yn be two strings on an alphabet Σ of
constant size σ. A subsequence U of a string is defined as any string which can
be obtained by deleting zero or more elements from it, i.e. U is a subsequence
of X when U = xi1xi2 . . . xik

and iq < iq+1 for all q with 1 ≤ q < k. Given
two strings X and Y , a longest common subsequence (LCS) of both strings is
defined as any string which is a subsequence of both X and Y and has maximum
possible length. We consider the problem of finding the LCS length, which will
be denoted as LLCS(X , Y ).

The basic dynamic programming algorithm for this problem defines the dy-
namic programming matrix L0...m,0...n as follows (see e.g. [1]):

Li,j =

⎧⎪⎨⎪⎩
0 if i = 0 or j = 0,
Li−1,j−1 + 1 if xi = yj ,
max(Li−1,j , Li,j−1) if xi �= yj .

(1)

The value Li,j is equal to LLCS(x1x2 . . . xi, y1y2 . . . yj). Using dynamic pro-
gramming [1], the values in this matrix can be computed in O(mn) time and
space.

The BSP version of the algorithm is based on a simple parallel algorithm
for grid DAG computation. Matrix L is partitioned into a grid of rectangular
blocks of size (m/G) × (n/G), where the parameter G specifies the grid size.
A wavefront Wa consists of all blocks (b, c) for which b + c − 1 = a (with
1 ≤ a ≤ 2G − 1 and 1 ≤ b, c ≤ G). The data in all blocks from wavefront
Wa only depends on the data in the blocks of wavefront Wa−1. These blocks
can be processed in parallel and we can compute matrix L in 2G − 1 parallel
stages, assuming p = G processors are available. Our BSP algorithm requires
(2G − 1) · G/p supersteps, assuming the ratio α = G/p to be an integer. After
running the parallel algorithm, processor G mod p holds the part of L which
contains the LLCS. At the end of each superstep, we need to communicate the
rightmost column and bottom row of the local part of L. When subproblem
blocks are assigned to processors block-cyclically, the values in the bottom row
and the corresponding part of string X can be kept locally and do not have to be
transferred using the communication network, because one processor is always
assigned blocks from the same column.

For simplicity, we assume that from now on the strings have equal length
n = m and that the input data distribution is block-cyclic with blocks of size
�n/G�. In estimating the computation time, we need to consider that in general,
there are less than G/p blocks in every wavefront. The number of blocks only
equals G/p when the wavefront reaches the middle diagonal of the block grid.
Input data and intermediate results have to be transferred for G(G − 1) blocks
(results have to be transferred for all blocks in the grid not located at the right
border, and input data for the second string has to be fetched for all blocks not
on the diagonal). Individual characters are stored in one byte, and 4-byte/32-
bit integer values represent the dynamic programming matrix elements. Each
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processor sends a column of matrix elements and receives a part of the second
input string, which is distributed block-cyclically1. Still assuming that G = αp
with an integer α, we get

T (α) = f · (pα(α + 1)− α) ·
⌈
n

αp

⌉2

+ g · 5 · α(αp − 1)
⌈
n

αp

⌉
+ l · (2αp− 1) · α . (2)

The parameter α can be used to tune the performance of the algorithm. Knowing
a minimum block size b for which the sequential algorithm achieves good per-
formance (e.g. the processor’s cache size), the value of α can be pre-calculated
before computation: α = 5·n

p·b . This choice of α ensures that all the data necessary
for computing one row of a dynamic programming matrix block can be stored
in a memory block of size b. In the experiments, this method established good
balance between having to minimize overhead from partitioning small problems
into too many blocks, and achieving higher computation speed when the data
for the local computations can be stored in the CPU cache.

4 Bit-Parallel Algorithm

Computing the LLCS using the standard dynamic programming approach is by
far not the fastest method available. Let w be the bit-length of a machine word.
Assuming that both integer and bitwise Boolean operations are available, the
sequential computation time can be reduced by an approximate factor of 1/w
using algorithms proposed by Crochemore et al. [12]. The basic idea of these
algorithms is to work with the differences in the dynamic programming matrix
ΔLi,j = Li,j − Li−1,j . These differences have either the values 0 or 1, and thus
can be encoded as a bit string. The different bit-parallel algorithm variants have
a general structure in common: they compute ΔLi,j as a function of ΔLi−1,j

and a mapping M(x), which maps a character x to a bit string of length n (i.e.
the height of the dynamic programming table). Performance is gained because
the values of ΔLi,j can be computed using integer and bitwise Boolean oper-
ations, which work on w bits in parallel. In the following, we will use · · · to
denote bitwise negation (one’s complement), · · · ||| · · · to denote bitwise inclusive
or, and · · · & · · · to denote bitwise and operations. Our implementation uses
the algorithm from [12]. The other variants differ from this one in the number
of operations used in the recurrence. However, all variants include integer oper-
ations that can create a carry which propagates downwards in the ΔL matrix.
This keeps the data dependence pattern of the basic dynamic programming al-
gorithm and makes the same wavefront approach necessary that was used in the
previous section.

For implementing the mapping M(x), we use the method of storing all the
bit-vectors in an array of size O(n ·σ), which is simple and fast, but also memory
1 Another method would be to broadcast the second input string to all processors at

the beginning. This is not done here to preserve memory-efficiency when working on
long strings of equal length.
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inefficient (see [13] for different methods). For computing parts of the dynamic
programming matrix, the sequential algorithm gets the carry values and ΔL(m)
as input. For the left and top boundaries, the carry values can be initialized with
zeroes, and ΔL0,··· with ones respectively. The columns of ΔL are computed as
ΔLj,··· = f(ΔLj−1,···,M(xj)) = Carry + ΔLj−1,··· + (ΔLj−1,··· & M(xk)) |||
(ΔLj−1,··· & M(xk)) The LLCS can be obtained by counting the number of
zeros in ΔL(m, . . . ), as is proven in [12].

To obtain the LLCS in the parallel algorithm, the zero bits in all parts of
ΔLm,... at the right side of the block grid are counted and summed up. This
can be done in one additional superstep. We introduce a modified asymptotic
computation speed f ′, which will have a value of approximately 1

wf (see Ta-
ble 1). The BSP running time for the parallel dynamic programming algorithm
using bit-parallel computation is obtained similarly as described in the previous
Section. We get:

T (α) = f ′ · (pα(α+ 1)− α) ·
⌈
n

αp

⌉2

+ g · 1
2
· α(αp− 1)

⌈
n

αp

⌉
+ l · ((2αp− 1) · α+ 1) . (3)

5 Experiments for the Simple Algorithm

All of the experiments were conducted on three different parallel machines at
the Centre for Scientific Computing at the University of Warwick. The first
one (skua) is an SGI Altix shared memory machine with 56 Itanium-2 1.6GHz
nodes and a total of 112GB main memory. The second one (argus) is a Linux
cluster with 31 × 2-way SMP Pentium4 Xeon 2.6 GHz processors and 62 GB
of memory (2 GB per 2-processor SMP node); it has good local computation
performance but a slow communication network (100 Mbit Ethernet). The third
system (aracari) is an IBM Myrinet cluster with 64 × 2-way SMP Pentium3
1.4 GHz processors and 128 GB of memory (2 GB per 2-processor SMP node). It
offers very good communication performance, but has slow individual processors.
For the experiments, three different BSP programming frameworks were used:
the Oxford BSP Toolset [10], PUB [9] and an MPI implementation that provides
the same interface, based on MPI-1 (aracari and argus) or MPI-2 (skua).

Input strings were generated randomly and had equal length. The first set of
experiments was run using string lengths between 8192 and 65536, and values
of the grid size parameter α between 1 and 5, to study the predictability for
small problem sizes. Table 1 shows the values of f used for prediction, which

Table 1. Experimental values of f and f ′

Simple Algorithm (f) Bit-Parallel Algorithm (f ′)
skua 0.008 ns/op 130 M op/s skua 0.00022 ns/op 4.5 G op/s
argus 0.016 ns/op 61 M op/s argus 0.00034 ns/op 2.9 G op/s
aracari 0.012 ns/op 86 M op/s aracari 0.00055 ns/op 1.8 G op/s
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were obtained by measuring local computation times for one run. The values of
l, g used to create the predictions were measured beforehand by timing random
permutations using the put primitive, as this best matches the implementation’s
communication pattern.

On the shared memory system (skua), the predictions for Oxtool and MPI
matched the experimental results very well (see Table 3). The predicted running
times were lower than the measurements using PUB, the same behavior was ob-
served for the matrix multiplication algorithm. Good efficiency of up to 80% is
achieved by Oxtool and MPI. PUB only achieves approximately 60% because its
effective communication bandwidth is lower. On the distributed memory/Ether-
net system (argus), best predictability is achieved by Oxtool. This is due to its
low synchronization latency. The advantages of the optimized libraries for small
messages can be seen particularly well on this system: the run time for the MPI
version improves drastically when using smaller values of the grid size parameter
α. When α is larger, the dynamic programming algorithm particularly benefits
from the low synchronization latency of Oxtool. The implementation on top of
MPI has very high latency, and thus produces long running times even for small
problem sizes. Best efficiency and superlinear speedup on 4 processors is achieved
by Oxtool and PUB with slight advantages for Oxtool. MPI cannot benefit from
the lower computational costs for higher values of α, as these are compensated
by higher synchronization costs. On the distributed memory/Myrinet system
(aracari), best predictability is achieved by MPI and Oxtool, the mean relative
prediction error is smaller than 5% for all numbers of processors. Best efficiency
is achieved by PUB and Oxtool for similar reasons as on argus. PUB benefits
from having a low synchronization latency, Oxtool has the better effective band-
width. On average, both achieve similar performance. The performance for MPI
drops when the number of processors is larger, as its synchronization latency
becomes higher.

The performance of the algorithm was evaluated by running it on larger
problems and using an optimized value of α. The speedup results are shown
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in Figure 1. It can be seen that there are few differences between MPI, PUB and
Oxtool for large problems. For short strings, Oxtool and PUB show advantages
over MPI on the message passing systems (aracari and argus), particularly
when the number of processors is large. On skua, PUB obviously has difficul-
ties when the communication cost is too large, and achieves substantially lower
speedup than MPI or Oxtool. The speedup graphs also demonstrate well that
MPI only achieves comparable speedup to an optimized communication library
if the problem size is large.

6 Experiments for the Bit-Parallel Algorithm

The bit-parallel algorithm shows much better local computation performance
(see Table 1) on all systems and also has lower communication costs. However,
the asymptotic computation speed on skua is only reached for very large problem
sizes.

Supplying the sequential computation code in assembly instead of C++
is likely to improve performance and predictability for this algorithm on skua.
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Fig. 2. Speedup on aracari, 4 processors

However, we still used the C++ code
to ensure portability. As the perfor-
mance for the problem sizes that arise
in our experiments is not constant us-
ing this code, running times on skua
cannot be predicted accurately us-
ing a constant value of f . The pre-
dicted running times are smaller than
the measured times, especially when
the block size decreases if α is larger
or more processors are used. On the
other systems, the predictions were of
similar quality as the ones made for
the simple LLCS algorithm. On aracari, PUB shows a performance drop when
the communication cost becomes larger than approximately 2048 bytes.

Table 3 shows the results for efficiency and prediction error. On all sys-
tems, the speedup (i.e. the efficiency multiplied with the number of processors)
achieved when using the bit-parallel sequential algorithm is lower compared to
the experiments using the standard algorithm (however, the running time using
the bit-parallel algorithm is always lower than using the standard algorithm).
On the shared memory machine, this is caused by a lower sequential computa-
tion speed for small subproblem sizes (as discussed above). An increased grid
size leads to lower sequential computation performance, as this decreases the
subproblem size. However, further increasing the problem size on the shared
memory system presumably would yield better speedup.

On the distributed memory systems, the parallel speedup when using bit-
parallel computation instead of the standard algorithm is also lower. Still, good
speedup is obtained both on Myrinet (aracari) and Ethernet (argus). The best
performance on argus is achieved by Oxtool, and the performance of PUB is
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Table 2. Experimental result summary. The number of bullets specifies the perfor-
mance that was achieved by each library, ranging from • (lowest performance compared
to the other libraries) to ••• (best performance).

Experiments Oxtool PUB MPI
Shared memory (skua)
LLCS (standard) ••• • ••
LLCS (bit-parallel) •• ••• •
Distributed memory, Ethernet (argus)
LLCS (standard) ••• •• •
LLCS (bit-parallel) ••• •• •
Distributed memory, Myrinet (aracari)
LLCS (standard) ••• •• •
LLCS (bit-parallel) •• ••◦a •
a Best performance until drop at h = 2048 bytes.

only slightly worse. On 10 processors, the difference between plain MPI and the
optimized libraries is most visible. When using higher values of α, PUB and
Oxtool achieve better speedup, whereas MPI shows decreasing performance due
to its high overhead for small communication costs. When using 4 processors
on aracari, the performance drop of PUB, starting at a certain communication
cost, is clearly visible (see Figure 2). When the number of processors and hence
the block grid size increases, the communication cost becomes lower and PUB
shows very good performance. When using a large grid size on aracari, PUB
outperforms both MPI and Oxtool.

7 Conclusions

Experiments were conducted on three different parallel machines: a shared mem-
ory system and two PC clusters, one with an Ethernet, the other with a Myrinet
interconnection network. We compared the performance of different communi-
cation libraries: PUB, the Oxford BSP Toolset, and a simple BSP library based
on MPI. PUB and the Oxford BSP Toolset both implement optimizations to
improve communication performance. Our benchmarking algorithm computes
the length of the longest common subsequence of two strings. This algorithm
has linear communication cost and quadratic computation cost. Performance
predictability was very good. However, when using an efficient sequential imple-
mentation, good speedup could only be obtained for very large problem sizes.
The PUB implementation of this algorithm showed very good performance when
the communication cost is small. Table 2 shows a short summary of all results.
In general, using an optimized communication library for bulk-synchronous par-
allel dynamic programming algorithms improves performance particularly when
the problem size is small, or many processors are used. When using an efficient
sequential implementation, it can be difficult to achieve good parallel speedup,
as communication is a larger part of the overall running time then.
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Appendix: Tables

Table 3. Efficiency and mean relative prediction errors

Oxtool PUB MPI
α Efficiency rel. error Efficiency rel. error Efficiency rel. error

(in %) (in %) (in %) (in %) (in %) (in %)

LLCS Computation — Standard Algorithm
... on skua
16 processors
1 52.15 1.9 39.65 23.4 56.29 4.0
3 76.76 4.1 66.49 18.9 75.94 5.7
5 83.03 5.4 63.37 16.5 80.91 9.2
32 processors
1 51.07 4.8 37.03 27.0 50.81 3.8
3 71.29 9.5 51.93 22.4 67.16 9.2
5 68.17 15.2 52.64 19.6 57.34 16.4

... on argus
4 processors
1 80.41 1.7 80.54 2.2 79.96 3.3
3 110.35 3.7 109.15 11.0 - -
5 117.90 5.1 115.41 17.7 108.83 1.4
10 processors
1 70.59 8.1 71.22 6.7 67.39 7.3
3 96.80 12.0 96.44 20.0 - -
5 96.79 13.4 94.14 30.0 43.31 1.4

... on aracari
32 processors
1 34.45 2.6 34.36 4.3 33.08 4.4
3 48.91 3.9 48.35 3.6 33.26 4.5
5 43.43 2.9 45.99 5.9 20.92 5.3

LLCS Computation — Bit-Parallel Algorithm
... on skua
16 processors
1 42.48 53.8 44.71 51.1 42.39 53.7
3 30.38 77.4 30.50 76.1 30.23 77.2
5 21.78 84.4 22.23 82.8 21.43 83.7
32 processors
1 27.33 71.0 27.95 70.3 27.11 70.8
3 16.30 84.9 16.80 84.1 16.07 82.8
5 11.41 86.5 11.68 85.4 11.16 82.8

... on argus
4 processors
1 56.09 2.0 56.34 3.4 56.11 2.9
3 79.27 3.9 79.35 10.4 77.53 1.0
5 86.33 8.5 86.44 17.1 81.93 2.8
10 processors
1 47.93 8.9 48.17 8.8 46.95 7.4
3 71.25 1.7 70.33 20.0 - -
5 74.26 2.5 71.25 30.4 42.90 1.9

... on aracari
32 processors
1 45.98 8.3 45.91 9.9 45.14 9.9
3 68.56 3.2 68.51 7.8 56.07 6.1
5 47.85 3.9 70.65 9.5 43.82 6.0
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Abstract. This paper addresses the simulation of communication net-
works with high bandwidth-delay products. We use hybrid models to
overcome the computational/memory barriers that packet-level simula-
tors encounter due to the large number of packets present in the net-
work at every instant of time. We describe a set of software tools that
constructs these hybrid models for general networks. The networks to
be simulated and their parameters are specified in a network description
script language (NDSL) and an NDSL translator automatically generates
the corresponding a model in the hybrid systems specification language
modelica. We also extend our previous hybrid modeling work to several
variants of TCP that appeared recently to improve TCP’s poor perfor-
mance in high bandwidth-delay product networks. To demonstrate the
usefulness of software tools developed and the new TCP hybrid models,
we discuss simulation results from Internet-2 Abilene backbone.

1 Introduction

Packet-level models are the most widely used models to study communication
networks because of their accuracy and simplicity. However, in tracking each indi-
vidual packet as it travels across the network, they require significant processing
and memory for large scale or high bandwidth-delay product networks.

Fluid models attempt to overcome these difficulties by tracking the average
behavior of many flows [1, 2]. These models can be very efficient when the average
rate of traffic does not change very frequently, at the expense of some loss in
expressiveness: they do not capture the dynamics of individual flows neither the
occurrence of discrete events such as drops and queues becoming full/empty.

A hybrid systems approach to modeling networks was proposed in [3]. It is
based on the idea of reducing complexity by considering continuous approxima-
tions to variables like the queue and congestion window size (cwnd) of individual
flows, and yet still modeling explicitly discrete events such as drops. It was shown
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in [3] that UDP and TCP-Sack flows could be accurately simulated using hybrid
models, with simulation times orders of magnitude smaller than ns-2 [4].

This paper describes software tools to simulate computer networks on a signifi-
cant larger scale than before. A Network Description Scripting Language (NDSL)
was developed to specify communication networks, in terms of topology, link
characteristics, traffic sources, queue parameters, etc. This scripting language
is analogous to the ns-2 [4] OTCL language component. An NDSL Translator
was also developed to automatically transform NDSL scripts into the hybrid
systems modeling language modelica, for which several simulation engines are
available.

The only reliable transport protocol supported by the model in [3] is TCP-
Sack. However, it has been well documented that TCP-Sack performs poorly
in networks with high bandwidth-delay products. In this paper, we present
hybrid models of several variants of TCP that were especially developed for
these networks: FAST TCP [5], HighSpeed TCP(HSTCP) [6], and Scalable
TCP(STCP) [7]. Because of complexity issues, the evaluation of these proto-
cols has mostly been restricted to live networks, which limits the topologies and
scenarios that can be tested. With the software tools developed we were able to
carry out a simulation study on the effect of the Round-Trip Time(RTT) on the
throughput of TCP flows and its variants over the Internet-2 backbone addition.
This study is not exhaustive, but it clearly illustrates the use of the simulation
tools developed and their potential impact.

The remainder of this paper is organized as follows. Section 2 presents hy-
brid systems models of transport protocols for high bandwidth-delay networks.
Sections 3 and Section 4 describe the Network Description Scripting (NDSL) and
the NDSL Translator. Section 5 presents a Abilene case study using TCP-Sack
hybrid model and software tools discussed in Sections 3 and Section 4. Section 6
shows case studies of simulation using transport protocols for high bandwidth-
delay networks. Finally, we present our concluding remarks in Section 7.

2 Hybrid Modeling Framework

Hybrid models in this paper are developed based on the hybrid modeling frame-
work presented in [3]. In [3], hybrid models for Queues, TCP and UDP were
introduced. By composing traffic sources and drop models, one can construct
hybrid models for arbitrarily complex networks with end-to-end TCP and UDP
connections. We introduce several new hybrid models of transport protocols for
high bandwidth-delay product networks in this paper. These protocols have been
recently introduced due to the high-speed networks commonly available today.
Their motivation for developing new Internet transport protocols is that current
TCP protocols do not perform well in high bandwidth-delay product networks.
Thus, new protocols such as FAST TCP [5], HighSpeed TCP(HSTCP) [6], and
Scalable TCP(STCP) [7] have been proposed. This section describes hybrid mod-
els of protocols for high bandwidth-delay networks.
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2.1 FAST TCP

Recently, Low et al. proposed FAST TCP protocol [5] for high bandwidth-delay
networks at speeds of upto 10 Gbps and 100 Gbps in the future. FAST TCP
reacts to congestion by using queuing delay in addition to packet loss because in
high bandwidth-delay product networks there is significant amount of time gap
between drop events. For example, it may take over one hour to recover from
a loss event in a TCP connection with 10 Gbps bottleneck and 180 ms RTT.
Therefore, FAST TCP takes account queuing delay in addition to a packet loss
to control size of congestion window (cwnd).

Hybrid model of FAST TCP is based on the algorithms in [5]. The congestion
window control algorithm in this paper is based on the flow level algorithm and
can be derived as follows.

From equation (6) in [5],

wi(t+ 1) = γ

(
diwi(t)
di + qi(t)

+ αi(wi(t), qi(t))
)

+ (1− γ)wi(t)

by subtracting with wi(t) and dividing by RTT,

ẇ =
γ

RTT

((
baseRTT

RTT
− 1

)
∗ w + αi(w, q)

)
where γ ∈ (0,1], and α(w, q) is defined by

α(w, q) =

{
a ∗ w if qi = 0
αi otherwise

In this equation, when a bottleneck queue is empty the cwnd increases expo-
nentially, but when queue starts to fill the cwnd increases by some parameter
α. One of the important factors to decide performance of FAST TCP is how to
decide α value.

Figure 1 shows simple hybrid model for FAST TCP which consists of
congestion-avoidance, congestion-avoidance delay and loss-recovery state. Ar-
row represents transition between these states. Cwnd(wf ) and sending rate(rf )
in each state are defined by specific equation. FAST TCP starts with congestion
avoidance state. If drop occurs, state changes to congestion-avoidance delay. The
duration in the congestion-avoidance delay is a delay between drop and detec-
tion. After a RTT, state changes to loss-recovery and at this time the cwnd
is divided by two. State changes back to congestion-avoidance after successful
retransmission of lost packets.

2.2 HighSpeed TCP

HighSpeed TCP(HSTCP) [6] is a modification to current TCP’s congestion
control algorithm. While most algorithms of HSTCP are similar to those of
TCP-Sack, HSTCP increases cwnd more aggressively and decreases more gen-
tly. To specify a faster response function, HSTCP maintains four parameters,
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cong.-avoidance:
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γ

rtt
((baseRTT/rtt − 1)w
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Fig. 1. Hybrid model for flow f under TCP-FAST

Lowwindow, Highwindow, Highp, and Highdecrease. In addition, to ensure fair-
ness, the HSTCP response function uses the same response function as standard
TCP when the cwnd is below Lowwindow which is 38 packets. For a TCP con-
nection in high bandwidth-delay networks where average cwnd is around 83,000
segments, Highp is set to 10−7. In other words, a packet drop rate of 10−7 allows
the HighSpeed TCP connection to achieve an average cwnd of 83,000 segments.

The following equation specifies increase and decrease parameter α(w) and
β(w) respectively.

α(w) := High2
window ∗Highp ∗ 2 ∗ β(w)/(2 − β(w))

Decrease parameter is computed as follows.

β(w) := (Highdecrease − 0.5)(log(w)− log(W ))/(log(Wh)− log(W )) + 0.5

where W = Lowwindow and Wh = Highwindow. The hybrid model of HighSpeed
TCP uses the same parameter used as in the ns-2. We assume limited slow-start
[8] is used to remove packet losses in the beginning of slow-start.
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2.3 Scalable TCP

Scalable TCP(STCP) [7] is a sender side modification of the TCP congestion
window update algorithm. The motivation behind Scalable TCP is also slow
responsiveness of traditional TCP sender. To perform more aggressive increase of
cwnd, STCP considers the use of the following increase and decrease parameters.
For each acknowledgment received in a round trip time in which congestion have
not been detected

cwnd := cwnd+ α, α = 0.01

and on the detection of congestion

cwnd := cwnd ∗ β, β = 0.875

Because cwnd increases by α for every received acknowledgment, cwnd size
in the next round depends on the current size of cwnd. Increment of cwnd
is proportional to the current cwnd and this is different from the algorithm of
traditional TCP which increases cwnd linearly regardless of current size of cwnd.

3 Network Description Scripting Language (NDSL)

Hybrid models of protocols and queues can be simulated by a program writ-
ten in hybrid systems modeling language such as modelica [9]. Because these
languages are special-purpose languages designed to model physical systems,
implementation becomes complex to computer scientist if large scale communi-
cation networks are simulated. Thus large scale communication networks have
not been simulated with hybrid systems so far. However, Network Description
Scripting Language (NDSL) enables us to simulate large and complex topology
by providing simple user interface.

Developing the NDSL is inspired by ns-2 packet-level simulator. User inter-
face part of ns-2 is written in Object Oriented TCL (OTCL) script language
so that it can support convenient reconfiguration of topologies and traffic. The
NDSL is analogous to the OTCL component of ns-2 by specifying succinctly
large, complex networks. Case studies using NDSL primitives are shown in
Section 5 and Section 6.

4 NDSL Translator

The NDSL translator automatically translates NDSL specification into a
hybrid model expressed in modelica [9] language. NDSL translator first parses
the primitives and parameters. Then, it translates the NDSL primitives into the
corresponding modelica objects. The program generated by NDSL translator can
be fed directly into simulation engines.

The Network library is used when NDSL script is translated into modelica
program. This library contains modules which correspond to the NDSL’s basic
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primitives. The Network library is updated when existing primitives are modified
or a new one is added. The current version of the network library is divided
into several packages, including traffic source, traffic sink, node, link, connector,
function, etc.

The traffic source package contains modelica implementation of traffic sources
such as variants of TCP or UDP. Because the traffic source typically requires
a corresponding sink, the traffic sink package contains TCP sink models. Pa-
rameters associated with links are specified in the link package. These include
bandwidth, propagation delay, and queuing policy. The Connector package con-
sists of input and output “connectors” that are used to connect the basic com-
ponents (e.g., sources, sinks, links). This is analogous to global variables shared
by different functions in general-purpose programming languages. Finally, utility
components are defined in the function and can be invoked by other models. An
example of a utility component is a function computing the sum or minimum
value out of an array.

5 Case Study 1: TCP Fairness on Abilene Backbone
Network

The Abilene Network (shown in Figure 2) is an Internet-2 high-performance
backbone network connecting research institutions to enable the development of
advanced Internet applications and protocols. Recently, it has been upgraded to
10 Gbps using OC-192 circuits. In order to accurately simulate Abilene network,
information related to the topology is required, and the measured propagation
delays between router nodes are shown in Table 1.

In this experiment, we simulated three sets of ten TCP-Sack flows described
in Table 2. Each flow starts randomly between 0 and 10 seconds in the beginning
of simulation and terminates at 40,000 seconds.

This case study shows how hybrid model can be used to compare throughput
of TCP-Sack in Abilene backbone as a function of queue size. To this effect, we
varied throughput while changing the queue sizes from 25,000 to 150,000 packets
in increments of 25,000. We ran 11 hours of simulation time. In high bandwidth-
delay network simulation, one needs to simulate longer time than low or average

Fig. 2. Internet-2 Abilene Backbone Network
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Table 1. Two-way propagation delay between nodes in the Abilene Backbone

source destination prop. delay
Seattle (STTL) Denver (DNVR) 25.608ms

Sunnyvale (SNVA) Denver (DNVR) 25.010ms
Denver (DNVR) Kansas City (KSCY) 10.674ms

Kansas City (KSCY) Indianapolis (IPLS) 9.340ms
Indianapolis (IPLS) Chicago (CHIN) 3.990ms

Chicago (CHIN) New York (NYCM) 20.464ms
Sunnyvale (SNVA) Los Angeles (LOSA) 7.772ms

Los Angeles (LOSA) Houston (HSTN) 31.624ms
Houston (HSTN) Atlanta (ATLA) 19.756ms
Atlanta (ATLA) Washington (WASH) 15.938ms

Washington (WASH) New York (NYCM) 4.412ms
Sunnyvale (SNVA) Seattle (STTL) 16.852ms
Houston (HSTN) Kansas City (KSCY) 15.504ms
Atlanta (ATLA) Indianapolis (IPLS) 10.950ms

Table 2. TCP flows simulated over Abilene Backbone

sets number of flows prop. delay source/destination
set one 10 15 ms ATLA to CHIN
set two 10 28.8 ms HSTN to CHIN
set three 10 69.5 ms SNVA to NYCM

bandwidth-delay network simulation. Note that for a 10 Gbps backbone with
70 ms RTT and 1000-byte packet size, the bandwidth-delay product is 87,500
packets. If the queue size is the same as the bandwidth-delay product, the maxi-
mum cwnd can be as large as 175,000 packets. If the sender detects a congestion
loss at this time, the cwnd reduces from 175,000 to 87,500. Thus it takes 87,500
RTTs to reach queue full, which amounts to 1 hour and 42 minutes. Simula-
tion of this typs of high bandwidth-delay product network was not feasible in
a packet level simulator such as ns-2. However, the hybrid systems simulation
requires no more than 20 minutes of execution time. Altough versions of TCP
adapted to high-bandwidth networks reach steady-state much faster than TCP-
Sack, packet level simulation is still very slow because of large number of packets
in the simulator. This will be discussed in the next case study.

Figure 3 shows fairness ratio between flows in different sets (cf. Table 2). The
fairness ratio FRi,j is defined as the ratio between the average throughput of
flows in sets i divided by the average throughput of flows in j. When the queue
size is 25,000, the average throughput of set one is 3.1 times bigger than the
average throughput of set three but when the queue size increases to 150,000,
the throughput ratio becomes only 1.5. This is consistent with the expectation
that, when the queuing delay increases considerably, it will dominate the RTT
ratio between the two flows sharing common bottleneck. However, in topologies
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Fig. 3. Average throughput fairness between the three different TCP-Sack flow sets
simulated on the Abilene Network

like this one, the precise dependence of the fairness ratio with the buffer size is
difficult to predict without resorting to simulations.

Figure 3 also shows the ratio RRi,j between the average RTTs of the flows
in sets i and j (in the reciprocal order). Since all the flows go through the
same bottleneck (Chicago-Indianapolis), based on the TCP-friendly formula one
could expect the fairness ratio to match the reciprocal of the RTT ratio. The
simulations reveal that this generally underestimates the fairness ratio, especially
when the ratio is far from one. This phenomenon has been confirmed by ns-2
simulations in smaller networks and is further studied in [10].

6 Case Study 2: Simulation of High Speed Transport
Protocols

In the second case study, Internet transport protocols for high speed networks
are compared over Abilene backbone network. We simulated bulk data transfer
using FTP from Los Angeles to New York City. According to Table 1, the prop-
agation delay between these two cities is 71.7 ms. The Bandwidth-delay product
is around 90,000 packets with 1000-byte packet size. Generally, the buffer size
provided in low speed network simulation is as large as bandwidth-delay product
to maximize the throughput. However, in a high-speed network the queue size
often smaller than the bandwidth-delay product because queues require very
high-speed memory [7].

We compared cwnd of four protocols as in the Figure 4 where buffer size is
5,000 packets in the hybrid system. Note that if the bandwidth is 10 Gbps and
the round-trip time is 71.7 ms, the sender requires to send 90,000 packets per
round-trip time to achieve 100% link utilization. However, TCP-Sack does not
utilize full bandwidth most of the time as in the Figure 4. Cwnd of TCP-Sack
goes up to 120,000 in the slow-start, then the sender detects a packet loss. The
sender reduces cwnd to around half of 120,000, and starts to increase cwnd but
only two thirds of the link bandwidth are utilized when cwnd is 60,000. Since
the sender is in a congestion-avoidance mode, it increases cwnd by one for each
round-trip time. Figure 4 illustrates this slow increase of TCP-Sack’s cwnd, and
it takes 30,000 round-trip times (36 min) to fully utilize the total bandwidth.
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Fig. 4. Cwnd of Tcp-Sack, FAST TCP, HSTCP, STCP on the Abilene backbone net-
work where buffer size is 5,000 packets

When cwnd reaches 95,000, another packet loss occurs, and it takes another
32,500 round-trip times to recover.

The cwnd evolution of HSTCP is the same as that of TCP-Sack until packet
losses occur in the slow-start. However, increase rate of cwnd of HSTCP in
congestion-avoidance is faster than that of TCP-Sack. Thus, HSTCP shows 100%
utilization within 35 seconds. HSTCP’s decrease parameter is around one fifth
of TCP-Sack’s in this example and this also enables HSTCP to recover faster
than TCP-Sack from a loss event. HSTCP can recover from a loss event in 8
seconds.

STCP’s cwnd is the same as TCP-Sack’s while it is in slow-start but it does
not reduce cwnd to half when a packet loss is detected. Rather, it reduces cwnd
to 87.5% of previous cwnd. In the congestion-avoidance mode, STCP increases
cwnd by 0.01 for every acknowledgment. In other words, increase parameter of
STCP becomes larger than that of regular TCP when cwnd is over one hundred.
STCP’s recovery time is around one second in this example.

While previously discussed protocols experience a packet loss in the slow-start,
FAST TCP does not experience a packet loss because its congestion control
mechanism reacts to congestion by using queuing delay in addition to a packet
loss. Cwnd of FAST TCP increases exponentially when there is no queuing delay
in the beginning of simulation. However, if queuing delay is greater than zero,
cwnd increases by a function of α value so that the source reduces the sending
rate before the buffer becomes full. This type of simulation is not feasible in ns-2
due to large packet overhead. Therefore, this case study shows that hybrid system
can be used to simulate variation of TCP protocols for high speed network with
far less complexity.

7 Conclusion and Future Work

This paper proposes simulation of communication networks in high bandwidth-
delay products. We use hybrid models to overcome the complexity of packet-
level simulation. We describe a set of software tool that construct these hybrid
models for general communication networks. We also extend our previous hybrid
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modeling work to several variants of TCP that improve TCP’s performance in
high bandwidth-delay product networks. In order to demonstrate the developed
software tools and extended hybrid model, we discuss two case studies on Abilene
Internet-2 backbone network.
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Abstract. High performance and reliability are the main goals of paral-
lel and distributed computing systems. To increase the performance and
reliability of the systems, various checkpoint schemes have been pro-
posed in the literature for decades. However, the lack of general analyti-
cal models has been an obstacle to compare the performance of systems
employing different checkpoint schemes. This paper develops an analyt-
ical model to evaluate the relative response time of systems employing
checkpoint schemes. The model has been applied to evaluate the relative
response time of systems employing RFC (Roll-Forward Checkpoint),
DMR-F (Double Modular Redundancy for Forward recovery), and DST
(Duplex with Self-Test) schemes. The result shows the feasibility of the
model developed in the paper.

1 Introduction

Due to the demand for high performance computing in numerous applications,
parallel and distributed computation using multiple processors has become very
important these days. In the parallel and distributed systems, one of the primary
technical issues is failure handling. This is because the detrimental impact of any
failure gets more significant as the system becomes more complicated. Therefore,
the failure should be quickly identified and corrected to allow desired level of
reliability, and this requirement is relatively more important to mission-critical
applications.

Among software-oriented approaches for achieving this goal, Checkpoint and
Rollback Recovery (CRR) scheme [1]-[4] has been recognized to be effective for
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a large class of applications. In the CRR scheme the state of the system is peri-
odically saved in a stable storage, which is called checkpoint. The checkpoint can
be decided by a programmer or by a compiler[5]. Whenever a fault is detected,
the system rolls back to the last checkpoint and retries the operation from that
checkpoint. Compared to the error recovery from the very beginning, the task
completion time is substantially smaller. The rollback recovery technique is im-
portant in designing reliable computer systems since the majority of failures in
computer systems have been identified as transient or intermittent[6].

Roll-forward recovery approaches [7]-[10] have been proposed to further en-
hance the performance of a system with CRR scheme. The main idea of these
schemes is to reduce the rollback probability by utilizing extra processors for
identifying the faulty processor while the original process is continued. The roll-
forward schemes can thus allow the error recovery without rollback for some
cases of fault distribution, which results in a higher throughput. There exists
a tradeoff between the performance and implementation overhead according to
how the roll-forward approach is realized as shown later.

While numerous roll-forward checkpoint schemes have been proposed in the
literature, the lack of a general model has been an obstacle to compare the
performance of systems employing various checkpoint schemes. The paper de-
velops general analytical models to evaluate the performance of various check-
point schemes in terms of the relative response time. The models developed
in the paper have been applied to the systems employing RFC (Roll-Forward
Checkpoint), DMR-F (Double Modular Redundancy for Forward recovery), and
DST (Duplex with Self-Test) schemes. The result shows the effectiveness of the
models.

The rest of the paper is organized as follows. Section 2 briefly reviews roll-
forward recovery schemes presented in the literature. Section 3 develops general
analytical models to evaluate the relative response time of the system with roll-
forward recovery schemes. Using the models, the performances of the schemes
are also compared in the section. Finally, Section 4 concludes the paper.

2 Review of the Previous Schemes

In the CRR approach, a rollback recovery is required for every detected fault.
In the roll-forward recovery approach, however, some rollbacks are avoided by
identifying the fault-free processor. Earlier schemes differ from each other by
the mechanism how this is done. They are briefly reviewed and compared in this
section.

2.1 DMR-F Scheme

In this scheme[8], two processors, P1 and P2, simultaneously execute the same
task, and the checkpoints from the two processors are compared. If the check-
points match, it is assumed that the system is fault-free and one of the identical
checkpoints is saved in a stable storage. Such matching checkpoint is called
committed checkpoint. If they mismatch, the system is assumed to be faulty and
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another processor, P3 is initiated to identify the fault-free one. In other words,
P3 executes the validation task.

In addition to P3 for rollback validation, two processors are forked from each
processor in the case of mismatch, P11 and P12 from P1, P21 and P22 from P2,
to maintain the original duplex structure from each uncommitted checkpoint.
The execution from each uncommitted checkpoint is called the lookahead execu-
tion. If any checkpoint from the two processors, P1 and P2, agrees with that of
P3 after the rollback validation, the fault-free checkpoint is identified. The two
lookahead tasks forked from the processor with the faulty checkpoint are aban-
doned thereafter, while those from the processor with the error-free checkpoint
are continued for further execution. If there is no match out of the three check-
points, the system needs to rollback to the last committed checkpoint. Therefore
rollback can be avoided if two out of the three processors (P1, P2, and P3) pro-
vide correct checkpoints. If not, the system needs to roll back two intervals. The
rollback distance is two in this case.

2.2 RFC Scheme

It is similar to DMR-F, but uses only one additional processor when there is no
match out of two checkpoints in the duplex system[9]. Between two processors
Pa and Pb, suppose Processor Pb fails during Interval Ij . When there is no match
between the checkpoint Pa and Pb because of the failure of Pb, the spare proces-
sor, Ps, is initiated to identify the fault-free processor. If Ps works correctly, the
checkpoint of Pa and that of Ps will match after Ij . Since Pa is identified as the
fault-free one, the checkpoint of Pa after Interval Ij+1 is copied to Pb for further
execution. Note that one more validation is needed in this scheme because the
operation of Pa during Interval Ij+1 has not yet been verified. Ps re-executes
that operation while Pa and Pb continue the operation during Interval Ij+2. If
the checkpoint of Ps after Interval Ij+1 is identical to that of Pa, recovery is
done without rollback. Otherwise, rollback recovery can not be avoided. There-
fore, in RFC scheme, rollback can be avoided if at least two out of the three
processors (Pa, Pb, and Ps) work correctly during Interval Ij and both of the
two processors (Pa and Ps in this example) succeed for the operation during
Interval Ij+1. In other words, RFC scheme can avoid the rollback when only
a single processor fails within two consecutive intervals. Otherwise, the system
rolls back two intervals.

2.3 DST Scheme

This scheme assumes the existence of a self-tester inside the processor since
typical coarse grain processors contain built-in self-test facilities[10]. As other
roll-forward schemes, the checkpoints of two processors, CPA and CPB , are pe-
riodically compared in the scheme. When the two checkpoints mismatch, the
outcomes of the self-testers are compared. If the self-tester of a processor, for
example Processor-A, identifies a fault, CPB is copied to Processor-A assuming
that CPB is correct. Then the task caused the mismatch is executed again in
both processors as a background process to verify the correctness of CPB while
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both processors continue the original computation (lookahead execution). If any
background process produces the same CPB , both processors continue the com-
putation and thus a rollback can be avoided. If it does not, which means that
Processor-B or the background process may not be good, a rollback is required
to the last committed checkpoint prior to CPB , since the correctness of CPB

can not be guaranteed. Also, if both self-testers do not identify any fault even
though the two checkpoints mismatch, a rollback recovery can not be avoided.
The rollback is also required if both of them identify the faults. The rollback
distance, if required, is the response time of the background process plus one
checkpoint interval.

3 Analytical Models

Many researchers have developed analytical models for evaluation of rollback
recovery approach. In this section, we develop a general analytical model to
evaluate the relative response time for roll-forward recovery approaches. The
model is then applied to DMR-F, RFC, and DST scheme to show the feasibility.
The variables which will be used for the modeling is introduced first.

3.1 Variables

• f : processor failure rate.
• ρ : utilization of a processor.
• Pmf : probability that a task migration occurs and the validation task fails.
• Pms : probability that a task migration occurs and the validation task suc-

ceeds.
• Pm : probability that a task migration occurs. Then Pm = Pmf + Pms.
• fm : task migration overhead factor.
• c : error detection coverage of a self-tester.
• Pf : probability that a processor fails in one interval.
• TI : relative expected execution time.
• Pr : rollback probability.
• Pr1 : probability of an unit distance rollback in DST scheme.
• Pr2 : probability of a multiple distance rollback in DST scheme.
• D : rollback distance.

3.2 Analytical Model

The relative response time, TI , is the ratio of the expected execution time to the
checkpoint interval, T . If it is close to one, the execution time will be close to the
error-free execution time, demonstrating the effectiveness of forward recovery.
Assume that each processor has a constant probability of failure, Pf . It is also
assumed that a failure can occur during recovery, and the time to make and
compare checkpoints and other overhead such as restart time are negligible. The
following theorems develop the analytical models for obtaining TI ’s of various
roll-forward recovery schemes.
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Theorem 1: A general analytical model for TI is

TI = 1 +
Pms

1− Pr
fm +

Pr

1− Pr
(D + fm)

Proof: The relative idle time due to a task migration is fm, since TI is defined as
a ratio of the checkpoint interval. If no rollback occurs, TI=1 if no task migration
occurs, or TI = 1 + fm if a task migration occurs and the validation succeeds.
The conditional probability that the task migration occurs and the validation
succeeds given that no rollback occurs is Pms

1−Pr
. Then TI = (1− Pms

1−Pr
)1+ Pms

1−Pr
(1+

Trm) = 1 + Pms

1−Pr
Trm for the case that no rollback occurs. If a rollback occurs

once, the expected execution time is the execution time of D intervals which
was lost, the idle time due to the task migration, and the time spent to recover
the original failed task which might involve a task migration. Therefore, TI =
D + fm + 1 + Pms

1−Pr
fm for the case. Since rollbacks can occur recursively during

recovery, TI = 1 + Pms

1−Pr
fm + Pr

1−Pr
(D + fm).

Theorem 2: For RFC scheme,

TI = 1 +
Pms

1− Pr
fm +

Pr

1− Pr
(2 + fm)

where Pms = 2Pf−8Pf
2+12Pf

3−8Pf
4+2Pf

5, Pr = 7Pf
2−12Pf

3+8Pf
4−2Pf

5.

Proof: The system employing the RFC scheme rolls back if any one of the
following conditions is held; i) two processors fail, ii) one of the two processor
fails and the spare processor fails and iii) one of the two processors fails and the
spare processor succeeds but one or both of the fault-free and spare processors
fail for the operations during the successive interval. Therefore Pr = Pf

2 +
2Pf (1 − Pf )Pf + 2Pf (1 − Pf )(1 − Pf )(Pf

2 + 2Pf(1 − Pf )) = 7Pf
2 − 12Pf

3 +
8Pf

4 − 2Pf
5. The task migration occurs and the validation succeeds when one

of the two processors in the duplex system fails, the other one succeeds for two
consecutive intervals, and that the validation task succeeds for two consecutive
intervals. Thus, Pms = 2Pf (1 − Pf )4 = 2Pf − 8Pf

2 + 12Pf
3 − 8Pf

4 + 2Pf
5

while D = 2 since the rollback distance is two. Using Theorem 1, the equation
is obtained.

Theorem 3: For DMR-F scheme, Pms = 2Pf −4Pf
2 +2Pf

3, Pr = 3Pf
2−2Pf

3,
and D = 2.

Proof: A task migration occurs and the validation succeeds if either one of the
two processes in the original duplex system fails and the validation task on the
spare processor succeeds. Thus, Pms = 2Pf (1 − Pf )2 = 2Pf − 4Pf

2 + 2Pf
3.

The system rolls back if the validation task fails, or both of the two processes in
the duplex system have already failed. Pr = 2Pf (1−Pf )Pf +Pf

2 = 3Pf
2−2Pf

3

and D = 2 since the rollback distance is two.

Using Theorem 1 and 3, TI for DMR-F scheme can be obtained.
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Theorem 4: For DST scheme,

TI = 1 +
Pr1

1− Pr1
+

Pr2

1− Pr2

1
1− ρ

where Pr1 = 2Pf−2cPf−Pf
2+2c2Pf

2 and Pr2 = 2cPf
2−2c2Pf

2+2cPf
3−2cPf

4.

Proof: The lost time for one unit distance rollback is one interval while that for
one multiple distance rollback is 1+ ρ

1−ρ = 1
1−ρ . Thus, TI = 1+ Pr1

1−Pr1
+ Pr2

1−Pr2

1
1−ρ .

3.3 Case Study

Here we study an example to compare the relative response time of systems
employing different checkpoint schemes using the analytical models developed
in this section.

Example: Consider a system assuming exponential failure with the rate of Pf =
10−3. The task migration overhead factor and error detection coverage are varied
as parameters.

Using the analytical model developed in this section, we could evaluate the per-
formance of systems employing various checkpoint schemes as shown in
Table. 1. Table. 1 shows the relative response time of DMR-F, RFC, and DST
scheme for various values of fm and c when Pf = 10−3 and ρ = 75%.

Table 1. Comparison of roll-forward scheme in terms of TI

fm RFC DMR-F
0.0 1.000014 1.000006
0.1 1.000214 1.000206
0.2 1.000414 1.000406
0.3 1.000614 1.000606
0.4 1.000814 1.000806
0.5 1.001013 1.001005
0.6 1.001213 1.001205
0.7 1.001413 1.001405
0.8 1.001613 1.001605
0.9 1.001813 1.001805
1.0 1.002013 1.002005

c DST
0.0 1.002003
0.1 1.001803
0.2 1.001603
0.3 1.001403
0.4 1.001203
0.5 1.001003
0.6 1.000802
0.7 1.000602
0.8 1.000402
0.9 1.000201
1.0 1.000001

4 Conclusion

While numerous checkpoint schemes have been proposed in the literature for
decades, the lack of general analytical models has been an obstacle to compare
the performance of systems employing different checkpoint schemes. The paper
has developed a general model which can be applied to systems with various
checkpoint schemes. After the development, the model is applied to evaluate the
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relative response time of systems employing RFC, DMR-F, and DST schemes
as a case study. The result shows that the model developed in the paper can be
used effectively for the evaluation.
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Abstract. In recent years, developments in computational sciences have en-
abled scientists to create sophisticated software tools and techniques that have 
contributed to the development of high accuracy numerical models that are used 
to study physical phenomena. The next level of sophistication addresses the in-
tegration or coupling of one or more computational models to simulate a more 
complex physical system. These coupled systems, are generally multidiscipli-
nary in nature and are now emerge in a broad spectrum of fields in science and 
engineering such are Earth Sciences, Fusion Energy, Structural Engineering and 
Astrophysics. This paper presents an introduction to the Distributed Coupling 
Toolkit (DCT). This library tool provides a user friendly and scalable approach 
to formulate model coupling in distributed computer environments. 

1   Introduction 

Many physical systems and phenomena in science and engineering are studied 
through a mathematical formulation that depicts the complex interactions between 
multiple physical components. For examples, climate models use formulations to 
characterize different cloud formations and atmospheric phenomena, as well as for-
mulations to study interactions between the different layers in the atmosphere with the 
oceans at different spatial and time scales. 

In the past two decades, the number of computational science fields that are paying 
attention to the coupling of numerical models has significantly increased.   Originally, 
to couple two distinct, code-wise, models, a scientist will use data files to write out 
the output from one model that would be read as input conditions or parameters by a 
second model.  With the emerging high-end computer technology, the data exchanges 
have been handled through software tools referred as couplers.   

Nowadays, couplers ([1],[2] and [3]) use a form of message passing system to  
handle data exchanges between models, and in some cases the couplers have been 
designed and implemented to work in a specific scientific or engineering field. The 
Distributed Coupling Toolkit, DCT, is a coupler that provides a flexible and general-
purpose approach to coupling numerical models. It minimizes the number of intrusive 
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lines from one model into the other and works in a purely distributed manner. Thus 
there is no need to centralize the exchange of data in a single processor but rather 
DCT parallelizes the data exchanges.  

In this paper, we present basic design and functionality of DCT and highlight the 
advantages of enabling scientists and engineers to couple scientific applications in a 
distributed, scalable and flexible manner. We begin in Section 2 with a general defini-
tion of the coupling problem and issues of handling it centralized vs. distributed. In 
Section 3, we generally describe the DCT interface, and in Section 4, we model the 
performance of a centralized vs. a distributed coupling approach. Conclusions and 
future plans are presented in Section 5. 

2   Design of a Distributed Coupling System 

Without lost of generality, let us try to state a general basic formulation of the  
coupling problem, and we begin with a 2-model coupling formulation that can be 
generalized to any coupled multisystem involving more than two models.  For the 
latter case we can construct a coupled system as a collection of one or more 2-model 
couplings between the independent models. 

Let us take a Model_A and Model_B, such that each model has a set of input vari-
ables or fluxes and a set of output variables and fluxes. Back to the climate example, 
these variables and fluxes are data representations inside the numerical models of 
quantities like 3-dimensional velocities, energy and water fluxes, 2-dimensional sea 
surface temperature, etc. Henceforth, we will use the term variable to refer to either 
variables or fluxes and the DCT handling and implementation of each will become 
clearer in the next section. The set of input variables of Model_A are given by the set: 

},...,,{ 21 nxxxX =  (1) 

And output variables are given by the set: 

},...,,{ 21 myyyY =  (2) 

Considering that the computational model is at a given state t, in time, and each of 
the variables has been properly discretized and represented in the model’s computa-
tional grid, we can rewrite the sets as  

)}(),...,(),({)( 21 txtxtxtX n= and )}(),...,(),({)( 21 tytytytY n=  (3) 

respectively, where every xi(t) and yi(t) represents the value of the variable at the 
model simulation time t. 

Similarly, for Model_B there is a set of input variables 

)}(),...,(),({)( 21 twtwtwtW r=  and )}(),...,(),({)( 21 tztztztZ s= . 

Coupling Model_A and Model_B can be understood as an insertion of one or more 
output variables from one model to the input set of the other one. Thus, we have 

)()( twty ji and )()( txtz lk  (4) 
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For both equations on (4), the  denotes a data transformation from the domain of 
one model to the other one. Typically, these data transformations involve unit conver-
sions, spatial domain interpolations or more generally adjustment of a data quantity 
represented in the grid of one model to the grid representation of the other model.  
Notice, in coupling Model_A and Model_B, there is only a subset of the output and 
input variables that are exchanged between the models, and there are many cases to 
consider for instance only Model_A insert data to Model_B, or vice versa, or a case 
where both models exchange data at different times and in both directions. In general, 
in DCT we refer to the model that sends the data as the producer and the receiver as 
the consumer. 
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Fig. 1. Schema of coupling between Model_A and Model_B 

A simple example is depicted in Figure 1, primed variables, w’
 and x’, represent the 

coupled variables after transformation. The source values for these variables are the 
variables y and z, respectively. Therefore, the data produced by one of the models is 
converted as input of the other model at every coupling time, and we have to first 
identify the matching domain or physical coupling interface area. This area is defined 
as the spatial domain covered by one model and the intersecting spatial domain cov-
ered by the other (see Figure 2). In the climate example, one could think of these as 
being a geographical region of intersecting domains between the models. In this case, 
the intersection of these geographical regions is determined by their longitude-latitude 
coordinates. 

After determine the domain intersections, we have to adapt or transform the data 
output from one model to fit the other models demands. This step usually requires the 
insertion of intrusive code from one model into the other, because the modeler tries to 
convert the units and grid representations from one model to the input requirements of 
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the other model. This data transformation involves unit conversions (e.g., degrees 
centigrade to Kelvin, kilometers per hour to miles per hour, etc.) and interpolations or 
extrapolations (e.g. from simple linear interpolations to high-order interpolation 
schemes). DCT eliminates this by using a meta registration process and facilitating a 
library of subroutines to automatically carry a predefined set of unit conversions and 
data interpolation routines. 
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Fig. 2. Subdomain division and overlapping of Model_A and Model_B 

Now, consider the case that Model_A and Model_B are to be executed in a distrib-
uted environment. Here, we assumed that the parallelization of each model is com-
pletely independent, this is, they run on a different number of processors and use 
different processor data layout strategies. Further, in this scenario we also consider 
the case that one or both the models are sequential. DCT provides a registration inter-
face in which users specified the parallel data layout of every model in the system, 
and it automatically devices a communication scheme that is used at every time cou-
pling operation.   

This is, at registration a user defines the variables to be exchanged, their units and 
domains of operation in a model, and at exchange time each processor has enough 
information to handle the data exchanges with its counterparts in the other models. 
This defines what is unique of the DCT coupler with respect to many other coupling 
tools available today.  
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Lastly, DCT does not provide a mechanism for managing the execution of neither 
processes nor defining parallel data layouts. Thus it avoids the existence of a central-
ized control implemented through a dedicated processor. DCT allows users to provide 
information about the parallel decomposition used when coding their models and after 
the registration it makes sure that every processor actively involved in the coupling 
has enough information to proceed without a central agent. 

3   Distributed Coupling Toolkit for Multi-component Systems 

At the core of the tasks of couple different models, we find the problem of managing 
the accurately and efficiently the data exchanges between the different computational 
models. These tasks require not only scientific understanding of the models being 
coupled and the algorithmic formulations of the coupling to be performed, but also 
the efficient and robust computer implementation of algorithms to carry out the data 
transportation and transformation between scientific codes. 

Among the main coupling challenges addressed by DCT are management of  
different dimensionalities, time scales, resolutions, computational domains, and  
numerical formulations. And in summary, DCT provides functionality to handle: 
(1) Coupling of numerical models that use different time and spatial domains,  
(2) Numerical models that were discretized using different techniques and grid repre-
sentations, (3) Accuracy of data transformations are determined by the needs of  
the coupled system, (4) In a distributed environment, models have been parallelized 
independently using different data layout and distribution among a number of proces-
sors, (5) The number of processors assigned to one model is not fixed. Thus, a model 
can run with different data layout configurations depending on the number of proces-
sors assigned to it or perhaps the computational environment where it is being run. 

If we take a look at the literature about coupling tools for multicomponent applica-
tions, we find numerous solutions and implementations to address these issues. There 
are a number of coupling tools [1], [2], and [3] for which the coupling formulation has 
been expressed through centralized computations, centralized data conversa-
tions/translations and main coupling control. However, this coupling formulation 
offers little flexibility, precludes dynamic coupling, and introduces computational 
bottlenecks at synchronization points and control. Moreover, changes to coupling 
formulations, coupled model components and parameters will result in major changes 
to the codes. In Figure 3 we can see two schemes of the communication between 
coupled models in a centralized manner. 

Early work in distributed coupling [4] and [5], supported the coupling of an earth 
system model proved to effectively reduce the synchronization time and eliminated 
the need for reconstructing an entire computational domain from one model into the 
other. So, in this direction, we have decided to expand the distributed coupling to 
facilitate the coupling of many other scientific applications. DCT provides a bag of 
services to perform data translations, handle data representation and communication 
in an optimal and distributed manner.  

The coupling formulation using the DCT requires mainly two steps; an initial reg-
istration step and consequent data exchange steps.  
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Fig. 3. Schemes of centralized coupling between two models 

3.1   Registration 

In the registration step, as its name indicates, the user provides DCT with all infor-
mation related to coupling, definition of model variables to be exchanged, model  
spatial domains, model starting times, data exchange intervals, selection of data trans-
formation routines to be used. Internally, DCT builds a metadata around the models, 
variables to be exchanged, and the coupling formulations. After the registration step, 
the metadata contain enough information to handle a purely distributed coupling, this 
is an M processor to N processor communication. 

The first step of the coupling formulation is the registration, and this is handled 
through call DCT’s interface to a collection of routines and structures that handle the 
model and variables information. The resulting metadata is embedded in several types 
and structures designed explicitly for the DCT and consist of many basic C Language 
structures.  

In order to define the variables to be coupled, we count with DCT_Field, 
DCT_3d_Var and DCT_4d_Var. These DCT types wrap around the user data  
structures containing the actual model data. The users structures are basic language 
type structures (like real, complex, double, etc). Similarly, we provide the 
DCT_Model type to define the computational models or applications to be coupled.  
In this data type is possible to register the spatial domain, number of processors,  
description of the processor and data layout, initial model time, size of model’s time 
step, list of variables to be consumed or produced, and other information for DCT 
internal handling.   

Another DCT structure type is DCT_Coupler, which defines the coupling between 
two models. There can be more than one variable of this type, thus DCT can handle a 
more complex integration of one or more pairs of couplings.  DCT_Coupler contains 
the frequencies in which the variables are to be exchanged. When a model’s variable 
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is declared inside a DCT_Coupler structure, a match is made with another variable in 
the counterpart model. Therefore, an interpolation routine is assigned by default to 
handle the spatial data transformations.  However, the user can change this behavior 
by specifying the transformation routine to use.  

Only during the registration step, DCT uses a control process, which can be any of 
the processors taking part in the parallel-coupled model execution.  The controller 
processor is refer here as the “Broker”. The Broker collects all the information being 
registered by all the other models.  And uses this information to form sub-domain 
information that later allows the direct processor to processor data exchanges without 
a controller or master slave approach. Internally DCT uses a data type, 
DCT_Subdomain, which is formed of a small set of indices to the users data and is 
used for handling the parallel data exchanges. This data structure is for internal use by 
DCT routines only and it is transparent to the user. The subdomain concept is what 
allows DCT to exchange data in parallel and without the intervention of a centralized 
mechanism. Figure 4 presents an example. 

The registration step begins with the identification of a process or a task as Broker 
with a call to the DCT_Register_Broker routine. There is only one Broker per coupled 
run and this task only exists during the registration step. So, it is important to empha-
size a couple of points. First, the Broker coordinates the entire registration process, 
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and it receives information being registered by other models at this step. Second, after 
the registration step the process charged with the Broker role can work in other tasks 
inside one of the models being coupled, thus a process is never idle waiting for data 
transfer to handle as in other coupler toolkits. 

In addition, each model must identify a Master processor at registration time. Each 
Master process is responsible for registering DCT metadata related to its own model. 
This information includes grid resolution, number of processes, data layout, and  
frequency of production or consumption, model’s domain, etc. Generally, the Broker 
is the Master processor for one of the models. The Broker collects information at 
Registration time. Then, the Broker processes this information to match producers 
against consumers. Taking into account all the information provided by the DCT 
metadata (like different domains, grid resolution, number of processes, and frequen-
cies of production and consumption), the Broker is able to resolve the relations among 
the different applications.  

The registration step ends with a call to DCT_Register_End. All processes partici-
pating in the coupling have to call this routine as well as the corresponding 
DCT_Register_Begin.  The Broker estimates the subdomains dependencies and re-
turns to every process a list of subdomains and processes that it needs to exchange 
data with. As a result, every participating process in the coupling has enough informa-
tion to send and receive data from its peers without the need of a centralized entity 
regulating the exchanges of information.  

3.2   Communication 

Mostly all the computational models have a time dependent integration loop, or time 
step.  In which one simulates a step of the physical phenomena. That is, after an  
initialization step, that in the DCT context includes the register step, the models enter 
in a sort of iterative algorithm, in which the output variables are produced. 

So, after the registration stage, the user is responsible to insert at strategic locations 
the calls to the communication routines, DCT_Send_Data and DCT_Get_Data. The 
position of these routines requires sound understanding of the application codes  
involved in the coupling.  

Depending on configuration from the registration step, we will count with a fre-
quency or coupling period that we can check with a simple "if" statement to execute a 
communication routine. The DCT_Send_Data operation will manage the transfer of 
data from a processing element to the buffer of the consumer processing element(s). 
This operation will transparently send data to one or more recipients or store data into 
a disk. Similarly, a DCT_Get_Data will retrieve data sent to a processing element and 
will transparently perform the necessary data transformations to serve the request of 
the processing element. 

4   Performance Analysis: Centralized vs. Distributed Coupling 

We now compare a model performance of the DCT vs. a general centralized ap-
proach. In the centralized approach we assume that every processor has to communi-
cate to a master, recreate the full domain and then send it to its counter-part master 
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processor in the other model.  At the other end, the received data needs to be trans-
formed and redistributed to each individual process.  In DCT, the registration process 
computes indexes to the data that are later distributed to all processes, along with 
information to automate the data exchanges between processes. Definitions: 

1 = number of processes in model 1 
2 = number of processes in model 2 
g = time spent gathering information from sub-domains to build a global domain 
s = time spent scattering information from global domain to sub-domains 
t = time spent translating the data from one model's global domain to the other 

model's domain 

We now assume that: 

- There is one sub-domain per computational process 
- The communication bandwidth and latency are known 
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Where, Ci denotes de communication between the control processor and the process-i. 
Og and Os refer to the overhead incurred while gathering or scattering, respectively, 
the data. These values are linear dependent of the number of processes in the system. 
Notice that in the distributed case, g and s are much smaller because there is only 
need to gather data from nearest neighbors.   Likewise, t is also smaller for the dis-
tributed case because there are fewer points to be translated. In addition, t, in the 
centralized case, represents idle time for the remaining  -1 nodes. The total expected 
time for the data distribution is: 

tsgcent ττττ ++=  (6) 

for the centralized data Brokerage and, 
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for the Distributed Coupled Toolkit 
Thus, cent is always greater or equal dct

 . 

5   Conclusions 

We are currently working with an atmospheric code coupled to an oceanic code in 
order to check the operational performance of the group. 

DCT provides a very flexible mechanism to formulate complex coupling scenarios.  
Among the advantages are performance scalability as well as problem scalability.  
Normally, in centralized coupling approaching the user is limited to the reproduction 
of a grid by the size of the memory available in one processor, namely the controller 
processor, thus making it difficult to scale the problem, for instance work with a finer 
spatial resolution of the model. 
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With today’s emerging technology, it is vital to have independence between the 
model’s data layout, the number of available processors to run a given coupled model, 
and the variables that are exchanged between the models.  DCT provides a very flexi-
ble way to integrate all these variables parameters into the coupling paradigm without 
overwhelming the application scientist or engineer. 
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Abstract. Monitoring grid platforms has recently gained a wide inter-
est. This kind of platform highly distributed accross different domains
leads to several design and implementation problems. We have designed
a new monitoring platform and visualization tool adapted for Network
Enabled Server systems. This environment, highly tunable for different
middleware platform has been successfully validaded on the DIET plat-
form. In this paper, we present its architecture and main features as well
as details of the validation on the DIET environment and experimental
results on a large scale grid platform.

1 Introduction

Understanding the behavior of distributed applications is indeed a difficult task.
Grid computing adds another level of difficulty with heterogeneous sets of com-
puters distributed over the network in different administrative domains. How-
ever, grid computing middleware developers face this problem daily to optimize
the performance of their applications.

We have designed a complete monitoring system based on an hierarchical
object-oriented approach. This model and its implementation are generic and
have been validated it on our DIET environment. The first target environment
to be monitored belongs to the Network Enabled Servers [9] class. These envi-
ronments like NetSolve [2], Ninf [10], or DIET [4] are built upon sets of servers
that solve computational requests on behalf of clients. These clients first send
their requests to a agent (meta-scheduler) that has to find a server using per-
formance metrics. Agents can be distributed to improve the scalability of the
system. This kind of highly distributed platform needs a scalable and efficient
monitoring software to understand its behavior.

A lot of work has been produced recently around grid platform monitoring [11]
and a attempt of standardisation has started within the Global Grid Forum.
� This work was supported in part by the ACI GRID, the RNTL, and the GRID5000

projects of the french department of research.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 202–213, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



A Monitoring and Visualization Tool and Its Application 203

Most of the existing platform are highly tuned for specific grid environments.
Around monitoring of Network Enabled Server systems, few work has been pro-
duced. The closest environment is visPerf [6] developed around NetSolve at the
University of Tennessee.

In the rest of the paper, we first introduce the overall architecture and concepts
around our tool (Section 2). In the third section, we present an application to a
Network Enabled Server system developed in our team called DIET (Section 3).
And finally, before a conclusion and future work, we describe the cost model of
our monitoring environment and some experimental results that show its small
overhead.

2 Visualization of a Distributed Platform: VizTool

In this section, we discuse the basic functionnality of a monitoring system. We
first define the model provide for tools that needs to be monitored in distributed
environments. Then we present the associate service that enable us to be aware
of events that happened in a distributed environment.

2.1 Simple Model for a Distributed Environment: VizTool Model

To be general and to provide for developer the freedom of defining his/her own
platform, the basic properties and methods needed to monitor a distributed en-
vironment are defined. The main goal of a monitoring tool is to gather all events
happened in this environment. An event is the first atomic object. It character-
izes a simple message sent by a component to notify an action or a modification.
LogEvent is defined as this atomic event that happened in a distributed plat-
form. This object has three main attributes: componentName gives the name
of the component which is responsible of this event; time gives the time when
this event happened, and message describes the event.

Then we define an object which represents a concatenation of two linked
events in the platform. In distributed environments, an event is often followed by
another event which is the response. In Network Enabled Server (NES) environ-
ments, these two linked events are called a Request : one event informs of the start
of an action, and another event informs of its end. To be able to know if these
two events are linked, we need to identify them by an unique number called the
request id. A Request has four main attributes: request id identifies a request,
beginTime, endTime, status gives the state of the Request. Four basic states
have been defined: created no information of begin or end time are available;
processing the request has been created and the begin time is known; done:
begin and end time of the request are known; ambiguous: the request has been
created and only the end time is known. As components are distributed, there are
some cases where a request has finished before being informed that it has began.

After modeling the activity of the platform, we need an object that manages
all requests coming from different components of the platform: ElementStats.
ElementStats stores all done requests in a vector. This class provides two basic
functions. The addRequest method stores a requests in the vector if request has
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done status else the request is stored in a buffer. The findRequest method
finds a request with its request id. This ElementStats object is a member of
a more general object called Element which models a component of the dis-
tributed environment. The Element object can have several properties, but we
do not define any other property to this object except his name. For example,
an element can model a processor, but it can also model a server, or a cluster
depends on the different levels of abstraction. This approach gives the developer
the opportunity to model and monitor with the granularity needed. Finally the
vizTool model of the distributed environment is very simple and consists of four
main classes (Figure 1): Element with two basic attributes: elStats and name.
ElementStats models the activities of an element. It contains methods to ob-
tain statistical information based on a requests object. Request object takes
into account events that happened to the element, Requests objects are stored
in elStats objects. LogEvent is the basic event in the distributed platform. It
represents all atomic messages sent by all components and two linked LogEvent
defines Request.

Element
#elStats: ElementStats
#name: String

ElementStats
#requests: Vector
#name: String
#bufferedRequest: Vector

+addRequest(request:Request)
+findRequest(request_id:int): Request

Request
#request_id: int
#status: int
#beginTime: Date
#endTime: Date

LogEvent
#componentName: String
#time: Date
#message: String

Fig. 1. Model of a monitoring tool

Indeed this model is very general, and it needs to be tuned to the specific
environment we want to monitor. However it gives a framework and a common
base to monitor the distributed environment. We will discuss in next section how
to re-use and adapt the vizTool model for one specific distributed environment.

2.2 Event Monitoring: LogService

An event monitoring system called LogService [7] has been designed. This mon-
itoring service offers the capability to be aware of information that need to be
gathered from a distributed platform. The communication layer of LogService is
based on Corba technology. LogComponent attaches to a component and relays
information and messages to logCentral. LogCentral collects messages received
from LogComponents, then it stores or sends these messages to LogTools. Log-
Tools connect themselves to logCentral and wait for messages. The main interest
in LogService is that information are collected by a central point logCentral that
receives logEvents from LogComponents that are attached to the component
that you want to monitor. The logCentral offers the possibility to re-send this
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information to several tools (LogTools) which are responsible for analyzing these
messages and offering a comprehensive information to the user.

LogService defines and implements several functionalities.
Filtering mechanisms are used to reduce the number of messages sent. In

order to decide which messages are required by a tool. The tools have to declare
their filter to themonitor (logCentral).

Event ordering is another important feature of a monitoring system. LogSer-
vice handles this problem by the introduction of a global time line. When cre-
ated, each message receives a time-stamp. The problem that can occur is that
the system time can be different on each host. LogService measures this differ-
ence internally and corrects the time-stamps of incoming messages accordingly.
The time difference is corrected using the time stamp of the last ping that log-
Central sent to LogComponent. However, incoming messages are still unsorted.
Thus, the messages are buffered for a short period of time in order to deliver a
sorted stream of messages to the tools. Messages that arrive out of order within
this time are sorted in the buffer and can be properly delivered. Although this
induces a delivery-delay for messages, this mechanism guarantees the proper or-
dering of messages. As tools usually do not rely on true real-time delivery of
messages this short delay is acceptable.

Dynamic system state: Components may connect and disconnect at run-
time. A problem that arises in distributed environments is the state of the ap-
plication. This state may for example contain information on connected servers,
their relationships, the active tasks, and many other pieces of information that
depend on the application. The system state can be constructed from all events
that occurred in the application. Some tools rely on this state to work properly.
The problem appears if those specific tools do not receive all messages. This
might occur as tools can connect to the monitor after the application has been
started. In fact, this is quite probable as the lifetime of the distributed applica-
tion can be much longer than the lifetime of a tool. As a consequence, the system
state must be maintained and stored. In order to maintain a system state in a
general way, LogService does not store the system state itself, but all messages
which are required to construct it. These messages are identified by their tag
and stored in a special list. This list is forwarded to each tool connected. This
process is transparent for the tool since it simply receives a number of messages
that represent the state of the application. In order to further refine this con-
cept, the list of important messages is also cleaned up by LogService. After a
disconnection of a component the respective information is no longer relevant
for the system state. Therefore, all messages sent by this component is removed
from the list.

3 VizTool for DIET: VizDIET

3.1 DIET Architecture

DIET (Distributed Interactive Engineering Toolbox) [5, 4, 3] is a set of hierarchi-
cal components to design Network Enabled Server systems over the grid. These
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Fig. 2. DIET hierarchical organization

systems are built upon servers managed through distributed scheduling agents.
Clients ask these scheduling components to find available servers (using some
performance metrics and information about the location of data already on the
network). The DIET architecture has been designed following a hierarchical ap-
proach. Thus it provides good scalability and can take into account physical
network constraints. DIET is based on several components. First a Client is an
application that uses DIET to solve problems in a RPC mode. The scheduler is
scattered across a hierarchy of Agents. This hierarchy is made of one Master
Agent (MA) and several Local Agents (LA). Figure 2 shows a hierarchy
built upon several DIET components. A Master Agent is the entry point of
our environment and thus receives computation requests from clients attached to
it. These requests refer to some DIET problems that can be solved by registered
servers. A client can be connected to a MA by a specific name server or a web
page which stores the various MA locations. The client asks the MA to find the
most appropriate server to solve a specific request (find step). Then the MA
collects computation abilities from the servers (by propagating the client request
through its subtrees down to the servers) and chooses the best one according to
some scheduling heuristics. A reference to the chosen server is sent back to the
client. Computations (solve steps ) are done by servers (both sequential and
parallel) in front of which there are Server Daemons (SeD). For instance, a
SeD can be located on the entry point of a parallel supercomputer. The informa-
tion stored on a SeD is a list of data available on its server, the list of problems
that can be solved on it, and all information concerning its load (memory and/or
number of resources available, . . . ).

3.2 VizDIET Model of DIET Components and Requests

DIET is a classic example of a distributed platform. There is a set of components
which interact with each other. The goal for a monitoring tool for DIET is to
know the state of the system, the activity of each component, and the status
of user requests. We have integrated in all DIET components a LogComponent
and they are able to relay information such as state and activity by using the
LogService mechanism. The model used for vizDIET is based on the basic model
of vizTool, but vizDIET’s model has been specialized for DIET components. We
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consider each component of DIET (agents and server deamons) as an object
which inherits from the element object. As there is a hierarchical architecture
in DIET, the model will fit this property. Figure 3 shows the simplified UML
schema of the model used to describe a DIET platform.

There are two main types of elements: ServerDeamons and Agents which
inherit from Elements. Agents are then split into two classes: MasterAgents and
LocalAgents which inherit from Agents. As described in the basic model each
Element has a ElementStats object that stores and calculates information about
the component that it monitors. MAs and LAs have nearly the same role in the
DIET hierarchy, so their ElementStats share the same class: AgentStats which
inherit for ElementStats. ServerDeamons’ ElementStats is defined in its own
specific object: ServerDaemonStats carries special methods and properties that
differ from MAs or LAs.

As described in Section 3.1 there are two main steps; one step to find and
schedule a service, and one step to solve this service. Two main activities are rep-
resented by: schedule and compute information. When an agent takes a schedul-
ing decision for a task, it is useful to know how the agent made its decision. This
information is represented by the FindRequest object. When a SeD is computing
a job we need to be aware of its state and to know when the computation begins
and ends. This information is represented by SolveRequest object. FindRequest
are attached to agents and SolveRequest are attached to SeDs but they both
inherit from Request. The vizDIET model includes one more type of request:
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DIETRequest which is the aggregation of one FindRequest and one SolveRequest.
DIETResquest object can be seen as a job execution in a DIET platform as seen
by an end-user. This object carries one other information: latency which is the
time between the end of a FindRequest and the start of a SolveRequest (see
bottom right diagram in Figure 3).

Finally as proposed in the basic vizTool model, vizDIET uses a DIETLo-
gEvent object inherited from LogEvent to define and characterize an atomic
Event/Log message in the DIET environment. In DIETLogEvent there are two
more properties: logType and logCanal. these two properties are used to separate
log messages and manage priority of log (see bottom left diagram in Figure 3).

DIETLogEvent messages can be separated in two different types of messages:
state and configuration messages (in: a new element arrives in the platform,
out: an element leaves the platform or fails, add service: SeD declare a new
service into platform) and activity and informative messages (ask for sed:
an agent looks for a SeD to execute a service, sed chosen: an agent has se-
lected a list of SeD to execute a service, sed chosen: an agent has selected a
list of SeD to execute a service, begin solve: a SeD begins computation for
a service request, end solve: a SeD has finished computation for a service re-
quest, data stored: a SeD has stored a dataset, data released: a SeD has
deleted a dataset, data transfer begin: a SeD begins to send data to another
SeD, data transfer end: a SeD ends data transfer). The first DIETLogEvent
types define a DIET platform and indicate its state. Activity and informative
messages are atomic events which are used to define objects such as FindRequest
and SolveRequest. A pair of DIETlogEvents which are linked by the request id
define the corresponding type of request, for example one begin solve and one
end solve DIETLogEvent from the same SeD and with the same request id
define a SolveRequest.

3.3 Monitoring View of DIET with VizDIET

The first goal of vizDIET is to graphically represent the DIET hierarchy and
to monitor its behavior. The vizDIET view is based on the basic view of Viz-
Tool, giving the possibility to show a lot of information extracted from event
information received from logCentral (see Figure 4).

All objects and information defined in Section 3.2 about the DIET components
are used to compute some properties of the system.

Average: represent the mean of elapsed time for each request. So by considering
each request we can calculate the average time for one type of request (i.e.
findTime, SolveTime, and latency).

Max/min time: max/min time of all requests elapsed time.
Load: the number of requests computed at the same time. It is the number of

requests that have a common intersection in the interval time represented
by begin and end solve time.

Number of requests: this information is very useful. For example, one may be
interested in the number of requests for a specific service on a specific SeD.
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Latency: for each DIETRequest we can extract the latency between the end
of a FindRequest and the begining of a SolveRequest. This value represents
the DIET’s latency that includes the time to transmit data from client to
server, network latency, and any other time introduced by scheduling policy
(ex: request queueing . . . ).

Scheduling information: DIET’s agent return the sorted list of SeD that can
compute the service asked by the client. This list is returned in sed chosen
logEvent with all values that help agent to make his scheduling decision.

data information: with the agregation of data information represented by lo-
gEvent such as data stored and data released, we are able to know
the amount of data presents in DIET, but also the time needed to trans-
fert data and historic of transfert for this data (data transfer begin,
data transfer end).

Interaction with other systems: As LogService can relay whatever events,
we can monitor the interactions of DIET components with JuxMem1 [1] and
know the amount of data read and write from JuxMem.

VizDIET can display a variety of information about the activity of a DIET
platform. Figures 5 show some example of vizDIET statistic output. In the
Load graphic, the load of Element is calculated as the number of requests
executed on the element at the same time. This information is represented in
a graphic (left of Figure 5) that draws the load of a SeD or the load of DIET
platform. With this graphic one knows immediatly when requests are computed
in parallel, and when there is overload or underload. In the Taskflow graphic,
the flow of requests is vizualised. As requests are defined by a begin and end time,
they can be represented in a taskflow chart to visualize scheduling information
for each request. This view (middle of Figure 5) is very useful for observing
the behavior of the scheduler and has been proven very useful for scheduler
developers. Requests can be separated by using one color for requests executed
on a SeD, or you can differentiate requests by using one color for each request
involving a particular service. When requests are represented in a classic Gantt
chart, the tasks repartition is known in the DIET platform, and also the number
of tasks executed by a particular SeD. The Gantt chart (right of Figure 5 only
uses the information of the SolveRequest.

Fig. 5. Bar, taskflow, and Gantt graph in vizDIET stats

1 JuxMem(Juxtaposed Memory) is a data sharing service for grid computing.
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All of these methods can be applied to calculate values for one element such
as a SeD, an Agent, or it can be applied to the entire DIET platform. It can also
be applied to a specific set of requests restricted to one type of request.

4 Platform Model and Experimental Results

According to the activity description given in Section 3.1 in DIET and vizDIET
model, we can easily write a formula that gives the number of logEvents (and so
the amount of data) that are generated by LogService in DIET. LetNblog(reqserv)
be the number of logs for one request of service serv. Nbact is the number of logs
corresponding to activity on platform. Nbdesc is the number of logs to describe
the DIET platform. Nbagent is the number of agents. NbSeD is the number
of SeDs. NbSeD(serv) is the number of SeDs that can compute service serv,
Nbact(serv) is the number of activity logs for the service serv. Nbagent(serv) is
the number of agents that have a SeD in their sub-tree that can compute service
serv. reqserv is the number of requests for service serv.

Nblog(reqserv) = Nbdesc + reqserv .Nbact

Nbdesc = NbAgent +NbSeD +
∑
serv

(NbSeD(serv))

Nbact =
∑
serv

(Nbact(serv))

Nbact(serv) = 2.(Nbagent(serv) + 1)

This formula can be simplified if we considerate a platform with only one service
per SeD:

Nblog(req) = Nbdesc + req.Nbact

Nbdesc = NbAgent + 2.NbSeD

Nbact = 2.(NbAgent + 1)

Now let’s take care of the size of messages sent to logCentral in the case of
one service per SeD. Let Slog(req) be the size of logs depending of the number
of requests. Sdesc is the size of the message sent to logCentral to describe the
platform (Snode

desc is the size of a message to describe one node). The message
is the same for an agent, a SeD, and a service. Sact is the size of message that
notify activity in the DIET platform: Sask is the size of the message that notifies
the event ask for sed. Sf is a fixed size for the message sed chosen. Ssi is
the size of message containing schedule information of SeD. It is multiplied by∑

agent(NbSeD(agent)) which represents the sum of SeDs that are under the
sub-trees for each agent. And finally, Ssolve is the size of message which notifies
the SeD solves service.

Slog(req) = Sdesc + req.Sact

Sdesc = Snode
desc .(NbAgent + 2.NbSeD)

Sact = Nbagent.Sask +Nbagent.Sf +
∑

agent

(NbSeD(agent).Ssi) + Ssolve
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Table 1. LogCentral behavior: 100 client requests with differents numbers of DIET
nodes

Nb of nodes Nbact Min time/log Mean time/log Max time/log Standard deviation
16 1800 3e-06 s 5.33e-06 s 1.8e-05 s 1.29e-06 s
32 3400 3e-06 s 6.60e-06 s 3.1e-05 s 2.30e-06 s
64 6600 3e-06 s 8.81e-06 s 1.94e-04 s 4.75e-06 s
128 13000 4e-06 s 1.53e-05 s 5.33e-04 s 1.42e-05 s
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Fig. 6. Comparison of request processing rate with and without LogService

We made some experiments to evaluate the scalability of logCentral to manage
a DIET platform. This experiments are made with the worst DIET platform
topology (i.e.: that maximize the number and the size of messages that are
sent to the logCentral). This topology is a rake tree2 where there are the same
number of SeDs and Agents3. There are 10 logTools connected to the logCentral
to received messages, and for each experiment, there are 100 client’s requests
on the DIET platform. The results of experiments are presented in Table 1.
2 A rake tree is a chain where all leaves are attached on the last node.
3 This result has been proven, but this demonstration is not present in this paper.
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These experiments show that logCentral is scalable. Even for a large platform,
the maximum time to forward one log to 10 logTools is about 0.5 ms.

VizDIET and LogService are optional services that can be used with DIET. But
as with any other [8] monitoring and information service for distributed systems,
LogService introduces overheads with the transfer of data and information pro-
duction. In this part we evaluate and quantify these overheads with a case study.

We choose a DIET hierarchy with 1 MA and 10 SeDs. Each SeD executes a
DGEMM service. We study the performance of the DIET hierarchy in terms of
number of requests per second the platform can compute. Each 20s there are two
more clients that ask for the DGEMM service. All clients call DGEMM service
on two small matrices (10x10), wait for the result, and then call the service again
until the end of the experiment. Figure 6 shows the average on 4 experiments
for the DIET platform with and without LogService.

The goal of the case study is not to know the DIET performance limits, but to
compare the performance of DIET when LogService is turned on or off and also
the behavior near the performance limits of the DIET platform. Figure 6 shows
that the LogService does not significantly affect the overall performance of the
platform, and the behavior of the platform is the same with or without LogSer-
vice. The number of requests that was performed during the entire experiment
is 256838 (mean on the 4 experiments).

Now thanks to formula given in Section 4. There were 21 informative logEvents
and 1030804 activity logEvents. In total, the experience described above has
generated 1030825 logEvents.

5 Conclusion and Future Work

VizTool is a basic framework that allows the specification of different models on
distributed platforms. The VizTool model is very simple and generic to be used
for various types of distributed environments. This model has been tested and
validated in VizDIET for the monitoring of the DIET platform.

There are many others possibilities of improvement of VizDIET. More in-
formation can be added on the scheduling side (statistics, other measures like
throughput, fairness, slowdown, . . . ). The main improvement that remains to be
done concerns the scalability of the visualization (which is a common issue for
every large scale monitoring framework). Features like zooming on the architec-
ture or more specifically for the DIET platform expand/un-expand a branch of
the hierarchy will be developed.
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Abstract. Most of previous parallel join algorithms assume a shared
nothing (SN) cluster, where each database partition is owned by a single
processing node. While SN cluster can interconnect a large number of
nodes and support a geographically distributed environment, it may suf-
fer from poor facility for load balancing and system availability compared
to a shared disks sharing (SD) cluster. In this paper, we first propose
a dynamic load balancing strategy by exploiting the characteristics of
SD cluster. Then we parallelize conventional hash join algorithms using
the dynamic load balancing strategy. We also explore the performance
of parallel join algorithms using a simulation model of SD cluster. The
experiment results show that the proposed parallel join algorithms can
achieve higher potential for dynamic load balancing with the inherent
flexibility of SD cluster.

Keywords: Cluster computing, shared disks, hash join, load balancing.

1 Introduction

There are two primary flavors of cluster architecture designs: shared nothing
(SN) and shared disks (SD) [7, 8]. In SN cluster, each node has its own set of
private disks and only the owner node can directly read and write its disks.
On the other hand, the SD cluster allows each node to have direct access to
all disks. The SD cluster offers a number of advantages compared to SN clus-
ter, such as dynamic load balancing and seamless integration. Furthermore, the
rapidly emerging technology of storage area networks (SAN) makes SD cluster
the preferred choice for reasons of higher system availability and flexible data
access. The recent parallel database systems using the SD cluster include IBM
DB2 Parallel Edition [2] and Oracle Real Application Cluster [13].

In this paper, we propose parallel hash join algorithms in the SD cluster. The
hash join is very efficient for large relations since it divides the joining relation
into several buckets whose join key hash value is different so that the matching
cost is substantially reduced [5, 12]. Moreover, the hash join provides natural
opportunity for parallel processing because of generating disjoint buckets. With
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regard to this viewpoint, there have been considerable research on the parallel
hash join [1, 3, 4, 9, 10]. However, most of previous parallel hash join algorithms
assume SN cluster, and the SD cluster has received very little attention with
respect to parallel query processing. Fortunately, many of the techniques devel-
oped for parallel query processing in SN cluster can be utilized for SD cluster as
well. However, the fact that each node can directly access all data gives SD clus-
ter a higher flexibility, especially a higher potential for dynamic load balancing,
for parallel query processing compared to SN cluster.

This paper is organized as follows: Sect. 2 presents the problems of previous
algorithms and Sect. 3 proposes the parallel hash join algorithms in SD cluster.
The simulation model is developed in Sect. 4, and Sect. 5 analyzes the perfor-
mance of the proposed algorithms. Sect. 6 concludes this paper.

2 Problem Definition

The hash join algorithm comprises partition phase and join phase [12]. Suppose
there are two joining relations R and S, where the join attributes are JAR and
JAS , respectively. The partition phase is to partition R and S into n disjoint
buckets, R1, R2, · · · , Rn and S1, S2, · · · , Sn. The join phase is to build hash tables
for buckets from an inner relation,R, and probe the hash table using tuples of the
corresponding buckets from an outer relation, S. Note that for any two tuples,
r and s, where r ∈ Ri and s ∈ Sj , if i �= j then r.JAR �= s.JAS . In this way, Ri

needs to be joined with Si only. Thus,

R �� S =
i=n⋃
i=1

Ri �� Si (1)

The effectiveness of parallel hash join algorithms depends upon the ability to
equally divide the load among nodes. A factor which can impair the ability to
parallelize join queries successfully is the amount of data skew present in the
joining relations [1, 3]. Specifically, if some buckets are much larger due to data
skew, the speed-up from parallel hash join algorithms may be severely limited
because some nodes may be overloaded while others are underutilized.

To alleviate the data skew problem in SN cluster, the approach of data re-
allocation or replication have been proposed [3]. However, both approaches may
suffer from significant coordination and synchronization overhead. The idea of
load balancing in SD cluster is to reduce the size of task allocation unit smaller
than the bucket size. For example, Lu and Tan [6] proposed a task stealing
approach, where an idle node can steal part of a bucket from an overloaded
node that has not completed the join operation of a (big) bucket. To estimate
the amount of bucket to be stolen, each node is assumed to share a global
memory. Whenever a page is processed, the node updates the global memory -
the number of pages of each bucket left and the number of pages of the result
relation generated thus far. Note that this process should result in heavy message
traffic if the global memory is not physically attached to each node, which is true
in most commercial SD clusters [13].
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3 Parallel Hash Join Algorithms

In this section, we first propose a task generation strategy for efficient dynamic
load balancing. Then we propose three parallel hash join algorithms.

3.1 Task Generation Strategy

We assume a task manager that manages information for load balancing. The
task manager is located in a specific node. Other nodes execute join operations
and communicate to the task manager via message passing. We refer them as join
nodes. The task manager has a task memory that stores the bucket information.
The bucket information consists of five tuples: [bucket identifier (BI), number
of pages of a bucket (BS), number of pages of a bucket to be processed at join
phase (BU ), list of page identifiers of a bucket (PB)].

The task manager determines the number of buckets at the partition phase.
We try to set the bucket size nearly equal to the memory size to maximize par-
allelism with little overhead. When bucket overflow occurs due to data skew or
limited memory size, the bucket is partitioned into several fragments. A frag-
ment is a part of bucket that can be allocated entirely into memory. For each
fragment, the task manager registers the following fragment information to the
task memory: [fragment identifier (FI), number of pages of a fragment (FS),
fragment allocation bit (FA), list of page identifiers of a fragment (PF )].

After the partition phase, the task manager generates the fragment informa-
tion and allocates each fragment to a join node. The details are as follows:

1. A join node sends [BI , BS , BU , PB ] message for every bucket to the task
manager after it finishes its partition phase. The task manager stores the
bucket information into the task memory.

2. Then the task manager partitions each bucket into fragments. The number
of fragments (NF ) is set to �BU/|M |�, where |M | is the number of pages
that a join node can store in its memory. We assume that |M | is equal for
every join node. The size of each fragment (FS [i]) is determined as follows:

FS [i] =
{�BU/NF � i < NF

BU −
∑NF −1

k=1 FS [k] i = NF
(2)

For each fragment, the task manager registers [FI , FS , FA, PF ] into the task
memory. At this time, FA is set to ‘0’ since the fragment is not allocated to
any join node yet.

3. At the join phase, each join node requests next fragment to be joined. The
task manager selects a fragment where FA =0, and sends [BI , FI , FS , PB, PF ]
message to the join node. The bucket information of BI and PB corresponds
to the outer relation (S) and the other fragment information corresponds to
the inner relation (R). FA of the fragment is set to ‘1’.

4. After receiving the message, the join node reads every page of PF from disk
and creates a hash table for the fragment of R. Then the join node reads
each page of PB of S and probes its hash table of R.
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Note that a join node sends a request message to the task manager for each
fragment. This is not true in [6], where the message passing is done for each
page. Since a fragment includes large number of pages, the proposed strategy can
reduce the message traffic significantly. The potential drawback of the proposed
strategy is that it cannot provide “task stealing”. That means at the final stage
of join phase some nodes would execute join operations for the last fragments
while other nodes are idle. However, we believe that this kind of load imbalance
is not critical since a fragment can be stored entirely into the memory of a join
node. Join operations on the fragment should not take long time.

It is worthy to compare the proposed strategy with the task allocation strategy
of Oracle Real Application Cluster (ORAC) [13]. ORAC divides an input relation
into several partitions, each of which has the same number of pages. Specifically,
the size of a partition is determined by dividing the number of nodes into the
number of pages of input relation. Then ORAC assigns a partition to each node.
As a result, every node can process the same number of pages. However, data
skew could still happen and each node would not be under the same load. This is
because the pages may have different numbers of tuples. Some of the pages could
be completely empty [13]. The proposed strategy can alleviate this problem by
allocating each fragment to the node with the on-demand approach. Dynamic
load balancing can be achieved as a result.

3.2 Parallel Hash Join Algorithms

In this section, we propose three parallel hash join algorithms in SD cluster. The
join phase of each algorithm is equal as described in Sect. 3.1. So we describe
the partition phase of each algorithm in detail.

Parallel Grace Hash Join (PGHJ). A node partitions its part of the join-
ing relation into buckets and writes them into disk. Then the join node sends
[BI , BS , BU , PB ] message for every bucket to the task manager. BU is equal to
BS since buckets are not joined at the partition phase.

The number of buckets (|B|) may have an impact on the performance of the
PGHJ. If |B| is too large, BS may be much smaller than the memory size of a
join node (|M |). This means that large number of small fragments are created at
the join phase; hence, the join phase takes longer time. If |B| is too small, BS will
increase. While the bucket of inner relation is partitioned into smaller fragments,
the bucket of outer relation should be accessed entirely for each fragment. As a
result, small |B| may result in more disk I/Os. With regard to this viewpoint,
we set |B| as �|R|/|M |�, where |R| is the size of joining relation.

Parallel Simple Hash Join (PSHJ). |B| is set to the number of join nodes.
As a result, there is an one-to-one relationship between a bucket and a join
node. The join node executes join operations for the related bucket during the
partition phase. Specifically, at the partition phase, each join node partitions
the joining relation into buckets in parallel. When the size of a bucket exceeds
a page, the bucket page is sent to its related join node. If the joining relation is
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an inner relation, the receiving node inserts tuples of the page into a hash table.
Otherwise, the node probes the hash table for each tuple of the page.

During the tuple insertions, a hash table overflow may occur. The over-
flow area is written to disk. After the partition phase, the join node sends
[BI , BS , BU , PB ] message for its related bucket to the task manager. For in-
ner relation, BU is set to the number of overflow pages and PB includes the
identifiers of overflow pages. The bucket information of outer relation is equal
to that of the PGHJ.

Parallel Hybrid Hash Join (PHHJ). The PHHJ combines the PGHJ and
the PSHJ. |B| is set to �|R|/|M |�, and some buckets are joined at the partition
phase. Specifically, each join node creates |B| buckets. Among them, |N | buckets
(B1, · · · , B|N |) are joined at the related join node, where |N | is the number of join
nodes. The remaining buckets (B|N |+1, · · · , B|B|) are written to disk. Overflow
processing is still done as described in the PSHJ.

After the partition phase, each join node sends [BI , BS , BU , PB ] message for
every bucket to the task manager. If a bucket belongs to the inner relation, BU

is set to either the number of overflow pages or BS , depending on whether the
bucket is joined at the partition phase (B1, · · · , B|N |) or not (B|N |+1, · · · , B|B|).

4 Experiment Model

We evaluate the performance of parallel hash join algorithms by simulation.
Fig. 1 shows the experiment model of an SD cluster. The model was implemented
using the CSIM discrete-event simulation package [11].

We model the SD cluster consisting of a single manager node plus a varying
number of join nodes, all of which are connected via a local area network. Disks
are shared by every node. The model of each join node consists of a partition
process, which partitions the joining relation into a number of buckets, and a join
process, which executes join operations on buckets or fragments. The details of
both processes capture the semantics of given hash join algorithm. The resource
manager models CPU activity and provides access to the disks and the network.
The manager node consists of task manager, which manages bucket and fragment
information, and query manager, which allocates part of joining relation to each
join node for parallel partitioning.

Table 1 shows the simulation parameters. Many of the parameter values are
adopted from [6, 7]. We perform the experiments by varying the number of join
nodes and the memory size of each join node. The CPU speed of each join node
is assumed to be equal. Disk access time is drawn from a uniform distribution
between 10 milliseconds to 30 milliseconds. To increase I/O performance at the
partition phase, tuples of each relation are distributed among the disks in a
round-robin fashion. The network manager is implemented as a FIFO server
with 100 Mbps bandwidth. The CPU cost to send or to receive a message via the
network is modeled as a fixed per-message instruction count plus an additional
per-page instruction increment. Note that the protocol processing (i.e., CPU
overhead) dominates the on-the-wire time for message passing.
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Fig. 1. Experiment model of an SD cluster

Table 1. Simulation parameters

System Configuration Parameters
CPUSpeed Instruction rate of node CPU 1000 MIPS
MemSize Per-node memory buffer size 40 Mbytes
NetBandwidth Network bandwidth 100 Mbps
NumNode Number of join nodes 4 ∼ 40
NumDisk Number of shared disks 16
MinDiskTime Minimum disk access time 0.01 sec
MaxDiskTime Maximum disk access time 0.03 sec
RelSize Number of tuples per relation 10000 K
DistinctTuples Number of distinct tuples 100 K
PageSize Size of a page 8 Kbytes
TuplesPerPage Number of tuples per page 50

System Overhead Parameters
FixedMsgInst Fixed number of instructions per message 20,000
PerByteMsgInst Additional instructions per message byte 10,000 per page
PerIOInst Number of instr. per a disk I/O 5000
ReadTuple Number of instr. to read a tuple 500
WriteTuple Number of instr. to write a tuple 500
ProbeHashTbl Number of instr. to probe the hash table 200
InsertHashTbl Number of instr. to insert a tuple to the hash table 100

For a relation R with a domain D distinct values (DistinctTuples), the ith

distinct join attribute value, for 1 ≤ i ≤ D, has such number of tuples as given
by the following Zipf-like distribution expression [6]:

‖Di‖ =
‖R‖

iθ
∑

j=1
1
jθ

(3)

where ‖R‖ is the number of tuples of R and θ is the skew factor. When θ = 0, the
distribution becomes uniform. With θ = 1, it corresponds to the highly skewed
pure Zipf distribution.
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The performance metric is average response time of join queries. The response
time in second is measured as the difference when a join query is submitted and
when every join result is returned. The time includes any time spent in the
queue, disk I/O, and communication. A form of the batch mean method with
20 batches was used for the statistical analysis of simulation results.

5 Experiments and Results

This section explores the performance of parallel hash join algorithms using
our simulation model of SD cluster. To evaluate the effect of task allocation
unit, we implement two versions for each hash join algorithm: fragment alloca-
tion (PGHJ-F, PSHJ-F, PHHJ-F), and bucket allocation (PGHJ-B, PSHJ-B,
PHHJ-B).

5.1 Experiment 1 – High Skew Workload

This workload models where the degree of data skew is high (θ = 1 in Equation
(3)). The number of join nodes is varied from 4 to 40. Fig. 2(a) shows the
performance results of this workload.

For every algorithm, the fragment allocation strategy outperforms the bucket
allocation strategy. This is because the bucket allocation strategy suffers from
some big buckets when the degree of data skew is high. On the other hand, at
fragment allocation strategy, a big bucket is partitioned into smaller fragments
and each fragment can be joined at a number of join nodes in parallel. Due to its
high potential of parallelism, the fragment allocation strategy performs better
as the number of nodes increases. This property is well matched with the trend
of ever-increasing scalability of parallel systems.

The PSHJ exhibits substantial performance improvements as the number of
nodes increases. Note that at PSHJ the number of buckets is equal to the number
of nodes. As the number of nodes increases, more buckets are created and thus
the size of each bucket is reduced; hence, the amount of hash table overflow
decreases. When there are small number of nodes, the PGHJ outperforms the
PSHJ due to large bucket size of PSHJ. However, the PGHJ is outperformed
by the PSHJ as the number of nodes increases, because at PSHJ a decreasing
fraction of joining relation is written back to disk. Note that the amount of
disk write at PGHJ is constant independent of the number of nodes. The PHHJ
performs similar to the PGHJ at small number of nodes, while performs similar to
the PSHJ at large number of nodes. Since the bucket size of PHHJ is determined
according to the memory size like the PGHJ, the join execution time per bucket
does not increase significantly at small number of nodes. Furthermore, at large
number of nodes, the PHHJ can join most buckets without writing back to the
disk like the PSHJ.

It is important to point out that the trends observed in Fig. 2(a) and its
general shape are almost identical to the performance results in [12] for single
node versions of the same algorithms and in [10] for SN clusters. It demonstrates
that each of the algorithms parallelizes well in SD cluster. Furthermore, it serves



Parallel Hash Join Algorithms for Dynamic Load Balancing 221

Fig. 2. Experiment results at high skew workload

to verify that our parallel implementation of each algorithm in SD cluster was
done in a fair and consistent fashion.

We also explore the effect of memory size of each join node where the degree
of data skew is high. The number of join nodes is set to 8, while the total
memory size of all join nodes is varied from 10% of joining relation to 100%.
Fig. 2(b) shows the experiment results. The performance of the bucket allocation
strategy downgrades rapidly as the size of memory decreases, especially when
the percentage of total memory relative to the size of joining relations is small.
This is because the bucket allocation strategy suffers from the frequent bucket
overflows at the small memory size. On the other hand, in the fragment allocation
strategy, the bucket overflow area is partitioned into smaller fragments and the
join nodes can process the fragments in parallel.

When the joining relation fits entirely in memory (at 100%), both PHHJ
and PSHJ perform in the same manner as expected. As the size of memory
decreases, the PSHJ degrades rapidly because it repeatedly reads and writes the
same data. The PGHJ is relatively insensitive to the memory size. This occurs
because the PGHJ does not use the extra memory for join queries, and thus
increasing memory simply reduces the number of buckets. However, at PHHJ,
increasing memory from 50% to 100% allows the algorithm to stage every joining
bucket into memory.

5.2 Experiment 2 – Uniform Workload

This workload models where values of join attributes are uniformly distributed,
and thus data skew is not present (θ = 0 in Equation (3)). Fig. 3 shows the
performance results of this workload by varying the number of join nodes and
by varying the total memory size.

Unlike the high skew workload, the task allocation strategy does not result in
significant performance difference between join algorithms. This is because the
size of buckets are almost equal to each other in the uniform workload. Hence,
in the bucket allocation strategy, the load of each join node can be balanced
similar to the fragment allocation strategy.
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Fig. 3. Experiment results at uniform workload

Every hash join algorithm performs better compared to the high skew work-
load in Fig. 2. The reason also comes from the equal bucket sizes in the uniform
workload. Note that there are some big buckets in the high skew workload. As we
described in Sect. 5.1, join nodes that process the big buckets are overloaded and
thus they delay the total response time. While the fragment allocation strategy
may reduce the response time by partitioning the big buckets of inner relation
into fragments, each fragment should be joined against the big bucket of outer
relation. This means that the big buckets of outer relation may be accessed
repeatedly for each fragment by the corresponding join node. As a result, the
degree of performance improvement is limited somewhat.

The performance graphs exhibit similar pattern to that in the high skew
workload. An interesting observation is that the PSHJ outperforms the PHHJ
when the number of nodes is 16 and 24 in Fig. 3(a). This is due to the number
of fragments. At PSHJ, fragments are created when a bucket overflow occurs
and the size of buckets are nearly equal to each other in the uniform workload.
This means that the number of fragments at PSHJ is always a multiple of the
number of nodes in the uniform workload; hence, loads of join operations can be
completely balanced. This feature may not hold on PHHJ since the number of
buckets is determined with the memory size of join node.

6 Concluding Remarks

Most of previous parallel join algorithms assume SN cluster, and the SD cluster
has received very little attention with respect to parallel query processing. How-
ever, the fact that each node can directly access all data gives SD cluster a higher
flexibility, especially a higher potential for dynamic load balancing, for parallel
query processing compared to SN cluster. With regard to this viewpoint, we
first propose a fragment based task allocation strategy that can distribute load
of join operations evenly into the participating join nodes. Then we parallelize
the conventional hash join algorithms for SD cluster using the fragment based
task allocation strategy.
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We have explored the performance of parallel hash join algorithms under a
wide variety of database workloads and system configurations using a simulation
model of SD cluster. The considerable results obtained from the experiments can
be summarized as follows. First, when the join attribute is skewed, the fragment
based task allocation strategy exhibits substantial performance improvements,
compared to the bucket based task allocation strategy. Next, as the number
of nodes increases, the fragment based task allocation strategy performs better
due to its higher potential of parallelism. This property is well matched with
the trend of ever-increasing scalability of cluster systems. Finally, the PHHJ
outperforms other hash join algorithms in most experiments.
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Abstract. Without reliable trust relationship between cooperative parities, the 
paradigm of large scale resource sharing and cooperated problem-solving as 
envisioned by most will not come true in Grid. With wide application in 
Electronic Commerce and online communities, Reputation mechanism emerges 
as a promising solution for trust establishment in Grid, especially between 
unknown entities. With little consideration of Grid's distinct characteristics such 
as the sparseness of ratings and the strangeness of entities, most reputation 
evaluation methods currently available are not feasible to Grid. In this paper, we 
propose a pre-evaluating set based bias-tuned method for reputation evaluation in 
Grid. The introduction of the pre-evaluating set is to track an entity's rating 
criteria, overcome the sparseness and strangeness mentioned above. With this 
pre-evaluating set, we can reasonably filter out malicious ratings by examining 
inconsistency between ratings to this set and to real transactions, effectively tune 
a rater's bias to cater to the current evaluator's criteria by interpolation approach 
and scientifically weight a rater's rating in aggregation by the introduction of 
Criteria Coherent Degree.  

1   Introduction  

Grid computing has emerged as one of the key computing paradigms that enable the 
creation and management of Internet-based utility computing infrastructure for 
realization of e-Science and e-Business at the global level. Meanwhile, it shows from 
survey that, in Grid, collaborations often cross organizational lines, underscoring the 
significance of inter-organizational trust. The responses showed a high level of 
communication and collaboration with people from outside the respondent's department 
(90%), outside their company or organization (82%), and outside their country (69%) 
[1]. Therefore, in open Grid environment with large-scale resource sharing, it is frequent 
for unknown entities to collaborate with each other. To guarantee smooth and reliable 
ongoing of such cooperation, certain trust relationship must be established among 
cooperative parties. And with the wide spread and increasing adoption of Grid 
applications, we cannot escape from considering trust establishment in such scenarios. 
For completely unknown entities, traditional identity-based trust system obviously 
cannot work well because of its restricted scalability and flexibility. In such case, third 
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parties' participation becomes a necessity for trust establishment; meanwhile, Grid's 
inherent sharing and cooperative characteristics provide an excellent support for this. 
Using shared information about past transactions, analyzing evidence of an entity's past 
behavior, evaluating its trustworthiness, based on which dynamically establishing 
corresponding trust relationship, this is the basic idea of reputation mechanism in Grid. 
In this environment, what reputation is to Grid is just what credit card is to human 
society and what brand is to a company. 

The distinct feature of our trust model is the introduction of a pre-evaluating set, 
which aims at tackling the subjectivity and bias-proneness of reputation (Different 
people may have different rating criteria.) and some inherent characteristics of 
reputation mechanism in Grid, i.e. two entities usually have few entities cooperated in 
the same context in common, which is named the "prevalent strangeness" of Grid 
entities by us. Actually, this is a set consisting of many kinds of behaviors an entity 
might behave in transactions for all the entities to rate. With no specific benefits 
involved and other restrictions, it can be expected to truthfully reflect an entity's rating 
criteria. In 3 aspects, this set takes its effect: In filtering, it can help to filter out 
dishonest feedbacks by examining inconsistency between a rater's rating criteria and 
his actual ratings; In bias-tuning, it can help to estimate a certain relationship between 
some rater's rating criteria and the current evaluator's criteria; In aggregating, it can 
help to give reasonable weights to each rater's rating. 

The rest of this paper is organized as follows: a brief introduction of current 
reputation evaluation method is outlined in section 2; our pre-evaluating set based trust 
model is detailed in section 3, including basic model, bias-tuning method for first-hand 
ratings and criteria coherent degree based aggregation method for tuned ratings etc.; 
specific tests and results are presented in section 4; and finally in section 5 the whole 
paper is concluded and our future work is briefed.  

2   Related Work 

The idea of reputation first appeared in Electronic Commerce, online communities [4], 
such as eBay, Amazon and so on, and currently is widely adopted in most popular 
ecommerce website. Recently, it is introduced to multi-agent systems, semantic web, 
P2P systems and Grid systems [7][8][9][11]. 

Generally speaking, most reputation evaluation methods currently available either 
do not take bias tuning into consideration or are not feasible to Grid environment: In 
[7], an EigenTrust mechanism is proposed. But, for the introduction of normalization 
process, much useful original information is lost. In [10] reputation evaluation is based 
on "Web of Trust". There are two interpretations: Path Algebra Interpretation and 
Probabilistic Interpretation. In [9], Dempster-Shafer theory is adopted as the 
underlying computing framework, and reputation is combined by means of orthogonal 
sum of mass function. For the above methods, evaluations are performed directly on the 
first-hand ratings, with no consideration of the obviously existing bias. In [3], 
"semantic distance" is used to describe the difference between a recommender's rating 
and the real outcome, according to which adjustment is made. In [11], the "personalized 
similarity" approach is proposed to evaluate an entity's credibility: first get the 
intersection of one's own rating set and the evaluatee's rating set, then compute the 
deviation of this set. The less the deviation, the more credible the entity is. The above 
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two methods are still not feasible in Grid, since any two Grid entities usually have few 
entities transacted with in common. And according to [12], not to say the Grid systems, 
even for the popular Internet web site epinions.com, this kind of sparseness is true.  

As to dishonest feedback filtering: In [5], controlled anonymity is used to avoid 
unfairly low ratings and negative discrimination and cluster filtering techniques are 
used to reduce the effect of unfairly high ratings and positive discrimination. Such 
filtering method does not take an entity's rating habit into consideration and might filter 
out ratings from lenient raters. In [6], a statistical filtering technique is described for 
excluding unfair ratings. But it assumes the existence of cumulative rating vectors for 
each rater, which is infeasible in open Grid environment. 

3   The Pre-evaluating Set Based Trust Model  

The distinct feature of our trust model is the introduction of a pre-evaluating set, which 
is to track an entity's rating criteria, overcome the prevalent strangeness of most Grid 
entities and the sparseness of peers both has transacted with. 

3.1   Basic Model 

This model is built on top of SOA (Service Oriented Architecture) and is an 
improvement on the model proposed by us in [13], which has two fundamental 
components: Grid Reputation Service and Grid Contract Service. Grid Reputation 
Service is responsible for the acquisition, storing, dissemination, retrieving and 
aggregation of first-hand reputation ratings, while Grid Contract Service provides a 
supervising mechanism and help with the negotiation of service providers and 
consumers. Besides, we adopt the Service Negotiation and Acquisition Protocol 
(SNAP) proposed in [14], which gives 3 kinds of service level agreement: RSLA 
(Resource Service Level Agreement), TSLA (Task Service Level Agreement) and 
BSLA (Binding Service Level Agreement). The 3 agreements supplement each other, 
clarify an interaction's context, which are ideal container of first-hand reputation 
ratings. The main interactions among these components are as follows: before 
transaction service providers will publish their RSLA and service consumers will post 
their TSLA; by means of Grid Contract Service, BSLA will be formed between 
providers and consumers. After transaction, both participants will submit ratings of 
counterpart's behavior to Grid Reputation Service. Grid Reputation Service will insert 
this reputation information into RSLA and TSLA. After this modification, RSLA, 
TSLA and BSLA will be stored to reputation repository as first-hand reputation 
evidence (with RSLA and TSLA contain ratings and BSLA specifies context) for later 
retrieval. In this way, we can get related evidence for reputation evaluation as needed 
anytime and anywhere.  

3.2   The Pre-evaluating Set Related  

As a very important and characteristic component in our trust model, the pre- 
evaluating set is to track an entity's rating criteria. In fact, it consists of a set of 
scenarios describing an entity's behavior in a transaction, which includes three 
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subsets: trustworthy, untrustworthy and in-between subset. We have two considera- 
tions for this division: one is that people tend to have different criteria for trust and 
distrust behaviors; the other is to leverage the precision of the tuned result, which will 
be explained in section 3.5. There is a common pre-evaluating set in the whole Grid 
infrastructure, for example we can define it as: trustworthy subset={fulfill task ahead 
of time; correct and prompt results; contact immediately when the unexpected 
happens; no litter left when logout}; in-between subset={the task has completed but 
overtime; no illegal operation but mess up the system; result is given but not ideal; 
cooperation has completed but not smooth; there is suspected behaviors but with no 
concrete evidence}; and untrustworthy subset={leave Trojans; execute malicious 
code; modify files without permission; with litter left; use resources overtime; not 
fulfill task as required; delete important files; service QoS inconsistent with 
declaration}. Besides, each Grid VO can specify its own pre-evaluating set as a 
complement to the common set. In the following two scenarios, VOs will ask entities 
to submit ratings:  when registering a Grid ID (in this paper, we assume that an entity 
is allowed to have only one Grid ID, so as to avoid the phenomenon of identity farm 
and liar farm.), the common pre-evaluating set will be asked to rate; joining in a VO: 
in this scenario, if this VO has its own pre-evaluating set, the entity will be asked to 
submit ratings for this set 

In this way, any two Grid entities will at least have the common pre-evaluating set 
rated in common. Meanwhile, some specific requirements of VOs have been taken into 
account. Grid Reputation Service will store all the submitted ratings into distributed 
reputation repository. Once submitted, these ratings cannot be changed and can only be 
seen by those who have already rated the corresponding set. This is to prevent 
malicious entities from cheating.  

3.3   Notations 

In this paper, we define an entity ie 's reputation iR as an expectation of its future 

behavior based on other entities' observations or information about its past behavior, 
whose value is within the scope of [0, 1]. We also define that the value within the scope 
of [0,0.4] is an untrustworthy value, the value within the scope of (0.4, 0.7) is an 
in-between value and the value within the scope of [0.7,1] is a trustworthy value. Since 
we only concern about evaluating an unknown entity's reputation where ratings from 
one's own direct experience are null, information for evaluation only consists of third 
parities' first-hand ratings for this unknown entity. Here, we denote the first-hand rating 
entity ie  given to je  as >< ji e,eR . If there is more than one rating, we will use the 

method proposed in [15] to compute an aggregated value as a replacement. The three 
subsets of a pre-evaluating set: trustworthy subset, untrustworthy subset and 
in-between subset are denoted as Tl={t1, t2…tl},  Um={u1,u2…um} and 
Bn={b1,b2…bn} respectively. An entity ei's ratings to these three subsets are denoted as 
PR<T,i,l>={r<T,i,l>, r<T,i,2>…r<T,i,l>}, PR<U,i,m>={r<U,i,1>, r<U,i,2>…r<U,i,m>}and ,, >< =niBPR  

}...,{ ,,2,,1,, ><><><= niBiBiB rrr  respectively. 
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3.4   Filtering of First-Hand Ratings 

The first step towards a scientific and reliable reputation evaluation method is to 
analyze the retrieved first-hand ratings and filter out those faked ones given by 
malicious raters. Here, by dishonest ratings we denote those ratings intentionally 
exaggerating or badmouthing the facts. But for those unintentionally introduced rating 
deviations such as ratings from lenient raters tend to be a bit higher while ratings from 
strict raters tend, we will not filter them out. In fact, no matter higher or lower, as long 
as ratings conform to their rater's rating habit, they will not be classified as dishonest. In 
this paper, we name this phenomenon by "false dishonesty". The basic idea for our 
filtering is trying to find inconsistency in a rater's ratings with his usual rating habit, 
which consists of two parts: "credibility filtering" and "on-spot filtering". 

1.   Credibility Filtering 
This is to examine the trustworthiness of an entity's usual rating behavior. If a rater 
tends to lie often, no doubt we cannot trust his ratings. In this filtering, we examine 
ratings familiar to the current evaluator (i.e. the ratings given to entities that the current 
evaluator has transacted with, we name this the intersection set) and tries to find 
whether inconsistency exists. Deem that the entity whose ratings are under filtering is 
ei. We perform "credibility filtering" in the following way: first get 4 rating sets: ratings 
given by ei and the current evaluator to the common pre-evaluating set and the 
intersection set; then get 2 deviation sets Dpre and Dtrans: Dpre is got by comparing ei's 
ratings to the pre-evaluating set with the current evaluator's corresponding ratings, and 
Dtrans is got by comparing ei's ratings to the intersection set with the current evaluator's 
corresponding ratings; then compare the fluctuating feature of Dtrans with Dpre, if they 
are approximately alike, we will not suspect the rater's credibility in this step. In 
"credibility filtering", we might meet 3 kinds of scenarios:  

1). Elements in Dtrans and Dpre most distribute in a small interval near 0, which means 
that ei shares quite similar rating criteria with the current evaluator. This is the 
best scenario, and we can believe ei's ratings to a large extent with no tuning 
measures.  

2). Elements in Dtrans and Dpre most cluster in some same interval not near 0, which 
means that there is some unintentional deviation in this rater's ratings but can be 
corrected. This is just what we call "false dishonesty", which shall not be 
discarded.  

3). Elements in Dtrans distribute inconsistently with elements in Dpre, which means that 
ei might not have a good credibility in rating and his rating shall be filtered out. 

For the specific comparison of the distribution features of Dtrans versus Dpre, currently 
we perform a kind of histogram analysis: 

1) Divide the deviation space [-1,1] into n (n is an even natural number) intervals d1, 
d2…dn and calculate the probability that elements in Dtrans and Dpre falling into the 
above n intervals respectively, denoted by p<i,trans>and p<i,pre> (i=1,2…n); 

2) Calculate the difference ><>< −=Δ preitransii ppp ,, between >< transip , and 

>< preip , ; 
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3) With customized weights for the n intervals nwww ..., 21  
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suspicious this rater's credibility. Here, we use 1- DDD<trans,pre> to measure a rater's 
credibility, which will be used in the next step of filtering: on-spot filtering. Given 
some threshold σ , ratings from this rater will be discarded as dishonest. 

2.   On-Spot Filtering 
In a way, "credibility filtering" given above tends to be a kind of indirect filtering, 
which examines a rater's ratings familiar to the current evaluator and tries to find 
inconsistency. While, "on-spot filtering" given below can be seen as a kind of direct 
filtering, which will examine all the current ratings to the to-be-evaluated entity. This 
time, we will retrieve all the raters' ratings to the common pre-evaluating set and try to 
find if inconsistency exists when current rating added into the pre-evaluating set. For 
example, if an entity's ratings to the pre-evaluating set tend to be a bit higher than 
others, while his current rating is rather low among all the current ratings, it's probable 
his current rating is dishonest. Specifically speaking, we perform "on-spot filtering" in 
the following steps (Deem that the to-be-evaluated entity is ep, we retrieve n raters 
e1, e2…en's rating to ep: >< ji e,eR  >< j2 e,eR … >< jn e,eR .): 

1) Retrieve e1, e2…en's ratings to the common pre-evaluating set; 
2) Calculate the average ratings given by the n raters to each item in the 

pre-evaluating set; 
3) Calculate the difference PR between each rater's ratings to the pre-evaluating 

set and the corresponding average ratings; 
4) Divide the difference space of [-1,1] into the same n intervals as "credibility 

filtering" does for the deviation space, and calculate the probability that elements 
in each rater's difference set falling into the n intervals; 

5) Modify ratings given by the n raters to ep by multiply his first-hand rating by his 
credibility got in "credibility filtering"; 

6) Calculate the average rating of the n modified ratings; 
7) Calculate the difference between each rater's modified rating to ep and the 

average rating got in step 6; 
8) Observe in which interval each rater's rating difference calculated in step 7 falling 

into, if elements in PR seldom fall into this interval, then we can conclude that 
the corresponding current rating is dishonest and shall be filtered out. 

3.5   Bias-Tuning of Filtered First-Hand Ratings 

After filtering out the faked first-hand ratings, the next step is to remove each rater's 
bias from its first-hand rating. This is done in an evaluator-centered way, since any 
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evaluating result is to serve the specific current evaluator. As trust is context specific 
and the prevalent strangeness of Grid entities, any two entities will have quite few 
entities transacted with in common not to say in the same context. But with the 
introduction of the pre-evaluating set, any two Grid entities will at least have the 
common pre-evaluating set rated in common. In fact, this kind of pre-evaluating set can 
be seen as a test set while ratings from the current evaluator are the standard outcome 
and ratings from other entities are testing outcome. If we can find the relationship 
between an entity's ratings and the current evaluator's, then given any ratings this entity 
gave, we can estimate the ratings the current evaluator will give. By this means, we 
remove the other entity's bias and get a rating result conforming to the current 
evaluator's criteria. What's crucial here is the discovery of this relationship. Actually, 
this problem can be classified as such a problem: deem there is a function f(x), we only 
know the function values at n+1 data points, that is fi=f(xi),i=1,2,…,n+1, y is another 
data point, then how to estimate the value of f(y)? Deem that an entity ei wants to 

evaluate an unknown entity ej's reputation >< ji e,eR , which has got entity ek's first-hand 

rating >< jk e,eR  to ej. Here, ratings of the pre-evaluating set from ek act as x, while 

ratings from current evaluator act as f(x); >< jk e,eR  acts as y, while f(y) is the desired 

to-be worked out tuned result of >< jk e,eR . It is not difficult to find that interpolation is a 

good choice, for its simplicity and easy of implementation. We will solve this problem 
in the following three steps: 

Step 1: ei retrieves ek's rated pre-evaluating sets and the corresponding ratings from 
Grid Reputation Service. Since only those sets rated by both can be seen by ie , the 

returned pre-evaluating set(s) contain(s) the maximum items rated by both. 
Step 2: if the number of returned pre-evaluating set is more than one, perform union 
operation respectively on the three subsets of the returned pre-evaluating sets. Deem 
that after union, the three subsets are Tl, Um and Bn, the ratings for them from ek are 
PR<T,k,l>, PR<U,k,m> and PR<B,k,n>, and the ratings for them from ei are PR<T,i,l>, PR<U,i,m> 
and PR<B,i,n>. 
Step 3: according to which category (trustworthy, in-between or untrustworthy) the 
value of >< jk e,eR  falls into, perform interpolation on this category.  

For the specific interpolation method, we can choose polynomial interpolation 
method such as Lagrange approach, Neville approach or Newton approach. As the 
Runge phenomenon tells us polynomial interpolation of high degree does not perform 
well, we will only use linear polynomial, quadratic polynomial and at most cubic 
polynomial for interpolation. And as is suggested that subsection interpolation can 
improve precision, we divide the whole pre-evaluating set into three subsets, based on 
which subsection interpolation is performed. If the number of items in a subset is very 
big, we can do subsection interpolation again in this subset. As interpolation can be 
easily implemented in Matlab, we will not elaborate on the specific methods of 
interpolation here. In Section 4, we will give experimental results. 
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3.6   Criteria Coherent Degree Based Aggregation of Bias-Tuned First-Hand 
Ratings 

After tuning the bias of first-hand ratings, the next step is to aggregate them and give a 
final evaluation result. In this paper, we will use the method of weighted averaging 
where the choosing of a reasonable set of weights is very crucial. As can be seen from 
human society, if two persons tend to have similar opinion about a lot of affairs, for a 
specific affair it is probable that they will have similar opinion again. Inversely 
speaking, if we do not know one person's opinion about some affair, we can make an 
approximated prediction from the other person's opinion. In fact, this is a kind of 
incomplete induction. Inspired by this, it is reasonable to give high weights to entities 
that have similar rating criteria with the current evaluator's. Therefore, we introduce the 
notion of "Criteria Coherent Degree (CCD)" to describe this similarity. Once again, we 
use the pre-evaluating set as a test set. For the computation of CCD, we can adopt the 
method of approximation from Fuzzy Set such as Hamming approximation or Euclid 
approximation or Pearson correlation coefficient. With the CCD set in hand, we can 
normalize this set and get the desired weight set for aggregation. 

4   Experimental Results 

To validate the effectiveness of our method, we have performed a series of simulated 
experiments. The results show that our method is effective in filtering, tuning and 
aggregating. We will present results for this 3 aspects respectively in the following 
sections. The basic configuration of our simulation is: 128 entities; the common 
pre-evaluating set has 18 items: 7 trustworthy, 6 untrustworthy and 5 in-between; each 
entity has average 12 ratings for the other entities; 5 types of rating habits: stricter, 
strict, moderate, lenient and more lenient. 

4.1   Results of Dishonest Feedback Filtering 

In the experiments for filtering, the deviation space is divided into 8 
intervals: ]1,4.0[),4.0,2.0[),2.0,07.0[),07.0,0[07,0),.0(],07.0,2.0(],2.0,4.0(],4.0,1[ −−−−−−− an

d 20/1,10/1,20/3,5/1 54637281 ======== wwwwwwww . Our simulation is carried 
out by varying the percentage of malicious entities and retrieving ratings to some 
randomly selected entity and performing filtering on these ratings. For different 
percentage of malicious entities from 5% to 75%, we perform 50 filterings each and get 
2 average ratios: filtering successful ratio (the ratio of successfully filtered out 
dishonest feedbacks), and filtering mistaken ratio (the ratio that honest feedbacks being 
filtered out), as illustrated in Fig.1. As can be seen, our filtering method can effectively 
filter out dishonest feedback while maintaining the honest feedbacks to a large extent. 
Experimental results show that those escaped dishonest feedbacks are most 
exaggerated feedbacks from liars of lenient rating criteria or downplaying feedbacks 
from liars of strict rating criteria. For the former, since such exaggerated feedbacks will 
be multiplied by the rater's credibility for later use, its boosting effect will be largely 
reduced. For the latter, badmouthing a trustworthy entity will at most prevent 
cooperation with this entity, and there is no practical damage as compared to boosting 
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Fig. 1. Filtering successful ratio and filtering mistaken ratio 

an untrustworthy entity that leads to cooperation. As a result, this kind of missed 
filtering will not bring too much harm. 

4.2   Results of Bias-Tuning 

In the experiment for bias-tuning, five types of entity's bias proneness are given as 
compared with the current evaluator's rating criteria: stricter, strict, similar, lenient and 
more lenient. Their ratings to some specific entity are: 0.72, 0.75, 0.83, 0.88 and 0.9. 
And these ratings have been filtered as honest ones. Ratings from them and the current 
evaluator to the common pre-evaluating set are listed in Table 2. Since these ratings are 
all within the trustworthy scope, in Table 1 we only list ratings in the trustworthy subset.  

Table 1. Ratings to the trustworthy subset 

Ratings for Trustworthy Subset 
Entity 

1 2 3 4 5 6 7 
Current Evaluator 0.8 0.82 0.85 0.85 0.88 0.9 0.95 

Stricter 0.7 0.73 0.78 0.76 0.8 0.82 0.86 
Strict 0.74 0.76 0.8 0.78 0.82 0.84 0.88 

Similar 0.81 0.82 0.84 0.86 0.87 0.91 0.95 
lenient 0.84 0.87 0.9 0.91 0.93 0.96 0.98 

More lenient 0.86 0.89 0.93 0.94 0.96 0.98 1 

Table 2. Tuned ratings 

Tuned Ratings 
Entity 

First-hand 
Ratings Linear  

Interpolation  
Cubic  

Interpolation 
Spline  

Interpolation 

Average 
Tuning 
Amount 

Stricter 0.72 0.8133 0.8124 0.8041 0.0899 
Strict 0.75 0.8100 0.8089 0.8075 0.0588 

Similar 0.83 0.8350 0.8394 0.8403 0.0082 
lenient 0.88 0.8300 0.8313 0.8341 -0.0482 

More lenient 0.9 0.8275 0.8286 0.8310 -0.0710 
 

Standard 
Deviation 

0.0786 0.0109 0.0130 0.0165 
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Using linear interpolation, cubic interpolation and spline interpolation in Matlab, we 
get the following tuned ratings, as shown in Table 2. From the listed average tuning 
amount, we can see that the more the bias, the more extent is tuned. And from the 
standard deviation given in the last row in Table 2, we can see that after tuning, 
deviation between entity's ratings is decreased by a large degree. Therefore, it can be 
concluded that our tuning method is effective and reasonable. Among the three kinds of 
interpolation method, the standard deviation of linear interpolation is the smallest.  

4.3   Results of CCD-Based Aggregation 

To compute CCD, we have to use ratings for the whole pre-evaluating set. In Table 1, 
we have only given ratings for the trustworthy subset. For the untrustworthy subset and 
in-between subset, ratings are given in Table 3. Using the methods of Hamming 
approximation, Euclid approximation and Pearson correlation coefficient, we get 
CCDs listed in Table 4. As can be seen from the last row of standard deviation, Euclid 
approximation makes a better distinction. Therefore, we choose to use the CCD results 
from this method. Using the tuned ratings from linear interpolation and normalizied 
CCD results from Euclid approximation, the final result of reputation is: 0.8234. 

Table 3. Ratings to the untrustworthy set and in-between set 

Ratings for Untrustworthy Subset Ratings for In-between Subset 
Entity 

1 2 3 4 5 6 1 2 3 4 5 

Current 
Evaluator 

0.15 0.20 0.24 0.30 0.32 0.33 0.50 0.52 0.60 0.64 0.66 

Stricter 0.05 0.08 0.12 0.15 0.18 0.20 0.42 0.50 0.55 0.60 0.62 
Strict 0.10 0.15 0.18 0.20 0.20 0.25 0.45 0.48 0.51 0.56 0.6 

Similar 0.13 0.20 0.25 0.28 0.30 0.32 0.50 0.51 0.60 0.65 0.65 
lenient 0.18 0.22 0.26 0.34 0.35 0.38 0.52 0.55 0.63 0.66 0.68 

More lenient 0.22 0.28 0.31 0.35 0.37 0.40 0.53 0.57 0.65 0.66 0.69 

Table 4. CCD results 

CCD Results 
 Entity 

Hamming  Euclid Pearson 

Stricter 0.9117 0.9050 0.9940 
Strict 0.9328 0.9300 0.9974 

Similar 0.9911 0.9889 0.9994 
lenient 0.9639 0.9613 0.9991 

More lenient 0.9400 0.9369 0.9974 
 

Standard deviation 0.0305 0.0319 0.0021 

5   Conclusions and Future Work 

In this paper, we mainly focus on the problem of trust establishment between unknown 
entities in Grid, which frequently happens. We resort to reputation mechanism as a 
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solution, in which a scientific reputation evaluation method is crucial to the success of 
the whole mechanism. We propose a pre-evaluating set based trust model, which aims 
at tackling some particular obstacles for reputation evaluation in Grid such as the 
sparseness of ratings and the strangeness of entities, which is rarely considered in most 
evaluation methods currently available. Our distinct feature is the introduction of this 
pre-evaluating set, which provides context specific behaviors for entities to rate in 
common. As a common rated set with no specific benefits involved, ratings for this set 
can be expected to truthfully reflect an entity's rating criteria. These ratings have 3 
fundamental usages in our trust model: 1) Dishonest feedbacks can be filtered out when 
inconsistency exists between these ratings and the actual ratings. With rating criteria in 
mind, our filtering method distinguishes well between real dishonesty and false 
dishonesty. 2) A certain relationship between rating flavors of some rater and the 
current evaluator can be estimated, with which we can effectively tune this rater's 
ratings to cater to the current evaluator's criteria. This is done by means of interpolation. 
3) We can estimate how similar a certain rater's ratings will be to the current 
evaluator's. The more similar, the more his ratings should be considered. And we 
propose a notion of "Criteria Coherent Degree" to describe this similarity, which is 
used as weight for aggregation after normalization. 

In this paper, we classify reputation values into three kinds: trustworthy, in-between 
and untrustworthy, and deem that first-hand ratings from all the raters will fall into the 
same category. Next, we will consider how if values are not classified and how if 
first-hand ratings fall into different categories. 
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Abstract. In this paper, we propose a simple MIMO-OFDM with time and  
frequency domain spreading for mobile environment. The transmission scheme 
that we propose in this paper is a simple method with low complexity for  
improving the performance of conventional SFBC-OFDM. Using Hadamard 
transformation in time and frequency domain, we can obtain space, time and 
frequency diversity gain. Also we propose the spreading hybrid MIMO-OFDM 
system combined spreading SFBC-OFDM with SM scheme. 

1   Introduction 

The explosive growth of wireless communications is creating the demand for  
high speed, reliable, and spectrally-efficient communications over the mobile wire-
less medium. Space-time block coding (STBC) is a attractive technique as a simple 
transmit diversity scheme for providing highly spectrally efficient wireless communi-
cations[1]. The STBC was applied to the OFDM (Orthogonal Frequency Division 
Multiplexing) as an attractive solution for a high bit rate data transmission in a multi-
path fading environment. This system was referred to as the space-time block coded 
OFDM (STBC-OFDM)[2]. And the space-frequency block coded OFDM (SFBC-
OFDM) has been proposed where the block codes are formed over the space and 
frequency domain[3].  

In this paper, we propose a simple MIMO-OFDM with time and frequency 
diversity gain. This transmission scheme is a simple method for improving a perform-
ance of conventional SFBC-OFDM[3] by means of Hadamard transformation in time 
and frequency domain. Also we propose the spreading hybrid MIMO-OFDM 
system combined spreading SFBC-OFDM with SM (spatial multiplexing) 
scheme[5][6].  
                                                           
* This work was supported by Korea Research Foundation Grant (KRF-2003-041-D00394). 
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2   Spreading SFBC-OFDM Transmission Scheme  

In this section, we will propose a simple SFBC-OFDM transmission scheme to 
achieve time diversity gain. We can achieve time diversity gain by means of 
Hadamard transformation in time and frequency domain. The encoding of our SFBC 
codes is carried out in two successive stages: Hadamard transformation in time  
domain and SF component coding as Fig. 1. 

spreading SFBC

IFFT &
add C/P

IFFT &
add C/P

X E
serial/parallel

Tx1

Tx2

 

Fig. 1. Spreading SFBC-OFDM transmission scheme 

2.1   Spreading in Time and Frequency Domain 

At the transmitter, the input data bits are modulated to )(mx  where )(mx  denotes the 

input serial data symbols with symbol duration ST . The modulated symbols are serial 

to parallel converted and the resulting data vector x(n) and data block X are given by  
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Let E be the Hadamard transform of X in time and frequency domain, and we can 
express E as follows. 

( ) KMNM XWIWE /⊗=  (2) 

where WM represents Hadamard transform matrix of order M 

12222 ,
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1
−⊗=

−
= aa WWWW  (3) 

where ⊗  represents Kronecker product. Hadamard transform spreads each symbol to 
M subcarriers and K successive OFDM symbols. Therefore matrix E is a symbol 
matrix spreaded in time domain.  

2.2   Space-Frequency Component Coding  

After spreading the data matrix in time domain, perform the SFBC. During the block 
instant n, the spreaded symbol vector e(n) can be expressed as follows. 

[ ]TN nenenen )()()()( 110 −=e  
(4) 
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The spread symbol vector e(n) is coded into two vectors e(1)(n) and e(2)(n) by the 
SFBC as follows. 
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During the block instant n, e(1)(n) is transmitted from the first transmit antenna Tx1 
while e(2)(n) is transmitted simultaneously from the second transmit antenna Tx2. Let 
ee(n) and eo(n) be two length N/2 vectors denoting the even and odd component of )(ne . 
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Table 1. shows the SF component coding for two-branch transmit diversity scheme 
[3]. The SF coded symbols are modulated by IFFT into SF-OFDM symbols. After 
adding the guard interval, the proposed SF-OFDM symbols are transmitted as Fig. 1. 

Table 1. Space-Frequency component coding 

Subcarrier index Tx1 Tx2 
Even )(nee  )(noe  

Odd )(no
*e−  *ee  

2.3   Decoding of Spreading SFBC-OFDM 

Decoding processes are the reverse order of the encoding and carried out following 
two stages. 

• First stage: perform the decoding with SF component decoding to obtain Ê , the 
estimation block of E  
• Second stage: perform the reverse of Hadamard transformation to obtain decision 

matrix X̂  from Ê . And X  is recovered by ML decision. 

Let )(ny  be a demodulated signal vector at the receiver and ye )(n , yo )(n  be two 

length N/2 vectors denoting the even and odd component of )(ny . Let )(n  be a 

diagonal matrix whose diagonal elements are the DFT of the channel impulse 
response. 

))()()(diag()( 110 nnnn N −=  (7) 

Let )(),( )2()1( nn  be channel responses of transmit antenna1, 2, and )(nz be the 

channel noise. The demodulated signal vector at the receiver is given by 
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Assuming the complex channel gains between adjacent subcarriers are constant, 

i.e., )()( nn oe
αα ≈ , and the estimate vectors )(ˆ ne  as follows. 
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where 2)2(2)1(2)2(2)1( |)(||)(||)(|)( nnn|n| ooee +≈+= . 

The estimate vector )(ˆ ne  is vectors to estimate the magnitude of )(ne  as well as 

phase. Let estimate matrix Ê  be the matrix composed of K estimate vectors, and we 

can express Ê as follows. 

[ ])1(ˆ)1(ˆ)0(ˆˆ −= KeeeE  (10) 

Perform the reverse of Hadamard transformation to obtain decision block X̂  from 

Ê , and  

( ) ( ) KMNMKMNM WEIWWEIWX ˆˆˆ
/

11
/ ⊗=⊗= −−  (11) 

X̂  are vectors to estimate the magnitude of X  as well as phase. Therefore we can 
recover X  by means of equation (9) in paper [1], even if X  has the unequal energy 
constellations. 

3   Spreading Hybrid MIMO-OFDM 

In this chapter, we will consider the spreading hybrid MIMO-OFDM system. This 
system is hybrid system combined spreading SFBC-OFDM with SM(spatial multi-
plexing) scheme.  
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Fig. 2. Spreading Hybrid MIMO-OFDM transmission scheme 
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Fig. 2 shows the spreading hybrid MIMO-OFDM system for 4-transmit antennas. 
As Fig. 2, the individual data matrices A and B are coded by spreading SFBC-OFDM 
and transmitted through 4-transmit antennas. 

4   Simulation Results 

In this section, we present the results of computer simulation. Table 2 shows the 
simulation parameters.  

Table 2. Simulation parameters for performance evaluation 

Carrier frequency( cf ) 2 GHz 

Channel Bandwidth 5 MHz 

Mobility (Maximum Doppler Frequency: Df ) 120km/h (222Hz) 

Sampling frequency( sf ) 5MHz 

RMS delay spread( RMSτ ) 1 sμ  

Channel Model COST-207 [TU] 

Subcarrier spacing 19.531 kHz  

FFT size(length: sT ) 512 (102.4 sμ ) 

CP size(length : GT ) 28(5.6 sμ ) 

OFDM symbol length( symT ) 108 sμ  

 
Fig. 3 shows the simulation results of conventional SFBC-OFDM and the  

spreading SFBC-OFDM at the velocity =120 km/h. The COST207 six-ray typical 
urban (TU) channel power delay profile was used throughout the simula- 
tions [4]. The SFBC-OFDM systems employed 512 subcarriers with QPSK modu-
lation. The SFBC-OFDM schemes using two transmit antennas and one receive 
antenna.  

Fig. 4 show the simulation results of the hybrid MIMO-OFDM and the spreading 
hybrid MIMO-OFDM at the velocity =120 km/h with QPSK modulation. These 
systems use four transmit antennas and two receive antennas. Also we use the 
ZF(zero forcing) and MMSE(minimum mean square error) detection schemes in 
Fig. 4. 

In Fig. 3 and Fig. 4, each channel is uncorrelated. And it was assumed that perfect 
channel estimation was available at the receiver.   
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Fig. 3. Performance comparison of spreading SFBC-OFDM 
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Fig. 4. Performance comparison of spreading hybrid MIMO-OFDM 

5   Conclusions 

We have proposed a spreading SFBC-OFDM transmission scheme that is a method 
for improving the performance of conventional SFBC-OFDM, by means of Hadamard 
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transform in time and frequency domain. And we compared the performance of 
spreading SFBC-OFDM transmission schemes with conventional SFBC-OFDM. In 
frequency selective channels, we can obtain frequency diversity gain. Also the Dop-
pler spread is large, complex channel gains over K successive OFDM symbols vary 
rapidly. In this case, the spreading SFBC-OFDM can obtain time diversity gain and 
improve the BER performances. Also we have propose a spreading hybrid MIMO-
OFDM and show the BER performances. 

References 

[1] S. M. Alamouti, “A simple transmitter diversity scheme for wireless communications,” 
IEEE J. Select. Areas Commun., vol. 16, pp. 1451-1458, Oct. 1998. 

[2] K. F. Lee and D. B. Williams, “A space-time coded transmitter diversity technique for 
frequency selective fading channels,” IEEE Sensor Array and Multichannel Signal Proc-
essing Workshop, pp. 149-152, Cambridge, MA, Mar. 2000. 

[3] K. F. Lee and D. B. Williams, “A space-frequency transmitter diversity technique for 
OFDM system,” IEEE GLOBECOM 2000, vol. 3, pp. 1473-1477, San Francisco, USA, 
Nov. 2000. 

[4] COST207 TD(86)51-REV 3 (WG1), “Proposal on channel transfer functions to be used in 
GSM tests late 1986,” Sept. 1986. 

[5] A. J. Paulaj, D. A. Gore, R. U. Nabar, and H. Bolcskei, “An overview of MIMO commu-
nications − A key to gigabit wireless,” Proc. of IEEE, vol. 92, no. 2, pp.198−218, Feb. 
2004. 

[6] E. Telatar, “Capacity of multiple-antenna Gaussian channel,” AT&T Bell Labs Tech. 
Memo., June 1995. 



M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 243 – 250, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Security Auditing Approach Based on Mobile 
Agent in Grid Environments∗ 

Zhenghong Xiao1, Changqin Huang2, and Fuyin Xu2 

1 Department of Computer Science and Technology, 
Hunan University of Arts and Science, Changede, 415000, P.R. China 

xiaozh@tsinghua.org.cn 
2 Department of Computer Sciences and Technology, 

South China Normal University, Guangzhou, 510631, P.R. China 
cqhuang@zju.edu.cn, xufy@scnu.edu.cn 

Abstract. Due to the dynamic and multi-institutional nature, auditing is funda-
mental and difficult to solve in grid computing. In this paper, we identify secu-
rity-auditing requirements, and propose a Cross-Domain Security Auditing 
(CDSA) architecture, in which mobile agent is applied to help gathering secu-
rity information in the grid environment. Whilst a new authorization mechanism 
is presented to improve the performance by changing the traditional manner 
"route once, switch many" over the network into the "audit once, authorize 
many" in the Grid, and a multi-value trust relationship model is constructed in 
order to carry out the dynamic auditing. The system enforces these mechanisms 
to enable cross-domain security in the aid of special services based on Globus 
Toolkit version 3.0 and IBM Aglet. 

1   Introduction 

Security is one of the most challenging issues in grid computing. In recent years, grid 
security has been paid widespread attention as an important new branch in the field of 
Computing Grid, Data Grid, and Semantic Grid etc. The majority of existing re-
searches on grid security have taken place in the field of naming and authentication, 
Secure Communication, Trust, Policy, and Authorization, Enforcement of Access 
Control [1]. As one of fundamental requirements, although some relevant discussion 
has occurred and/or is going on at GGF, auditing and accounting solutions are still in 
the early stages [2]. Significant challenges [1] remain for computing grid as cross-
domain auditing, privacy management, denial of service, and integrated. In general, 
grid security and computer security will never be completely "solved", but undoubt-
edly our works will make the Grid infrastructure trustworthy. 

In this paper, we focus on the design and deployment of cross-domain security au-
diting architecture based on mobile agent by Globus Toolkit 3.0 and IBM Aglet. The 
key of auditing in the Grid is how to get security information cross-virtual organiza-
tion (VO) and how to process security information. The usual ways of getting packs 
from the network are not suitable for auditing in the Grid at all. By our method, 
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Surveillant Agent is used to gather security information of hosts, and Mobil agent is 
used to transfer cross-domain security information. To decrease impact on the grid 
performance, a new secure authorization mechanism is presented by changing the 
traditional manner "route once, switch many" over the network into the "audit once, 
authorize many" in the Grid. The dynamic auditing is carried out via dividing domain 
trust relationship into complete trust type, partial trust type, and least trust type.  

This paper is organized as follows: Section 2 describes security-auditing require-
ments. In Section 3, the proposed cross-domain security auditing architecture and 
related work are described. Authorizing policy: "Audit once, authorize many" is pre-
sented in Section 4. By constructing a multi-value trust relationship model, the en-
forcement of dynamic auditing is introduced in Section 5. In section 6, based on 
Globus Toolkit version 3.0 and IBM Aglet, the implementation of CDSA is described. 
Finally, conclusions and future work are addressed in Section 7. 

2   Security Auditing Requirements 

Grid resource auditing is the more traditional manner of accounting for resources 
usage and billing. Grid Auditing is a focus of accounting as a security component and 
the need for a seamless relationship between accounting, the authentication and au-
thorization components of Grid [2]. It is necessary for system administrator and grid 
administrator to audit Grid resource, this auditing information can be used as either 
billing, or security auditing, it is also be used to intrusion detect. The contents of au-
diting are various, and system administrator and Grid administrator determine the 
auditing granularity. Security auditing requirements comprise: (a) it must strictly 
make a record for grid user access to node resources, which includes the access time, 
grid user’s IDs, job’s IDs, results (success, failure). (b) Logging them based upon the 
specified policies, only authorized users can browse related records, unauthorized 
users’ trace records should be registered. (c) Due to existing of lots of grid users, it is 
essential to adopt appropriate auditing policies to enhance auditing efficiency. (d) 
During monitoring the access to resources, we should identify abnormal behavior, 
such as intrusion. If necessary, corresponding measures are taken. (e) It is necessary 
to establish a new mechanism for creating security-auditing trails that can be used to 
validate if the authorization policy is enforced correctly on local resources. 

3   The Cross-Domain Security Auditing Architecture 

At present, there exist many trust researches for the grid. A CA-based trust model was 
drafted [3] and is being proposed to Global Grid Forum (GGF). The X.509 trust [4] is 
a centralized approach such that each participant has a certificate by a central CA. The 
SPKI trust model [5] offers more flexibility by supporting delegation certificates.  
The literature [6] proposes a two-level trust model, the upper level defines the trust 
relationships among virtual organizations in a distributed manner, and the lower level 
justifies the trust values within a grid domain. However, all trust model related only to 
an authorization mechanism, didn’t related to auditing system.  

In the paper, the Cross-Domain Security Auditing architecture is concerned  
with the gathering security information from different nodes, transferring security 
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information, authorizing management policy, and auditing policy based on trust  
relationship type. This architecture has some distinct features, such as flexibility, 
scalability, platform independence, and reliability. The CDSA applies two sets  
of software entities, called surveillant agents and mobile agents. Surveillant agents 
reside in each virtual organizations, and responsible for gathering security information 
of hosts. Mobile agents are software components that can migrate to all the virtual 
organizations in grid environments, and autonomously execute the tasks of transfer-
ring security information. The components of CDSA are identified as follows: Central 
Mobile Agent (CMA), Global Database (GD), Mobile Agent (MA), Surveillant Agent 
(SA), Local Database (LD), User Agent (UA), and Database Agent (DA). The overall 
architecture of the CDSA is shown in Fig.1. 
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Fig. 1. The architecture for cross-domain security auditing 

4   Authorization Policy: “Auditing Once, Authorize Many” 

"Route once, switch many" means that when packets pass through routing switches, if 
an IP address of packets itself exists in the hardware route table; the packet is for-
warded directly via switch hardwires. If an IP address of packets is not found in the 
route table, it needs to be routed. After it is processed by filter module, CPU writes 
the route entry into the route table after routing. In our security auditing system 
utilizes in the similar manner. 

The important problem of security auditing is how to analyze and filter user access 
information with little interference of forwarding performance. The base architecture 
and user’s authorization request of cross-domain is analyzed by referring to Fig.2. 
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Fig. 2. Authorization policy: "Auditing once, authorize many" 

1. A user’s request to Grid resources, after getting into currently domain by Mi-
grate Agent, Query Agent searches security auditing records such as user’s ID, 
user’s authentication, task management privilege, etc, in local database.  

2. If user’s ID is not founded, or there is not enough privilege to grid resource, 
user’s request needs to be audited, then users access grid resources according to 
a new privilege policy, which is formed by integrating feedbacks of authoriza-
tion into local privilege policy of domain, finally, it updates the local database. 

3. If user’s ID is found and there is enough privilege to grid resource, then users 
access the grid resource according to old privilege policy. 

Because QA has little influence on forwarding performance, a new secure mecha-
nism of authorization is given to modify the traditional manner "route once, switch 
many " over the network to the "audit once, authorize many" in the Grid. 

5   Auditing Policy Based on Trust Relationship Type 

This paper proposes trust relationship type for auditing policy, our approaches divide 
trust relationship among domains into three trust relationship type: complete trust 
type, partial trust type, least trust type. Complete trust type is most trust relationship 
among domains, when user from one domains request Grid resource of another, it is 
not necessary to audit and authorize. Partial trust type is medium trust relationship 
among domains, when Grid resource requested, there are a selection auditing or no 
auditing. Least trust type is least trust relationship among domains, when users re-
quest Grid resource, it is essential to authorize and audit. The strength of trust rela-
tionship among domains varies as shown Fig.3: 

The reputation of an entity is an expectation of its behavior based on other entities’ 
observations or information about the entity’s past behavior within a specific context 
at a given time [7]. Trust relationship among domains varies according to x direct 
relationship with y as well as the reputation of y, the trust model should compute the 
eventual trust based on a combination of direct trust and reputation and should be able 
to weight the components differently, trust relationship exponent computation and 
trust relationship conversion are as follow: 
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Fig. 3. Auditing mechanism based on trust relationship type 

1. Let T  denote trust relationship exponent among domains, T  computation impose 
similar [11], Let M and N denote two domains, the direct relationship of M and N 
denotes DR (M, N), the reputation of N denote RR(N), the weights given to direct 
and reputation relationship are  the decay function (t-tij), t is the cur-
rent time and tij is the time of the last update or the last transaction between M and 
N, the literature[11] introduced the recommend trust factor R(M,N) to prevent 
cheating via collusions among a group of domains. In this paper, instead of men-
tioned above R (M, N), feedback of auditing expressed R, R is a value between 0 
and 1.we suppose that one domain borders K domains. Trust relationship exponent 
compute as follows: 

KttrNMRNRRttNMDRT
n

k
ijij /)(*),(*)()(),(

1=

−∗+−∗∗= βγαα
 (1) 

2. Let T  denote the threshold of convert according to feedback of auditing, if part-
ners of transaction are satisfied, the trust exponent of among domains increases, 
while T  > T , Least trust relationship convert into Partial Trust Type (PTT), or 
From PTT to Complete trust Type. If partners of transaction are not satisfied, the 
trust exponent of among domains decreases, while T  < T , Complete Trust Type 
converts into Partial Trust Type (PTT), or from PTT to Least trust Type. 

6   Implementation of CDSA Based On GT3 Core and IBM Aglet 

6.1   Agent Service Based On GT3 Core 

In this paper, we define Surveillant Agent Service and Mobile Agent Services  
as user-defined services of grid nodes, which are built on the top of the GT3 core [8]. 
Mobile agents facilitate Gathering Security Auditing Information Service to imple-
ment its functions, and the mobile agent service is based on IBM Aglets by modify-
ing core component. The architecture of agent service based on GT3 core is as 
shown in Fig.4. 
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Fig. 4. Agent Service Based On GT3 Core 

6.2   Building Mobile Agent Platform Based on IBM 

Because these natures of grid applications (such as distribution) very closely resem-
bles that of mobile agent applications, both applications are characterized by hetero-
geneity of participating nodes with varying trust relationship between constituent 
nodes, and each agent is autonomous, cooperative, coordinated, intelligent, rational 
and able to communicate with other agents. Our work applied mobile agent to resolve 
the problem of cross-domain security auditing in the Grid. The CDSA is a distributed 
mobile agent system based on user-defined services of Globus Toolkit Version 3.0 
and IBM Aglet that comprised of six types of agent [9][10]: Central Mobile Agent 
(CMA), Mobile Agent (MA), Surveillant Agent (SA), User Agent (UA), Query Agent 
(QA), and Database Agent (DA). They coordinate and cooperate with each other to 
accomplish gathering security information of hosts, dumping into a local database, 
and transferring cross-domain security information. 

1. UA provides services for user, and accepts security auditing request, and returns 
auditing results.  In addition, user agent can translate request into commands 
that the agent can identify. 

2. CMA is the key to implements of cross-domain security auditing architecture, it 
is responsible to collect and administrate all kinds security auditing information. 
At the same time, it acts as Certificate Authority center, and ensures security 
communication among agent’s subsystem. Via DA, all security information of 
CMA for auditing is stored in a global database. 

3. SA is distributed in every virtual organization; it gathers user name, password, 
user’s ID, access time, user’s authentication, digital certificate information,  
and task management privilege by user-defined Gathering Security Information 
Service of GT3 after completing authentication. This primitive information will 
be sent to DA or MA according to user’s requests. 

4. MA receives security auditing information from SA, or receives UA request 
commands, which can be transferred from one node to anther node. 



 A Security Auditing Approach Based on Mobile Agent in Grid Environments 249 

5. DA acts as an application server or database middleware, it is used to securely 
access data in local database in the Grid by using interface of Servlet, via DA, 
all security information of SA is stored in local database. 

6. QA receives UA request, and queries security auditing information in global  
database according to user’s request, if there is no record found, user’s request 
information is dispatched to every sites by MA, then QA queries security 
auditing information in local database. 

The system security is guaranteed by authenticating, authorizing, and Aglet’s se-
cure mechanism. When agents communicate in virtual organization, they share a key, 
Aglet’s Workbench considers trust each other. When agents communicate in different 
virtual organization, it provides a secure interface by a proxy, Aglet connects remote 
Aglet, and the system generates a proxy in local context environment, which is similar 
to authorization management chain in the Grid. 

All components of the CDSA are developed using JAVA platform; Aglet system 
can implement agent’s security by using com.ibm.aglets.security packets, and can 
accomplish interoperability among agents by using com.ibm.maf.mAFAgentSystem 
packets. Whilst it can fulfill interaction with user by applying Servlet technology and 
accomplish communication among agents based on KQML semantic representation.  

6.3   User Auditing Services 

User auditing Services are constructed by utilizing the services defined at each lower 
layer. Auditing requirements processing utilizes Apache AXIS as their Web service 
engine, which executes in a J2EE/J2SE Web container. Such an application can di-
rectly access the auditing result, or can monitor the heterogeneous resource and the 
status of each node. 

7   Conclusions and Future Work 

In this paper, we identify security-auditing requirements in grid environments, and 
propose a Cross-Domain Security Auditing architecture based on Mobile Agent. The 
task of auditing in the Grid is how to get cross-domain user’s security log and analyze 
it according to auditing rules. Our method applies surveillant agent to collect security 
information of hosts, and invoke Mobile Agent to deliver the security information in a 
manner of all to one. To reduce impact on the performance, a new secure mechanism 
is enforced by changing the traditional "route once, switch many" over the network 
into the "audit once, authorize many" in the Grid. To implement dynamic auditing 
policy, the trust relationship among domains is divided into three trust types. The 
system enforces these mechanisms to enable cross-domain security auditing in the aid 
of user-defined services of Globus Toolkit version 3.0 and IBM Aglet. 

At present, the CDSA architecture is a prototype, and many issues need to be re-
solved. So we plan to improve the CDSA architecture in practice via the test of com-
plex applications. Secondly, we will further study the auditing policy to bring the less 
impact on the performance in the Grid. 
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Abstract. This paper describes the open security architecture for LBS (Loca-
tion-based Services) platform ensuring interoperability among the wireless 
networks and various location-based application services and the functional se-
curity requirements for the LBS platform. The goal of this paper is to investi-
gate how well the most limited wireless devices can make use of LBS security 
services. In this paper, we suggest security acceleration methods for high speed 
open LBS using XML signcryption mechanism. And proposed secure LBS 
security protocols allows a client to offload mobile certificate handling to the 
server and to enable the central administration of privacy polices. The idea is to 
create a signcryption technique for software based XML signature acceleration.  

1   Introduction 

Given the recent advancement of mobile telecommunications technology and rapid 
diffusion of mobile devices, the importance of wired and wireless Internet services 
utilizing the past and present location information of users carrying mobile terminals 
with location tracking function is growing. LBS refer to value-added services that 
detect the location of the users using location detection technology and related appli-
cations. LBS is expected to play an essential role in creating value-added that utilizes 
wired and wireless Internet applications and location information, since these are very 
useful in various fields.  

In view of the current controversy on the information-collecting practices of certain 
online sites concerning their members particularly with regard to the disclosure of 
personal information, it is only natural that there is heightened concern on the disclo-
sure of personal information regarding the user's present location, given the unique 
characteristics of LBS. Easily disclosed information through certain online sites in-
clude member information, i.e., name, resident registration number, and address. 
Moreover, there is a growing concern that such personal information are leaked for 
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purposes other than what has been originally intended. Such concern is even more 
serious since location information on customers and possibility of tracking their 
movements can constitute a direct encroachment of other people's privacy by them-
selves. Hence, there is a growing need to conduct research on LBS security both in 
Korea and abroad to prevent disclosure of personal information of individuals espe-
cially in the areas of authentication and security. Furthermore, an open LBS service 
infrastructure will extend the use of the LBS technology or services to business areas 
using web service technology. Therefore, differential resource access is a necessary 
operation for users to enable them to share their resources securely and willingly[10,11].  

The goal of this paper is to investigate how well the most limited wireless devices 
can make use of lbs security services. This paper describes a novel security approach 
on high speed LBS services based on current mobile web services platform environ-
ment using XML signcryption mechanism. 

2   Background 

2.1   Security Problems of Open LBS 

For the revitalization of LBS, their negative effect, i.e., ensuring user's privacy and 
securing authentication through prevention, is as important as their positive effect. 
One notable adverse effect of LBS is that the location of each user is exposed 24 
hours a day in real time. Considering the present situation wherein the issue of net-
work hacking has become a serious social problem, the fact that the location informa-
tion of an individual is disseminated freely on the Internet is a serious encroachment 
of the user's privacy. 

2.2   The Performance Problem  

XML-based messaging is at the heart of the current lbs based on web services tech-
nology. XML's self-describing nature has significant advantages, but they come at the 
price of bandwidth and performance. XML-based messages are larger and require 
more processing than existing protocols such as RMI, RMI/IIOP or CORBA/IIOP: 
data is represented inefficiently, and binding requires more computation. For exam-
ple, an RMI service can perform an order of magnitude faster than an equivalent web 
service-based lbs. Use of HTTP as the transport for web services messages is not a 
significant factor when compared to the binding of XML to programmatic objects. 

Increased bandwidth usage affects both wired and wireless networks. Often the lat-
ter, e.g. mobile telephone networks, have bandwidth restrictions allotted for commu-
nication by a network device. In addition, larger messages increase the possibility of 
retransmission since the smaller the message, the less likely it will be corrupted when in the air.  

Increased processing requirements affects network devices communicating using 
both types of networks (wired and wireless). A server may not be able to handle the 
throughput the 'network' demands of it. Mobile phone battery life may be reduced as a 
device uses more memory, performs more processing and spends more time transmit-
ting information. As the scale of web services usage increases, these problems are 
likely to be exacerbated.  
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High-speed LBS security services attempts to solve these problems by defining bi-
nary-based messages that consume less bandwidth and are faster and require less 
memory to be processed. The price for this is loss of self-description. High-speed 
LBS security service is not an attempt to replace XML-based messaging. It is de-
signed to be an alternative that can be used when performance is an issue. 

3  Framework Model for Providing Secure Open LBS Services 

Web services can be used to provide mobile security solutions by standardizing and 
integrating leading security solutions using XML messaging. XML messaging is 
considered the leading choice for a wireless communication protocol. In fact, there 
are security protocols for mobile applications that are based on XML messaging. 
Some of these include SAML (Security Assertion Markup Language), which is a 
protocol for transporting authentication and authorization information in an XML 
message. It can be used to provide single sign-on web services. On the other hand, 
XML signatures define how to sign part or all of an XML document digitally to guar-
antee data integrity. The public key distributed with XML signatures can be wrapped 
in XKMS (XML Key Management Specification) formats. In addition, XML encryp-
tion enables applications to encrypt part or all of an XML document using references 
to pre-agreed symmetric keys. Endorsed by IBM and Microsoft, WS-security is a 
complete solution to providing security to web services. It is based on XML signa-
tures, XML encryption, and same authentication and authorization scheme as 
SAML[7,12,13].  

 

Fig. 1. Proposed Secure LBS Middleware Service Model 

When a LBS mobile device client requests access to a back-end application, it 
sends authentication information to the issuing authority. Depending on the creden-
tials presented by the LBS-mobile device client, the issuing authority can then send a 
positive or negative authentication assertion. While the user still has a session with 
the mobile applications, the issuing authority can use the earlier reference to send an 
authentication assertion stating that the user was in fact authenticated by a particular 
method at a specific time. As mentioned earlier, location-based authentication can be 
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done at regular time intervals. This means that the issuing authority gives location-
based assertions periodically as long as the user credentials enable positive authentication. 

Security technology for LBS is currently based on KLP (Korea Location Protocol). 
Communication between the LBS platform and Application Service Providers should 
be examined from the safety viewpoint vis-à-vis XML security technology. As shown 
in the security service model of the LBS platform in figure 1, the platform should 
have an internal interface module that carries out authentication and security functions 
to provide the LBS application service safely to the users[2].  

4   Security Protocol for Secure Open LBS Middleware Services 

Three types of principals are involved in the proposed protocol: LBS application 
(Server/Client), SAML processor, and XKMS server (including PKI). The proposed 
invocation process for the secure LBS security service consists of two parts: initializa-
tion protocol and invocation protocol.  

The initialization protocol is a prerequisite for invoking LBS web services se-
curely. Through the initialization protocol, all principals in the proposed protocol set 
the security environments for their web services (Fig. 2). The following is the flow of 
setting the security environments: 

 

Fig. 2. Security protocol for secure open LBS services 
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LBS client performs an update for its own agent in the registry agent, where apply-
ing security modules to implement business processes satisfies security requirements. 
In this scenario, a business partner already been authenticated can do 1-to-N busi-
nesses (from one partner to multiple partners) as well as 1-to-1 business (from one 
partner to one partner), because he can search and access to various agents registered 
in the registry agent. To offer more flexible access to multiple business partners, dis-
tributed registries need to be integrated, but it causes the problems of user authentica-
tion and security vulnerability. By applying single sign-on scheme, we can simplify 
user authentication and overcome the problems.  

The procedure for Scenario is presented in the form of a sequence diagram in 
figure 2, where each box in the diagram denotes a Web Service or an application  
program. Each step denoted by an arrow and number in the diagram is explained as 
follows: 

(1) Generation of login information: A Client logs into the local LBS intranet 
system through authentication using user-id and password. An SAML assertion 
request is generated from this authentication information. 

(2) Authentication request: Generated SAML assertion is transferred to the SAML 
Web Service to get an access to registry. 

(3) Request of key verification information for digital signature: The SAML Web 
Service requests the client’s public key information to XKMS Web Service to 
verify the received message. 

(4) Extraction of key information: XKMS Web Service extracts public key 
information. 

(5) Response of key verification information: Extracted client’s public key informa-
tion is transferred to the SAML Web Service using response protocol. 

(6) Message authentication and generation of assertion and artifact: Authentication 
on the message is performed using the public key information, and then 
authentication assertion, attribute assertions, and artifact are generated. 

(7) Response of authentication assertion, attribute assertion and artifact: Generated 
assertions and artifact are transferred to the client using response protocol. 

(8) Generation of agent update requests: Received assertions and agents to be 
updated, and update requests are assembled in the message in the SOAP format. 

(9) Access to Registry A: An artifact generated by SAML Authority is transferred 
to Registry A. 

(10)  Req. of LBS Client’s authentication information: To request LBS Client’s 
authentication information, Registry of agent sends the artifact, which is 
received from LBS Client, to LBS Client. 

(11) Check the integrity of returned artifact: LBS Client verifies the integrity of 
returned artifact from LBS Registry of agent. 

(12) Transfer of agent updated requests and assertions: A generated message is 
transferred to the registry agent. 

(13) Message analysis: The registry agent analyzes the received message and 
perceives the requests. The update of agent is possible when the user of the 
client has a role of “ContentOwner”. To check the role, the positive response 
from the XACML Web Service is required.  

(14) Transfer of attribute assertion: Attribute assertion of the client is transferred to 
the XACML Web Service. 
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(15) Response of result assertion: Authorization decision assertions are generated 
and transferred to the registry agent, if the attribute assertion meets the XACML 
policy for documents. 

(16) Analysis of result assertion: The registry analyzes the response from the 
XACML Web Service, and proceeds to the agent update in case it receives 
authorization decision assertion. Otherwise, it cannot update agent. 

(17) Agent update: Agent is updated following the updated request. 
(18) Transfer of success/failure of Agent update: Message on success/failure of 

Agent update is transferred to the client. 

From (19) to (29) is the same to from (9) to (18). 

5   XML Signcryption Method for High-Speed LBS Security  

XML signcryption structure and schema has been proposed. Shown below is the 
XML signcryption XML document.  

 
Fig. 3. Proposed XML Signcryption Basic Structure  

The root element XML signcryption is the fundamental element of the XML docu-
ments. Within the root element are contained various other elements such as signed 
info and the Signcryptionvalue,  [R]value and [S]value[7,8,9]. 

The SignedInfo element contains the information about the Signcryption meth-
odology used. It described about the implementation details about Signcryption. 
Within the signed info element there are other elements such as Canonicalization-
Method Algorithm, SignatureMethod Algorithm, EncryptionMethod Algorithm and 
Reference URI. The CanonicalizationMethod indicates the method that is used for 
canonicalization. The canonical method allows the use of different characters in the 
XML document. For example, if there are white spaces in the XML document, 
these are removed because of the XML canonicalization method used. 

The signatureMethod element indicates the signature element used in the sign-
cryption process. EncryptionMethod is the encryption method that is used in the 
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signcryption process. In our example, the algorithm used is DES. The element  
Reference indicates the link of the file that is being signcrypted. It contains the path 
of the file that is being signcrypted. The reference URI also contains the different 
Hashing algorithms that are being used in the signcryption process. In our imple-
mentation, we are using MD5 and SHA1. 

As indicated in sections above, the result of signcryption are three values, namely 
c, r and s. these three values are required by the system to create the plain text from 
these messages. When signcryption is performed on a data, the output is a signcryp-
tion value. Signcryption requires different digest functions. The description of the 
hash functions and also the different parameters required for encryption. The encryp-
tion method that is used for signcryption is also shown in the XML document. This 
information is also shown in the Canonicalization method is used to embed a docu-
ment in another document. Using Xpath filtering, an appropriate file is opened so that 
the file is opened using the application specified.  

Signcryption technique has two different variations. These variations are Shortened 
Digital Signature Standard 1 [7,8] and Shortened Digital Signature Standard 2 [7,8,9]. 
Using JCE based crypto library, signcryption will be programmed using verification 
to [7,8]. 

 

Fig. 4. Signcryption Schema 

XML signcryption schema is shown above. The schema is required to validate the 
received XML message for its integrity. A part of the XML signcryption module is to 
create a technique where in badly formed XML documents need to be removed. Sur-
vey shows that a lot of attacks on XML servers are due to the fact that the XML 
documents created are not properly formed. The hardware-based solutions perform 
this additional task. The software-based module also needs to check the validity of the 
schema before the document is passed onto the next stages for verification. 

The schema defines the various attributes and the elements that are required in a 
XML document. These attributes declare the feature of the XML document. The Id 
the element possesses and Multipurpose Internet Mail Extensions (MIME) so as to 
allow non-textual message to be passed can be incorporated into the XML document. 
The mode in which the signcryption has occurred, Type specifies a built-in data type.  
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The XML signcryption schema and is being used with Java Crypto Extensions and 
SAX parser to create a XML signcryption module. As the signcryption algorithm is 
faster compared to other signature algorithms, because of its reduced computation, the 
system is faster. This system introduces faster processing and also provides an addi-
tional feature of encryption along with the signature. 

Hence, the XML signcryption not only performs the integrity of the XML docu-
ment, but also performs the confidentiality of the system. This additional facility is 
provided to the system with faster execution time. 

6   Simulation Result 

We have modeled our architecture as a closed queuing system, and we analyzed  
of approximate Mean Value Analysis. LBS system has been implemented based on 
the design described in previous section. Components of the LBS Middleware are  
xml security library, service components API, application program. Although LBS 
middleware service component is intended to support xml applications, it can also be 
used in order environments where the same management and deployment benefits  
are achievable. LBS middleware has been implemented in java and it runs on JDK 
ver. 1.4 or more. 

Fig. 5 shows the plotted information presented in the simulation. It can be seen that 
the time taken for verification of the signature takes a longer time than the generation 
of the signcryption value itself.  

 

Fig. 5. Time taken plotted against number of iterations for Signcryption and Unsigncryption 

7   Conclusion  

This paper sought to present a location-based platform that can block information leak 
and provide safe LBS as well as to establish methods for authentication and security 
application between service systems for presentation. Toward this end, LBS security 
requirements were examined and analyzed. In particular, the trend of technology and 
standard was analyzed to provide safe LBS. To formulate an authentication method as 
well as a security technology application method for LBS on MLP (Mobile Location 
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Protocol), MLP security elements were identified based on LBS security requirements 
by defining the MLP security structure, which serves as the basis for KLP.  

We propose a novel security approach on fast LBS security services based on cur-
rent mobile web services platform environment using XML signcryption mechanism. 
Our approach will be a model for the future security system that offers security of 
open LBS security. The proposed approach is expected to be a model for the future 
security system that offers open LBS security. 

Acknowledgement 

The authors are deeply grateful to the anonymous reviewers for their valuable sugges-
tions and comments on the first version of this paper. 

References 

1. M. Myers, R. Ankney, A. Malpani, S. Galperin, and C. Adams: X.509 Internet Public Key 
Infrastructure Online Certificate Status Protocol – OCSP, RFC 2560 (1999) 

2. Namje Park, et. Al.: The Security Consideration and Guideline for Open LBS using XML 
Security Mechanism. ASTAP 04/FR08/EG.IS/06 (2004) 

3. M. Naor and K. Nissim: Certificate Revocation and Certificate Update. IEEE Journal on 
Selected Areas in Communications. 18 (4) (2000) 

4. Yuichi Nakamur, et. Al.: Toward the Integration of web services security on enterprise en-
vironments. IEEE SAINT ’02. (2002) 

5. Sungmin Lee et. Al.: TY*SecureWS:An integrated Web Service Security Solution based 
on java. LNCS 2738 (2003) 186-195 

6. Minsoo Lee, et. Al.: A Secure Web Services for Location based Services in Wireless Net-
works. Networking2004 (2004) 

7. Woo Yong Han, et. Al.: A Gateway and Framework for Telematics Systems Independent 
on Mobile Networks. ETRI Journal, Vol.27, NO.1 (2005) 106-109 

8. Y. Zheng: Digital Signcryption or How to Achieve Cost(Signature & Encryption) << 
Cost(Signature) + Cost(Encryption) , Advances in Cryptology -- Crypto'97, Lecture Notes 
in Computer Science, Vol. 1294, Springer-Verlag, (1997) 165-179 

9. F. Bao and H. Deng.: A Signcryption scheme with signature directly verifiable by public 
key.  proceeding of public key cryptography(PKC’98), LNCS Vol. 1431 (1998) 55-59 

10. Jang Hyun Baek, et. Al.: An Enhanced Location-Based Location Update Scheme in 
Mobile Cellular Networks. ETRI Journal, Vol.27, NO.4 (2005) 457-460 

11. Seunghun Jin, et. Al.:  Cluster-based Trust Evaluation Scheme in Ad Hoc Network. ETRI 
Journal, Vol.27, No.4 (2005) 465-468 

12. Namje Park, et. Al.: XKMS-based Key Management for Open LBS in Web Services Envi-
ronment. AWIC 2005. LNAI 3528, (2005) 367 - 373 

13. Young-Guk Ha, et. Al.: Towards Ubiquitous Robotic Companion: Design and Implemen-
tation of Ubiquitous Robotic Service Framework. ETRI Journal, Vol.27, No.6 (2005) 
666-676 



M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 260 – 268, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Optimization of a Simulation for 300mm FAB 
Semiconductor Manufacturing  

DongSik Park1, Youngshin Han2, and Chilgee Lee1 

1 School of Information and Communication Engineering SungKyunKwan University 300, 
Chunchun-dong, jangan-gu, Suwon,Kyunggi-do 440-746, S. Korea 

2 Division of Multimedia Sungkyul University, Anyang 8 dong, Manan gu, Anyang-city, 
Gyeonggi-do, 430-742, S. Korea  
yshan@sungkyul.edu 

Abstract. Many processes are composed of Bays with equipments. Most 
300mm wafer lines use AMHS (Automated Material Handling System) for 
inter-bay and intra-bay lot transportation. In particular, the inter-bay AMHS 
moves lots between stockers, whereas intra-bay AMHS moves lots between 
stockers and tools, or between tools within the same bay. Most companies are 
trying to reduce average cycle time to increase productivity and delivery time. 
In this paper, we proposed simulation process standardization method in 
300mm FAB semiconductor manufacturing process to propose simulation 
model verification method. Also we tried to prove efficiency of adopting the 
simulation theory in real production line. 

1   Introduction 

Semiconductor industry is growing each year. And consequently, its production 
environment is shifting from 200mm wafer process to 300mm wafer process and to 
cluster type facilities. Therefore every year many existing FAB lines are changing and 
being reconstructed. So far, the growth of semiconductor industry was dependent on 
the technology developments in chip design, manufacturing facility design, chip size 
minimization. However, since the semiconductor manufacturing technologies are 
being widely spread and market competitions are being stiffened, cost-down 
techniques became basis of growth.  In other words, in the new era of semiconductor 
industry, systematic management and control tactics can decide whether semi-
conductor industry can grow or not. FAB Line Automation is a key issue that 
semiconductor industry is facing in shifting from 200mm wafer fabrication to 300mm 
wafer fabrication. Semiconductor makers that conduct in-depth study and analysis on 
300mm FAB are heading to adopt Line Automation[1, 2]. In doing so, there are 
difficult obstacles related with integration of automation components. There 
semiconductor companies realized necessity of cost-down on FAB operation and 
selected FAB automation as a cost-down implementation method. Poorly planed 
automation schema doesn’t do any help in cost-down. As 300mm FAB is developed 
to lower manufacturing cost, 300 FAB Automation should be accessed in the same 
direction. One interesting thing in Cost-down Automation is that semiconductor 
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companies are heading for overall automation program for 300mm FAB. It is 
evidence proving those companies recognized that success in 300mm FAB is not 
dependent on each independent components but on overall system integration. 
Semiconductor manufacturing has many special situations such as, bifurcation and 
replacement characteristics. Therefore usage of mathematical model is very limited. 
So access through simulation after appropriate design process sounds reasonable. In 
this paper, we proposed simulation process standardization method in 300mm FAB 
semiconductor manufacturing process to propose simulation model verification 
method. Also we tried to prove efficiency of adopting the simulation theory in real 
production line[3]. 

2   Computer Modeling and Simulation 

2.1   Benefits of Simulation 

Generally, we gain some advantages through the simulation of FAB lines. 
Using the simulation, the system can be investigated appropriately even though 

there are little changes which are not normally easy to see. 

Specific benefits of FAB line simulation are listed below 
- Can be used to system efficiency 
- Gives the ability to determine if the system is working the way it should be 
- Reduces the time of system construction 
- Issues of important systems can be considered in an early stage 
- Can result in cost reduction of the system construction. 

2.2   Current Line Design’s Validity Verification 

Current Line Design Validity Proving Methods are as following[4] 
First: Step (From-To) Table analysis using Major Device’s RUN Sheet. 
Second: Calculating automatic transport capacity based on monthly production 

quantity.  
The calculation formula uses following calculation theme: 

Table 1. Calculation formula 

Storage estimation Production per month x (1.25 ~ 1.3) 
Transport capacity estimation Production per month x (1.25 ~ 1.3) 
In other words, apply marginal rate of 25% to 30% in calculation 

Finally, We can use Simulation Data from automatic transport logistics company to 
prove the validity of line design. Table 2 shows advantage and disadvantage of 
simulation. 
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Table 2. Analytic vs. Simulation 

 

2.3   Simulation Model 

Our simulation models are implemented with discrete-event simulation. All the 
experiments are executed on a Pentium 4 personal computer with Microsoft Windows 
2000. The modeling tool is a Automod 9.0 for 3-D simulation. 

3   300mm Semiconductor Fabrication Line Simulation Sequence  

In this paper, we propose 300mm semiconductor fabrication line simulation sequence 
as following: 

 

Fig. 1. Proposed Simulation Sequence 
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3.1   Simulation Goal Setting 

Simulation goals should be established before starting simulation. Following table 
shows detailed goals in terms of two aspects: manufacturing aspect and logistics 
aspect. 

Table 3. Simulation goals and Measure of performance 

 

3.2   Detailed Scope Setting 

We used existing 200mm Line as a simulation target line to obtain credibility, and 
then simulated 300mm Line based on the obtained credibility. In line modeling, first 
of all, we built an abstract model to check if the model is working properly, and then 
built a full version of computer model. Each model is divided into three levels in 
terms of detailed implementation elements. 

Table 4. Level of Detail in Line modeling 
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Those levels are as following 

 
Fig. 2. Level of Detail in modeling 

3.3   Data Collection 

To construct a computer model of a system, it is necessary to understand the system 
properly, and the data for the objects and parameters that compose the computer 
model are also needed. All the data used in this paper was taken from a real FAB line 
that is currently running in a domestic facility. This real data was preprocessed prior 
to use for our purpose.  

- Step Data  
- Equipment Data 
- Vehicle Data 
- EOH Data(initially provided) 
- Shift Data for New Lot Input 

Following Output Data List should be analyzed once model is established. 

Table 5. Output for analyze 

 

3.4   Current 200mm Line Simulation 

By using existing 200mm simulation model, we could compare and verify simulation 
data with accumulated data from real FAB lines. Therefore we could get validity of 
the 300mm FAB simulation model[5]. 
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- Used assumptions are as following 
a. Model’s basic unit is Bay 
b. Basic unit (moving entity) of logistics: Lot 
c. 5 Major Device Types 
d. 1st floor: 10 vehicles per rail  
 3rd floor: 7  vehicles per rail 
e. Number of lifters: 3 each, Lifter Capacity: 2  
 (Note: dumb waiter(via S042B) capacity is regarded as equivalent as 12 lifters) 
f. Moving rate between Inner Rails and Outer Rails in each floor is 45:55. 
g. Rework , Skip step and CMP processes are not included. 

Figure 3 and 4 shows individual model implementations 

 

Fig. 3. Prototype Model Implementation Fig. 4. Computer Model Implementation 

3.5   300mm Line Simulation 

Although we doesn’t have any accumulated data, we established the validity of the 
simulation model based on obtained credibility obtained during 200mm line 
simulation. Although validity of simulation model is established, still there are many 
differences between 200mm line and 300mm line. In following table, some of these 
differences are listed. 

- Assumption 
a. Basic unit of the model is equipment 
b. Basic unit of a moving entity is a lot 
c. 2 device types are used 
d. Capacity of a stocker is infinite 
e. Up/Down is applied to equipment. 
f. There are buffers in equipment 
g. Interval of entering lots is constant 
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Table 6. Difference 200mm Line and 300mm Line 

 

- Rules 
a. Use OHT for transferring between bays within a cell 
b. Apply reservation rules to prevent deadlock in equipment ports 
c. If the in-port of equipment is full, the lot will wait in a stocker  
d. Equipment will be applied if there are the same types of equipments in the 

same bay  
e. Processes never stop while in service  
- Scenario 
We configured a verity of scenarios models to check output form various 

environments. We focused on following Scenarios.  
a. Implementing simulations under various Scenario to find optimum outputs in 

different situations 
b. Direct or Indirect transport 
    i) Direct : Equipment to Equipment 
   ii) Indirect : Equipment to Stocker, Stocker to Equipment 
c. Adjusting the number of Vehicles 
   i) Adjusting the number of OHS and OHT to find optimum results 
d. Batch processing 
      i) 1st plan : collecting Lots in Stocker 
     ii) 2nd plan : collecting Lots in Equipment 
   iii) Conclusion : the first plan was more effective 

 

Fig. 5. Abstract Model 
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- Output Analysis 
a. Comparison with existing methods 
    i) Results of mathematical model calculation 
   ii) Simulation results from automated logistics companies 
  iii) Manufacturer’s opinion 
b. Single lot result 
c. Selecting the number of Stockers 
d. Selecting the number of Vehicles 
e. OHS transport time result 
f. Selecting the number of OHT 

 

Fig. 6. Computer Model 

4   Conclusion 

The scope and cost of semiconductor fabrication line are incomparable with those of 
general manufacturing lines. Therefore problematic elements should be prevented, 
and expected problems in line fabrication should be monitored all the time. Since its 
scope and cost are so huge, those who are trying to build such lines must be prepared 
before they get into construction. We believe that scientific and objective simulations, 
rather than mathematical models or more traditional methods, are more effective 
methods while fulfilling enterprises’ goals: profit. 

In this paper, we proposed how to access on Simulation Modeling. There can be a 
lot of different methods in accessing Simulation Modeling. However we proposed 
Simulation Model Standardization method obtained from experiences in model 
adaptation in real industrial sites. We expect that if a project is conducted following 
simulation sequence proposed in this paper, one can fulfill industry’s requirements 
and complete the project successfully. 
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Abstract. In order to achieve the diversity gain with antenna arrays for moder-
ate angle spread, we propose a beamforming algorithm that utilizes multiple ei-
genvectors, and apply this beamforming technique to IS2000 1X systems 
equipped with antenna arrays under a time-varying multipath fading channel 
environment. In the proposed beamforming method, the channel vector has 
been estimated using two basis vectors. Since the proposed beamforming algo-
rithm utilizes two-dimensional signal subspace, it provides better performance 
than the conventional beamforming algorithm, which uses one beamforming 
signal space.  

1   Introduction 

Smart antenna system (SAS) can be used one of the methods to increase the capacity 
of wireless systems. It has been shown that the use of multiple antennas can improve 
the performance and capacity of wireless systems, because it weights and combines 
the signals to enhance desired signal reception and null interference. SAS also gener-
ates an antenna pattern that has a main beam in the direction of the desired signal and 
a null in the direction of interferes[1][2]. 

In order to achieve the maximum signal to noise ratio beamforming, covariance 
matrices of desired signals and interfering signals are required. After beamforming 
(spatial combining), the outputs of the beamformers are combined in the time domain. 
Depending on the angle spread of incoming signals, it has been shown that the total 
diversity order[3] varies from M to LM, where M and L stand for the numbers of 
multipaths and antenna elements, respectively. If the channel coefficients of each 
antenna perfectly correlated, the resulting diversity order becomes M. That is, only 
the path diversity is available. On the other hand, if the channel coefficients of each 
antenna are uncorrelated, the diversity order becomes LM due to the spatial diversity 
and path diversity. Generally, the spatial correlation between the channel coefficients 
of each antenna decreases with the angle. Therefore, we need to deal with the case of 
moderate angle spread in mobile communication systems. 
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2   System Modeling 

Assuming a linear array consisting of L antenna elements, the received signal vector 
after the dispreading procedure can be written as 

][][ ][     ][ nunsnhny +=  (1) 

where ][ny  denotes the n-th sample of the received data, ][nh is the channel vector 

representing the channel gain for the transmitted symbol ][ns , and ][nu is the unde-

sired term including the interfering and noise parts. In this paper, every parameter 
representing vector quantity is underlined. Since there exists the angular spread in 
actual communication paths, the channel vector should be written as 
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where Q  is the number of scattered components associated at a given propagation 

path, and ]n[qα  is the fading factor corresponding to the q -th component. where 

θ is the arrival angle of desired signal due to the mobility of the subscriber. )(θa  is 

the steering vector treated as a constant for a symbol period whereas the fading factor 
]n[qα as being a time-varying scalar changing at every symbol.  

Most beamforming algorithms for CDMA systems have been developed for the 
case of small angular spread. Therefore, 

qθ has been considered to be negligible. As 

the carrier frequency get higher, the path loss gets severer. Hence, for reliable 
communication quality, the radius of cells shall be shorter. Since the radius of the 
local scatters around the mobile station does not change, the angular spread can get 
larger in this case. So, we need to deal with the case of moderate angular spread in 
cellular systems, as the carrier frequency gets higher. 

When the spreading gain of a given CDMA system is large enough, the weight 
vector that maximizes the SNR can be obtained from the eigenvector corresponding 
to the largest eigenvalue of the following eigen-equation[4] 

wwy λ=R  (3) 

where yR is the covariance matrix of the received signal y  obtained at the output of 

the despreader.  
Fig. 1 illustrates the distribution of the eigenvalues of 

yR . As shown in the  

figure, the dominance of the primary eigenvalue decreases as the angle spread  
increases from 0° to 20°. It means that the optimal weight vector that maximizes the 
SNR cannot likely be obtained from the primary eigenvector only as the angle 
spread increases. In order to obtain a more appropriate weight vector in the signal 
environment of angle spread, the weight vector is to be found by a linear sum of the 
two primary eigenvectors. 
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Fig. 1. Distribution of eigenvalues 

Basically, the entire procedure consists of a repetition lagrange algorithm[4] to find 
weight vector. First, the primary eigenvector is computed using the lagrange algorithm 
and then the secondary eigenvector is obtained by invoking the deflation method [5]. 

3   Adaptive Beamforming 

Here, we describe an adaptive beamforming procedure based on the eigenspace 
method. When the spreading gain of the IS2000 1X system is large enough, the 
weight vector maximizing the power of array output can be obtained from the eigen-
vector corresponding to the largest eigenvalue of the following eigen-equation [6]. 

][][][ kwkwkyy λ=R  (4) 

Where ][kyyR  is the autocovariance matrix of the received signal vector ][ky  at 

the k th snapshot of the despreader, ][kw  is the weight vector and λ  is the eigen-
value of eigen equation. If the channel vector is approximated with the first two terms 
of Taylor series as in (4), the autocovariance matrix of the channel vector can be ap-

proximated by a matrix of rank 2. Therefore, ][nh  is in the subspace span ( 21,ee ), 
and the channel vector in (4) can be rewritten as [7] 

21][ eekh βα +≈  (5) 

where 1e  and 2e  are first and secondary eigen-vectors of the autocovariance matrix 

and α , β  are the constants representing the channel coefficients α , β . We note, 

therefore, that the channel vector is a linear sum of the two primary eigenvectors.  
We now propose a new estimation technique for the channel vector which utilizes  
two eigenvectors, the first eigenvector corresponding to the first largest eigenvalue 
and the secondary eigenvector corresponding to the second largest eigenvalue, of the 
autocovariance matrix of the received signal. In the proposed technique, we can be 
obtained the first weight vector by lagrange algorithm[8] after computing the lagrange 
multiplier γ  using the autocovariance matrix following as equation (6).  
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1111 )1( www yRμμγ +−=  (6) 

Where 1w  is first weight vector which is almost same as 1e , μ  is relative gain to 

find the weight vector, γ  is lagrange multiplier.  

The secondary weight vector 2w  is determined from the new autocovariance  

matrix obtained by the deflation method. If any further eigenvectors are needed, the 
procedure can be repeated.  

If the carrier frequency of the forward link is not far different from that of the  
reverse link, the weight vector obtained during the receiving mode can be used as  
the transmitting weight vector for the same subscriber to enhance the transmitting 
performance as well as the receiving performance.  

The step in the proposed adaptive beamforming algorithm are: Step 1) Find the auto-

covariance matrix yR  using the deflation method. Step 2) Calculate the first lagrange 

multiplier 1γ . Step 3) Find the first weight vector using the lagrange algorithm. Step 4) 

Apply the lagrange algorithm to yR to find the secondary weight vector. Step 5) Calcu- 

late the first lagrange multiplier 2γ . Step 6) Find the secondary weight vector. 
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Fig. 2. Flow chart of the proposed method with computational load at each step 
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These steps are shown in figure 2. Since the procedure consists of applying the la-
grange algorithm twice, the entire procedure has computational complexity of 

).( NNO 1354 2 +  at each snapshot  where )(NO  denotes the order of computational 

load required to compute a scalar product of two 1×N  complex-valued vectors. 
Using a high speed DSP(Digital Signal Processor) such as TMS320C67X, the pro-
posed technique can be implemented in real-time for most practical cased including 
IS2000 1X systems. 

4   Simulation Results 

The proposed technique has been applied to IS2000 1X uplink signal. In this section, 
we present the results of various computer simulations. We consider 3 channels, i.e., 
fundamental, supplemental 1, and supplemental 2, at each interfering user while the 
desired user transmits the signal through its fundamental channel. For this simulation, 
we consider signal environments encountering the following parameters. First, the 
integration period in the pilot channel[7], which determined the processing gain in 
computing the weight vector, has been set to 384-chip duration. Second, the angle 
spread is set to ± 10o from the center DOA (Direction Of Arrival) for the desired sig-
nal. Third, the number of fingers for RAKE reception has been set to 2. Finally, the 
number of interferers is set to 20 and the target subscriber changes its DOA by 
0.01o/snapshot where the snapshot period is set to 1ms.  

Figure 3,4,5 shows the uncoded Bit Error Rate(BER) performance of  the pro-
posed technique. As can be seen in Figure 3,4,5, the weight vector employing 2 
basis far outperforms than that employing only one basis, the largest eigenvalue. 
The main reason for the improvement is that the first eigenvector alone cannot ade-
quately represent the array response vector of the desired signal when the AOA of 
the desired signal is spread widely from the center AOA due to severe scattering. For 
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Fig. 3. Comparison of performance for the various value of angle spread (Number of user =20, 
Processing gain=64) 
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Fig. 4. Comparison of performance for the various value of angle spread (Number of user =20, 
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Fig. 5. Comparison of performance for the various value of angle spread (Number of user =30, 
Processing gain=128) 

the case of no angle spread there is slight degradation in the performance of the pro-
posed 2 basis system when compared to the conventional 1 basis system. But this 
rarely causes serious problem since, in most practical environments, especially in 
urban areas with densely populated tall buildings near the base station, the signal 
transmitted from each subscriber is inherently subject to the multipath effect and each 
propagation path must encounter many scattered components of the signal, resulting 
in a wide angle spread.            

It is noteworthy that, while the BER performance using the single eigenvector be-
comes worse as the angle spread increases, the BER of  the proposed technique is 
improved to the contrary. This characteristic is due to the diversity gain resulting from 
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the use of two basis in the weight vector. In fact, the diversity gain becomes effective 
as the angle spread of the desired signals increases, which in turn causes the received 
signal at each antenna element to fluctuate more independently, thus the signal re-
ceived at each antenna element to be more independent of each other. In summary, 
the improvement of the receiving performance of the propose method can be attrib-
uted to the angle spread caused by the diversity gain which is exploited by the 
proposed technique.        

5   Conclusions 

We have presented a new adaptive beamforming technique based on the lagrange 
algorithm. The new technique is particularly useful for the cases of wide angle spread 
which is common in practical mobile communication. The proposed technique utilizes 
the first and second primary eigenvectors to form the weight vector. When the desired 
signal is scattered from the center arrival angle, which results in an angular spread in 
the desired signal, the proposed method shows a conspicuous superiority in its receiv-
ing performances. This can be explained by the fact that the new procedure exploits 
the diversity gain available due to the wide angle spread.  

References 

1. J. H. Winters, “Smart antennas for wireless systems”, IEEE Person. Commun. Mag., pp.23-
27, Feb., 1998. 

2. F. Adachi, M. Sawahashi, and H. Suda, “Wideband DS-CDMA for next-generation mobile 
communications systems,” IEEE Commun.Mag.,pp.56-59, Sept. 1998 

3. J. Choi and S. Choi, “Diversity gain in antenna arrays and its use in CDMA systems 
equipped with antenna arrays”, submitted to IEEE Tr. Veh. Tech. 

4. T. K. Sarkar, S. Choi and M. S. Palma, " A Pragmatic Approach to Adaptive Antennas," 
IEEE Antenna and Propagations Magazine, Vol. 42, No. 2, April 1999.   

5. Howard Anton, Elementary Linear Algebra, John Wiley & Sons, 1982 
6. R. A. Monzingo and T.W. Miller, Introduction to Adaptive Arrays, John Wiley & Sons, 

1980. 
7. A. F. Naguib, Adaptive Antenna for CDMA Wireless Networks, Ph.D. Dissertation, Stand-

ford Univ., 1996 
8. S. Choi, D. Shim, “A Novel Adaptation Beamforming Algorithm for a Smart Antenna Sys-

tem in a CDMA Mobile Communication Environment”, IEEE Transaction on Vehicular 
Technology, vol.49, no.5, pp.1795-1799, Sep., 2000 



An Improved Popescu’s Authenticated Key
Agreement Protocol

Eun-Jun Yoon and Kee-Young Yoo�

Department of Computer Engineering, Kyungpook National University,
Daegu 702-701, South Korea

ejyoon@infosec.knu.ac.kr, yook@knu.ac.kr

Abstract. In 2004, Popescu proposed an efficient and secure key agree-
ment protocol based on the Diffie-Hellman key agreement, which works
in an elliptic curve group. The protocol, however, is still susceptible to a
key-compromise impersonation attack, a reflection attack, and a replay
attack. Accordingly, the current paper demonstrates the vulnerability of
Popescu’s protocol against such attacks and then an improved protocol
is presented in order to resolve such problems.

Keywords: Cryptography, Security, Cryptanalysis, Key agreement, El-
liptic curve cryptosystems.

1 Introduction

The elliptic curve cryptosystems [1][2], which are based on the elliptic curve
discrete logarithm problem (ECDLP) over a finite field, have some advantages
over other cryptosystems: The key size can be much smaller than those of the
other cryptosystems since only exponential-time attacks have been known to
occur so far, if the curve is carefully chosen [3], and that the elliptic curve discrete
logarithms might still be intractable even if factoring and the multiplicative
group discrete logarithm turn out to be tractable problems.

Recently, Popescu [4] proposed an efficient and secure key agreement proto-
col based on the Diffie-Hellman key agreement, which works in an elliptic curve
group. Popescu showed that their protocol is more efficient than previously au-
thenticated key agreement protocols with regard to computational costs, because
it requires only one (1) integer multiplication per entity. Also, Popescu claimed
that the protocol satisfies security attributes under the assumption that the
elliptic curve discrete logarithm problem (ECDLP) is secure.

Unlike Popescu’s claim, the protocol, however, is still susceptible to a key-
compromise impersonation attack, a reflection attack, and a replay attack [5][6].
Accordingly, the current paper demonstrates the vulnerability of Popescu’s pro-
tocol against such attacks and then an improved protocol is presented to resolve
such problems. In contrast to Popescu’s protocol, the proposed protocol is able
to provide greater security.
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The remainder of the paper is organized as follows: Section 2 briefly reviews
Popescu’s key agreement protocol, then Section 3 demonstrates its security weak-
nesses. Our proposed protocol is presented in Section 4, while Section 5 discusses
the security of the proposed protocol. Conclusions are presented in Section 6.

2 Related Works

This section briefly reviews Popescu’s key agreement protocol.

2.1 Notations

Some of the notations used in this paper are defined as follows:

– A,B: two communicating parties.
– IDA,IDB: the identity information of users A and B.
– C: an attacker.
– E: an elliptic curve over a finite field Fq of characteristic p.
– P : the generating element (point) ∈ E(Fq) of order n.
– sA,sB: the long-term secret keys selected from the interval [1, n−1] of A and
B, respectively.

– YA,YB : the public keys of A and B, where YA = −sAP and YB = −sBP ,
respectively.

– KS : the long-term secret key shared by A and B, where KS = −sAYB =
−sBYA = sAsBP .

– H(·): a one-way hash function such as SHA-1.

2.2 Elliptic Curve Domain Parameters

The elliptic curve domain parameters [9][10] are defined as follows:

– A field size q, where q is a prime power (in practice, either q = p, an odd
prime, or q = 2m).

– Two field elements a, b ∈ Fq, which define the equation of the elliptic curve
E over Fq (i.e., y2 = x3 + ax + b in the case p > 3, where 4a3 + 27b2 �= 0).

– Two field elements xp and yp in Fq, which define a finite point P = (xp, yp)
of prime order in E(Fq) (P �= O, where O denotes the point at infinity).

– The order n of the point P .

2.3 Popescu’s Key Agreement Protocol

Fig. 1 illustrates Popescu’s key agreement protocol. The protocol is comprised
of the following four Steps:

Step 1. A generates a random integer kA (ephemeral key) from the interval
[1, n−1], computes the point VA = −kAP on E and eA = H(xVA , xKS ),
where xVA is the x-coordinate of VA and xKS is the x-coordinate of KS .
A sends VA and eA to B.
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Step 2. B generates a random integer kB (ephemeral key) from the interval
[1, n−1], computes the point VB = −kBP on E and eB = H(xVB , xKS ),
where xVB is the x-coordinate of VB and xKS is the x-coordinate of KS .
B sends VB and eB to A.

Step 3. A checks to see whether eB = H(xVB , xKS ) holds. If it does not hold,
then A terminates the execution. Otherwise,A computes the pointKA =
−kAVB .

Step 4. B checks to see whether eA = H(xVA , xKS ) holds. If it does not hold,
then B terminates the execution. Otherwise, B computes the point
KB = −kBVA.

After Step 4, A and B acquire the same shared secret session key K = KA =
KB = kAkBP .

A B
(sA, YA) (sB, YB)

Precompute KS = −sAYB Precompute KS = −sBYA

Generate kA ∈ [1, n − 1] Generate kB ∈ [1, n − 1]
VA = −kAP VB = −kBP
eA = H(xVA , xKS ) eB = H(xVB , xKS )

VA, eA−−−−−−−−→
VB, eB←−−−−−−−−

Abort if eB �= H(xVB , xKS ) Abort if eA �= H(xVA , xKS )
KA = −kAVB KB = −kBVA

Shared secret session key K = KA = KB = kAkBP

Fig. 1. Popescu’s key agreement protocol

3 Cryptanalysis of Popescu’s Key Agreement Protocol

This section shows that Popescu’s key agreement protocol is vulnerable to a
key-compromise impersonation attack, a reflection attack, and a replay attack
[5][6].

3.1 Key-Compromise Impersonation Attack

A key-compromise impersonation attack is as follows: First, assume that enti-
ties A and B are two principals. Then, suppose that A’s long-term private key
is disclosed. Obviously, an attacker who knows this long-term private key can
impersonate A to other entities. It is desired, however, that this disclosure does
not allow the attacker to impersonate other entities to A.

In Popescu’s key agreement protocol, suppose an attacker C obtains a long-
term private key sA (or sB) from the compromised user A (or B), then C can
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easily compute a long-term secret key KS , which is shared by A and B, by
computing KS = −sAYB (or KS = −sBYA), where YA and YB are the public
keys of A and B, respectively. As a result, C can freely impersonate user B (or
A) to A (or B) by using KS. Obviously, Popescu’s protocol is vulnerable to a
key-compromise impersonation attack.

3.2 Reflection Attack

A reflection attack is a potential way of attacking a challenge-response authen-
tication system, which uses the same protocol in both directions. The attacker
initiates two separate connection attempts to the same target, and sends back the
challenges received on one connection as its responses on the second connection.

In Popescu’s key agreement protocol, suppose that attacker C interposes the
communication between A and B. Then, C can perform the reflection attack as
follows:

Step 1*. Upon intercepting the message (VA, eA) sent by A, C reflects it to A.
Step 2*. Similarly, upon intercepting the message (VB , eB) sent by B, C reflects

it to B.

After all, A and B will compute the wrong shared secret session key K∗
A =

kAkAP and K∗
B = kBkBP , respectively. A and B, however, cannot detect the

generation of this wrong shared secret session key because the verification equa-
tions eA = H(xVA , xKS ) and eB = H(xVB , xKS ), which were performed by A
and B in Step 3 and 4, always hold.

From this point, A and B will be using the wrong secret session key in en-
crypting/decrypting their messages during encrypted communication. Through
this attack, an attacker C cannot obtain K∗

A or K∗
B, but it can make the two

parties believe and use an unintended secret session key. Furthermore, since the
elliptic curve Diffie-Hellman problem (ECDHP) based shared secret session key
K = KA = KB is invalid, it cannot guarantee the integrity of the session secret
key. Obviously, Popescu’s protocol is vulnerable to a reflection attack.

3.3 Replay Attack

A replay attack is similar to the above mentioned reflection attack. This is an
offensive action whereby an attacker impersonates or deceives another legitimate
participant through the reuse of information obtained in a protocol.

In order to do this, one should consider a simple replay attack in Popescu’s
key agreement protocol. After a protocol session for users A and B, an attacker
C stores all the messages sent that were in the session. C tries to re-send the
messages to B by impersonating as A. If C can trick B to finish its session by
believing that it is talking to A, then the protocol is flawed and is discarded.
Similarly, C can launch a simple replay attack on A as well. This attack can be
launched because the users A and B do not check to see whether the random
integers kA and kB are used in the correct way. Therefore, Popescu’s protocol is
vulnerable to a replay attack.
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4 Proposed Key Agreement Protocol

This section proposes improvements to Popescu’s key agreement protocol. Fig.
2 illustrates the proposed key agreement protocol. The protocol is comprised of
the followings four Steps:

Step 1. A generates a random integer kA (ephemeral key) from the interval
[1, n− 1], and computes the point VA = kAP on E and QA = kAYA. A
sends VA and QA to B.

Step 2. B generates a random integer kB (ephemeral key) from the interval
[1, n− 1], and computes KBA and KAB as follows:

KBA = kBQA = kAkBsAP (1)

KAB = kBsBVA = kAkBsBP (2)

Then B computes the point VB on E, QB, eB and CB as follows:

VB = kBP (3)

QB = kBYB (4)

eB = H(IDA, IDB, xVB , xKBA , xKAB ) (5)

CB = e−1
B (sB − xVBkB) mod q (6)

where xVB is the x-coordinate of VB, xKBA is the x-coordinate of KBA

and xKAB is the x-coordinate of KAB. Finally, B sends VB , QB and CB

to A.
Step 3. A computes KAB and KBA as follows:

KAB = kAsAVB = kAkBsBP (7)

KBA = kAQB = kAkBsAP (8)

Then A computes eB as follows:

eB = H(IDA, IDB, xVB , xKBA , xKAB ) (9)

and checks to see whether VB = x−1
VB

(YB − eBCBP ) holds. If it does not
hold, then A terminates the execution. Otherwise, A can ensure that B
is legal and it can compute eA and CA as follows:

eA = H(IDA, IDB, xVA , xKAB , xKBA) (10)

CA = e−1
A (sA − xVAkA) mod q (11)

where xVA is the x-coordinate of VA, xKAB is the x-coordinate of KAB

and xKBA is the x-coordinate of KBA. Finally, A sends CA to B.
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Step 4. B computes eA as follows:

eA = H(IDA, IDB, xVA , xKAB , xKBA) (12)

and checks to see whether VA = x−1
VA

(YA − H(xVA , xKAB , xKBA)CAP )
holds. If it does not hold, then B terminates the execution. Otherwise,
B can ensure that A is legal.

After Step 4, A and B acquire the same shared secret session key K = H(IDA,
IDB, xVA , xVB , xKAB , xKBA).

A B
(sA, YA) (sB , YB)

Generate kA ∈ [1, n − 1]
VA = kAP
QA = kAYA VA, QA−−−−−−−−−−→ Generate kB ∈ [1, n − 1]

KBA = kBQA = kAkBsAP
KAB = kBsBVA = kAkBsBP

VB = kBP
QB = kBYB

eB = H(IDA, IDB , xVB , xKBA , xKAB )
KAB = kAsAVB = kAkBsBP VB , QB , CB←−−−−−−−−−−− CB = e−1

B (sB − xVB kB) mod q

KBA = kAQB = kAkBsAP
eB = H(IDA, IDB , xVB , xKBA , xKAB )
Abort if VB �= x−1

VB
(YB − eBCBP )

eA = H(IDA, IDB , xVA , xKAB , xKBA)
CA = e−1

A (sA − xVAkA) mod q CA−−−−−−−−−−→ eA = H(IDA, IDB , xVA , xKAB , xKBA)
Abort if VA �= x−1

VA
(YA − eACAP )

Shared secret session key K = H(IDA, IDB , xVA , xVB , xKAB , xKBA)

Fig. 2. The proposed key agreement protocol

5 Security Analysis

This section analyzes the security of the proposed key agreement protocol. First,
we define the security terms [1][2][5][6][7][8] needed to conduct an analysis of the
proposed protocol. They are as follows:

Definition 1. The elliptic curve discrete logarithm problem (ECDLP ) is as
follows: given a public key point Vi = kiP , it is hard to compute the secret
key ki.

Definition 2. The elliptic curve Diffie-Hellman problem (ECDHP ) is as fol-
lows: given point elements aP and bP , it is hard to find abP .

Definition 3. A secure one-way hash function y = H(x) is one where given x
to compute y is easy and given y to compute x is hard.
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Here, the following six security properties [5][6][8] must be considered for the
proposed protocol: a key-compromise impersonation attack, a reflection attack,
a replay attack, a known-key security, a session key security, and perfect forward
secrecy. Regarding the above mentioned definitions, the following theorems are
used to analyze the six security properties of the proposed protocol.

Theorem 1. The proposed protocol can resist a key-compromise impersonation
attack.

Proof. First, suppose an attacker C obtains the long-term private key sA from
the compromised user A. In order for the key-compromise impersonation attack
to succeed, C must know A’s ephemeral keys kA. In this case, C would also have
to extract kA from A’s ephemeral public value QA, so as to generate the same
session key K with A. C, however, will face the ECDLP. Therefore, the proposed
protocol is secure against a key-compromise impersonation attack.

Theorem 2. The proposed protocol can resist a reflection attack.

Proof. Due to the verification equation VB = x−1
VB

(YB − eBCBP ) and VA =
x−1

VA
(YA− eACAP ) performed by A and B in Steps 3 and 4, A and B can detect

the generation of a wrong session secret key unlike Popescu’s protocol. Therefore,
the proposed protocol is secure to a reflection attack.

Theorem 3. The proposed protocol can resist a replay attack.

Proof. C can intercept VA, QA, CA (or VB , QB, CB) and can use them to imper-
sonate A (or B) when sending the next key agreement message. For a random
challenge, however, kA and kB, which are separately generated by A and B,
are different every time. Since A and B always verify the integrity of the fresh
session key K by checking CA and CB in Steps 3 and 4, the replayed messages
can be detected by A and B, respectively.

Theorem 4. The proposed protocol provides known-key security.

Proof. Known-key security means that each run of a key agreement proto-
col between two entities A and B should produce unique secret keys; such
keys are called session keys. Knowledge of a session key K and the random
values kA and kB will not help in computing the other session keys K ′ =
H(xV ′

A
, xV ′

B
, xK′

AB
, xK′

BA
). This is because without knowing k′A and k′B, it is

impossible to compute the other session key K ′.

Theorem 5. The proposed protocol provides session key security.

Proof. Session key security means that at the end of the key exchange, the session
key is not known by anyone but A and B. This in because the random values
kA and kB are protected by the ECDHP and the secure one-way hash function.
Only A and B know about K = H(xVA , xVB , xKAB , xKBA) and this information
is nor revealed to anybody else.
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Theorem 6. The proposed protocol provides perfect forward secrecy.

Proof. Perfect forward secrecy means that if the long-term private keys of one
or more entities are compromised, the secrecy of previous session keys, which
was established by honest entities, is not affected. If the user’s password itself
is compromised, an attacker will not be able to determine the session key K
for the past sessions nor to decrypt them, since the attacker is still faced with
the ECDHP. Therefore, the proposed protocol satisfies the properties of perfect
forward secrecy.

6 Conclusion

The current paper demonstrated the vulnerability of Popescu’s key agreement
protocol with regard to a key-compromise impersonation attack, a reflection
attack and a replay attack, and then an improved protocol was presented in
order to resolve such problems. As a result, in contrast to Popescu’s protocol,
the proposed protocol is able to provide greater security.
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Abstract. The existing well-known network based intrusion detection /
prevention techniques such as the misuse detection technique, etc., are
widely used. However, because the misuse detection based intrusion pre-
vention system is proportionally depending on the detection rules, it
causes excessive large false alarm which is linked to wrong correspon-
dence. This study suggests an intrusion prevention system which uses
multi-class Support Vector Machines(SVM) as one of the rule based in-
trusion prevention system and anomaly detection system in order to
solve these problems. When proposed scheme is compared with existing
intrusion prevention system, it show enhanced performance result that
improve about 20% and propose false positive minimize with effective
detection on new variant attacks.

Keywords: False Alarm, Intrusion Detection/Prevention, Multi-class
SVM, Network Security.1

1 Introduction

The popularization of the Internet is also bringing forth the increase of actions
damaging the integrity, confidentiality and availability of computer resources
and destroying security policies. Thus, we need to design various intrusion de-
tection/prevention systems to protect system resources and data on network
from intrusions.

IPS is an in-line tool that can decide whether to pass a traffic or not based
on the result of attack detection. Like IDS, IPS is divided into host-based IPS
and network-based IPS according to data source[1]. In addition, according to
detection model, it is divided into misuse detection IPS and anomaly IPS. Misuse
detection IPS detects attacks using rules defined by experts. It is widely used
because of the high detection rate but is vulnerable to variant attacks or those
not captured by the rules. In addition, with the increase of rules, the rate of false
detection (false positive) that detects a normal behavior as an attack also rises
in geometrical progression.

1 This work is supported by the University IT Research Center(ITRC) Project(IITA-
2005-(C1090-0502-0020)).

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 284–293, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In IPS that can make an active response, these problems may cause wrong
responses to normal/attack packets, which in turn may disrupt the flow of nor-
mal services. Thus, the removal of false alarms (false positive, false negative) is
an important issue in improving IPS performance [2]. On the other hand, anom-
aly IPS detects attacks by analyzing users’ patterns and comparing them with
input patterns using machine learning or data mining rather than depending on
experts’ knowledge. This method is flexible in attack detection but its detec-
tion rate is low [3]. Thus, the present study proposes a method of minimizing
false alarms while maintaining the attack detection rate of misuse detection IPS
by applying the mutually complementary features of misuse detection IPS with
high attack detection rate and IPS based on learning using multi-class SVM with
’normal’ modeling function.

Chapter 2 introduces previous researches to reduce false alarms, and Chapter 3
explains SVM used as a learning tool in this research. Chapter 4 describes the
intrusion prevention technique using SVM to be proposed in this paper, and
Chapter 5 explains experiment on the proposed model and its results. Lastly,
Chapter 6 draws conclusions and discuss future researches.

2 Previous Researches for Minimizing False Alarms

In network security system, false alarm means false detection (false positive) that
detects a normal behavior as an attack and miss detection (false negative) that
judges an attack to be normal. False alarm causes the security system make a
unnecessary response, spending resources and impairing the reliability of the se-
curity system. Thus, to reduce false alarms, researches have been made as follows.

2.1 False Alarm on Intrusion Detection

Normal packets are misunderstood as intrusion basically because intrusion pat-
terns used in detection are wrong. Thus, to reduce false positive, signature should
be precise. It is difficult to make false positive that detects intrusions precisely
in every situation. Thus, when false positive occurs, it may be informed to de-
velopers so that they improve signature and reduce false alarm such as false
positive[4].

False positive can be reduced not by developers but by system managers
through tuning the system in accordance with system and network situation. If
rules against intrusions are set by default, normal packets may be misunderstood
as hacking. Thus, the system manager should change the signature in accordance
with the network setting through trials and errors. In addition, false positive
can be reduced by setting IPS environment fittingly to the protection policies of
the corporation or organization and disabling signatures inconsistent with the
protection policies.

2.2 Problems in Previous Researches

Previous researches to reduce false alarm (false positive) and miss detection (false
negative), such as data mining[5,6] and correlation analysis technique[7,8], have
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problems such as vulnerabilities inherent in system management and structure
and lack of abilities to cope with new attacks.

Thus, the present study proposes as a behavior-based analysis method[9] us-
ing SVM an IPS model that minimizes false alarms and copes with new variant
attacks effectively by analyzing and identifying false alarm patterns in four types
of IPS detection results (true positive: identify attack as attack, false positive:
identify normal as attack, true negative: identify normal as normal, false nega-
tive: identify attack as normal) in order to detect new attacks without the loss
of train data.

• Change of environment setting: Difficult to manage when network envi-
ronment changes frequently, and difficult to use when protecting individual
systems with different degree of vulnerability

• Data mining: Cannot avoid information loss due to its structure, neglecting
attacks that occur infrequently, so lack abilities to identify anomaly and cope
with new patterns of attacks.

• Correlation analysis: Dependent on selected attributes, and not suitable
for exhaustive exploration of causal relations among alarm data.

• Behavior-based analysis: lots of cost to calculate, dependent on data, can-
not cope with new patterns of attacks.

3 Support Vector Machine (SVM)

Support vector machine (SVM) was a learning algorithm developed and proposed
by Vapnik in 1995. While traditional learning algorithms are based on empirical
risk minimization (ERM) to minimize empirical errors of the learning group,
SVM is based on structural risk minimization to minimize the probability of
wrong classification of data of fixed but unknown probability distribution [10].

3.1 Linear SVM – Separable Case

The purpose of SVM is to infer a function that distinguishes two classes with
given train data. SVM learning is a process of finding the linear optimal separat-
ing hyperplane (OSH) under the constraint of maximizing the distance between
the points of the two classes.

To make it possible to separate linearly the sets of learning vectors belonging
to the two classes, the system should learn a training data set {xi, di}N

i=1 to have
hyperplane (ωT

0 ·x)+ b0 = 0 composed of weight vector ω and bias b. Here, xi is
an input pattern and di is a target value. Hyperplane (ωT

0 · x) + b0 = 0 satisfies
the condition of Equation (1).

∃ ω, b s.t.
{
ωT · xi + b > 0 for di = +1
ωT · xi + b < 0 for di = −1 (1)

In Equation (1), input patterns that satisfy the condition of the equal sign and
are positioned closest to the decision surface are called support vectors. Concep-
tually, because these vectors are closest to the hyperplane, they are difficult to be
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separated. Thus, learning for separation is to find the optimal hyperplane that
satisfies the constraint of Equation (2). This is a problem of optimization with
constraints. It is a quadratic problem to find the optimal values of parameter ω
and b for the optimal hyperplane when training data set {xi, di}N

i=1 is given.

∃ ω, b s.t.
{

minΦ(ω) =
1
2
‖ω‖2

di((ωT · xi + b) ≥ 1 for i = 1...N
(2)

Here, the values that have the maximum margin are the optimal values, and the
maximum margin hyperplane can separate two classes optimally. Consequently, if
the optimal separating hyperplane is expressed as g(x) = ωT

0 ·x+b0, the distance
between a support vector and g(x) is 1

‖ω‖ , and the hyperplane that classifies input
patterns optimally minimizes cost function Φ(ω) as in Equation (3).

Φ(ω) =
1
2
‖ω‖2. (3)

3.2 Nonlinear SVM

Most patterns are not linearly separable. Thus, to classify nonlinear patterns,
we need to convert the input space of nonlinear patterns into a specific space of
linear patterns.

Θ(α) =
N∑

i=1

αi − 1
2

N∑
i=1

N∑
j=1

αiαjdidjK(xi, xj)

s.t.

N∑
i=1

αidi = 0, 0 ≥ αi ≥ C, ∀i.
(4)

By obtaining Lagrange multiple i from the model above, we can get Equation (5)
below, the most plane function in the specific space.

f(x) = sin(< ω, φ(x) > +b)

= sin(
N∑

i=1

αidiK(xi, x) + b)
(5)

SVM provides kernels as in (Table 1) to support non-linear mapping functions.

Table 1. Types of kernel functions

Type of kernal Kernel Remarks
Dot Kernal x · y Inner product of x and y

Polynomial kernel (x · y + 1)d d=1,2,3, ...
RBF(Radial Basis
Function) kernel

exp(−g‖x−y‖2) g is the parameter determing the
share of kernels.

Perceptron kernel tanh(ax · y + b) a, b are constants satisfying
Mercer’s condition.
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4 Intrusion Prevention System Using SVM

4.1 Structure of SVM-Based Intrusion Prevention System

In order to minimize false detection (false positive) and miss detection (false
negative) in misuse detection IPS (Snort inline), the intrusion prevention system
to be proposed in this research is composed of multi-class SVM modules trained
with the results of rule-based detection, which are classified into 4 classes (true
positive: identify attack as attack, false positive: identify normal as attack, true
negative: identify normal as normal, false negative: identify attack as normal).

In IPS, network packet collection is made at Snort inline of promiscuous mode,
and whether abnormal traffic or not is determined by rules in the detection
engine. Because detected packets include false detection packets as well as miss
detection packets, they are filtered through the SVM module for multi-class
classification according to the 4 classes trained off-line, and only attack packets
identified as true positive and false negative are handled by the action engine in
a safe way.

4.2 Process Data Set

(1) Data Set of DARPA 1998. For developing and evaluating intrusion
detection systems, DARPA data set provides Solaris-based BSM audit data and
tcpdump data for the period from 1998 to 2000, around 7 weeks per year, and
5 days per week (Monday F̃riday). Tcpdump data itself was made simply by
storing packets passing through the network, so it is impossible to distinguish
attacks from normal packets just with tcpdump data. Thus, a separate list file,
which identifies attacks included in the tcpdump data, is provided together.

(2) Conversion of SVM Train Data Set. In order to apply the raw tcpdump
data provided in DARPA 1998 as training and test data to a SVM learning
algorithm and to draw precise classification results, it is most important to select
the features of packets used as train data. In this research, to apply behavior
models to each packet, we generated a train data per packet of tcpdump type
(using -vv option), and a train data is composed of the set of features. A total
of 26 features were extracted from packet headers.

4.3 SVM Learning Model

The SVM learning model for minimizing false detection and miss detection in
misuse detection IPS is applied to SVM to classify four detection types defined
by Snort inline (TP, FP, TN, FN).

Basically, however, in order to apply SVM, which performs binary classifica-
tion, to this study having 4 classes, strategies using binary classification com-
bination should be presented. In this study, we designed and experimented two
multi-class SVM models for minimizing false alarms that adopted one-against-all
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[12] and one-against-one [13] methods composed of the combination of binary
SVMs.

(1) Application of One-Against-All Method. One-Against-All(OAA)
method uses k binary SVMs to classify k classes. Each SVM is trained with
train data to identify a class. In our research problem that distinguishes TP, FP,
TN and FN. The first SVM identifies FP.

In order to distinguish class FP from other classes TP, TN and FN, train data
corresponding to FP have +1 and the others have -1. Then, for test data, each
SVM is given the same input data, and the output values from the SVMs are
compared, and the data is identified as the class of the SVM that produced the
largest output value.

(2) Application of One-Against-One Method. Different from OAA, One-
Against-One(OAO) method uses k(k−1)

2 binary SVM to identify k classes. Each
train data is divided into two classes. The first SVM has train data composed of
class FP and class TP, and it also classifies only class FP and class TP in test
data. When classifying test data, all of the SVMs performs classification and
test data is identified as the class with the largest number of votes.

5 Experiment and Result Analysis

5.1 Composition of Experiment Data

In order to evaluate and analyze the performance of the intrusion prevention
system using SVM proposed in this study to minimize false alarms in existing
intrusion prevention systems, first, we need to analyze the results of detection
using an intrusion prevention system based on misuse detection (Snort inline).

From tcpdump files and attack list files by day of each week in DARPA
data set to be used as learning and test data, we extracted normal tcpdump
data and anomaly tcpdump data by comparing attack time including duration,
source IP address and destination IP address. The tcpdump data classified into
normal and anomaly was used as input data to identify false alarm patterns and
measure precision in Snort inline, and 4 patterns (TP, FP, TN, FN) of data set
are generated by comparing with Alert list detected by the rules in the detection
engine of Snort inline

We obtained packets in the form of tcpdump divided into 4 classes from data
for Friday of Week 2, Wednesday and Friday of Week 3, Tuesday and Wednesday
of Week 4, Tuesday and Wednesday of Week 6 and Wednesday of Week 7 in
DARPA 1998 data set, and took 1000 packets for each class so a total of 4000
packets as SVM train data. SVM light [14] was used as a SVM experiment tool.

5.2 Experiment Results and Analysis

To evaluate the performance of multi-class SVM when the number of parameters
in train data was 26, at which classification performance was highest in the prior
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Table 2. Training and Test data Set for SVM

TP data FP data TN data FN data Total
Training set 1000 1000 1000 1000 4000
Test set 300 300 300 300 1200

experiment, we calculated the classification rate of each model and the precision
and recall rate of each class classified.

Pi =
C TPi

C TPi + C FPi
, Ri =

C TPi

C TPi + C FNi
(6)

(Table 3) shows the results of classification by each model, and Equation (6)
expresses the precision and recall rate of Classi identified by multi-class SVM.

In the test environment, we used kernel functions dot and polynomial. We
showed the results of applying integer 1 and 4 for the parameter degree(d) of
the polynomial kernel and the results of applying real number 0.01, which showed
the best results using empirical information through multiple experiments.

Table 3. Contingency table for Classi

Classi Label Yes Label No
Classfier Yes C TP C FP

Classfier No C FN C TN

(Table 4) and (Table 5) below are the results of experiment with multi-class
SVM model based on OAA and OAO methods for the two kernel functions using
train data composed of all of the 26 feature parameters.

According to the results, SVM using OAO method produced somewhat better
results than that using OAA method and this is probably because, due to the
characteristics of SVM intended for binary classification, classification patterns
are calculated more precisely in data composed of classes in equal ratio.

In addition, when degree 4 was applied to the polynomial kernel, the classi-
fication rate for the 4 classes was highest (84.91%). In addition, precision and
recall rate for each class were also as high as 90% on the average but classifica-
tion was not clear between FN (false negative) and TN (true negative), namely,
between attack packets that are not detected in Snort inline and normal pack-
ets. This may be because, in preparing the test data of FN class, we included
new attack data not included in the train data to evaluate the ability to detect
variant attacks and new attacks.

(3) Performance Evaluation. In order to compare the performance of SVM-
based IPS proposed in this study to minimize IPS false alarm, we applied the test
data used in the multi-class SVM model to case-based training technique using
k-NN algorithm. The comparative experiment used TiMBL (Tilburg Memory
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Table 4. Result of testing OAA(one-against-all)

Kernel Parameter C C TP C FP C FN C TN P (%) R(%) A(%)

Dot -

FN 95 2 205 898 97.93 31.66

82.75
FP 300 0 0 900 100 100
TN 298 204 2 696 59.36 99.33
TP 300 1 0 899 99.66 100

Polynomial d=1

FN 72 2 228 898 97.29 24

80.83
FP 300 2 0 898 99.33 100
TN 298 226 2 674 56.87 99.33
TP 300 0 0 900 100 100

C=class, P=precision, R=recall, A=classification rate

Table 5. Result of testing OAO(one-against-one)

Kernel Parameter C C TP C FP C FN C TN P (%) R(%) A(%)

Dot -

FN 96 6 204 894 94.11 32

82.50
FP 300 2 0 898 99.33 100
TN 294 202 6 698 59.27 98
TP 300 0 0 900 100 100

Polynomial d=1

FN 96 6 204 894 94.11 32

82.50
FP 300 2 0 898 99.33 100
TN 294 202 6 698 59.27 98
TP 300 0 0 900 100 100

C=class, P=precision, R=recall, A=classification rate

Table 6. Result of classification

Rate(%) FP(%) FN(%) P(%) R(%) F(%)
Snort inline 89 6.8 20.36 52.36 79.56 63.15

OAA 82.75 0.33 34 99.49 65.94 79.31
OAO 84.91 0.5 29.6 99.29 70.33 82.33
1-NN 79 0 42 100 58 73.41
Rate=(attack detection + Normal detection) / total test data
FP = false positive / normal, FN = false negative / attack

P=precision, R=recall, F=F-measure

Based Learner, version 5.1) [15], and the performance of Snort inline, SVM and
k-NN for the test data was expressed in harmonic mean (F-measure) combining
precision and recall rate. F-measure is as Equation (7) below.

F =
2

1
P

+
1
R

(7)

When comparing F-measure resulting from the experiment, false detection
and miss detection rate decreased significantly in existing IPS as shown in
(Table 6). Here, the detection rates for attacks and normal packets are not much
meaningful because they did not consider false detection and miss detection.
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The high detection rate of Snort inline despite many false alarms may be be-
cause then number of packets used in the experiment was much larger than that
in the comparative experiment. Thus, when the performance of each model was
evaluated based on F-measure, the SVM-based IPS proposed in this research
was found to have the highest performance.

6 Conclusions and Future Works

The present study proposed SVM-based IPS as a system combining misuse detec-
tion IPS applicable to wired/wireless network environment and learning-based
anomaly detection IPS to minimize false detection and miss detection in misuse
detection IPS and process only genuine alarms (true positive, false negative) in
the action engine of IPS.

To apply SVM, which is intended for binary classification, to the classification
of 4 detection patterns in misuse detection IPS, we designed and experimented
two multi-class SVM models using one-against-all (OAA) and one-against-one
(OAO) methods. According to the results of experiment, classification was more
precise in multi-class SVM using OAO method than in that using OAA method.

It is expected to be applicable as a highly reliable intrusion prevention system
through precise detection of and response to attacks. However, to apply the
model to actual systems, we need to measure its performance quantitatively
in real-time systems. In addition, a larger volume of train data is necessary to
enhance the efficiency of anomaly detection.
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Abstract. Wireless intrusion detection systems are important to the
security of wireless local area networks (WLANs). Wireless networks
are not only susceptible to TCP/IP-based attacks native to wired net-
works, they are also subject to a wide array of 802.11-specific threats.
To aid in the defense and detection of these potential threats, WLANs
should employ a security solution that includes an intrusion detection
system(IDS). Intrusion detection systems attempt to identify computer
system and network intrusions and misuse by gathering and analyzing
data. IDS has traditionally been developed to detect intrusions and mis-
use for wired systems and networks. In this paper, we suggest lightweight
wireless IDS module on AP with network monitoring, analysis and filter-
ing module against malicious DDoS attacks. Suggested system provides
good performance on wireless LAN environments. 1

1 Introduction

With the increasing popularity of the wireless network, the security issue for
mobile user could he even more serious than we expect. We need to search for
new architecture and mechanisms to protect the wireless networks and mobile
computing application against malicious attack[1].

The advent of WLANs, however, has opened organizations up to new IT
security threats, and many traditional countermeasures are ineffective in dealing
with them. Wireless access to networks, for example, cannot easily be monitored
and controlled through perimeter defenses such as firewalls and proxy servers[2].

A wireless access point may open the internal, non-protected network up to
unknown and non-trusted users who are simply within communication range.
The nature of mobile computing environment makes it very vulnerable to an
adversary0 malicious attacks. First of all, the use of wireless links renders the
network susceptible to attacks ranging from passive eavesdropping to active in-
terfering. Unlike wired networks where an adversary must gain physical access
to the network wires or pass through several lines of defense at firewalls and
gateways, attacks on a wireless network can come from all directions and target
at any node[3].

1 This work was supported by 2006 Hanshin University Research Grant.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 294–302, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Damages can include leaking secret information, message contamination, and
node impersonation. All these mean that a wireless network will not have a
clear line of defense, and every node must he prepared for encounters with an
adversary directly or indirectly.

Threats to wireless local area networks (WLANs) are numerous and poten-
tially devastating. Security issues ranging from mis-configured wireless access
points (WAPs) to session hijacking to Denial of Service (DoS) can plague a
WLAN. Wireless networks are not only susceptible to TCP/IP-based attacks
native to wired networks, they are also subject to a wide array of 802.11-
specific threats[4]. To aid in the defense and detection of these potential threats,
WLANs should employ a security solution that includes an intrusion detection
system(IDS)[5].

This study will describe the need for wireless intrusion detection on AP(Access
Point) based lightweight module, provide an detailed architecture of wireless
intrusion detection system, and identify the benefits and drawbacks of a wireless
intrusion detection solution.

Chapter 2 introduces and overviews on wireless LAN attack and threat pre-
vious, and Chapter 3 explains common IDS concept with existing wireless IDS
system to lessen the malicious attack. And we additionally reviewed attack detec-
tion and policy enforcement mechanism. Chapter 4 describes the proposed wire-
less intrusion detection technique with lightweight form on AP, and Chapter 5
evaluate the performance of proposed system and its results. Lastly, Chapter 6
draws conclusions and discuss future researches.

2 Threats to Wireless LAN

2.1 Wireless LAN Attack

Wireless local area networks are subject to a variety of threats. The standard
802.11 encryption method, Wired Equivalent Privacy (WEP) is weak. So even
if WEP encryption is utilized on a WLAN, an attacker can potentially intercept
and decrypt sensitive data from wireless communications. Hackers can also at-
tack a WLAN and gather sensitive data by introducing a rogue WAP into the
WLAN coverage area[4].

By installing a WAP on an established LAN, a user can create a backdoor
into the network, subverting all the hard-wired security solutions and leaving the
network open to hackers. It is for this reason that even organizations without a
WLAN implementation must strongly consider deploying a wireless IDS solution.
It is very possible that users can and will install a rogue WAP, exposing even an
exclusively hard-wired organization to the risks of WLANs.

2.2 DoS Attack on Wireless LAN

Networks using 802.11 are also subject to a number of denial of service (DoS)
attacks that can render a WLAN inoperable. Wireless communications are in-
herently vulnerable to signal degradation when encountering physical objects[6].
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Hackers can also cause malicious DoS attacks by flooding WAPs with associ-
ation requests and forcing them to reboot. In addition, they can use the afore-
mentioned rogue WAP to send repeated disassociate/deauthenticate requests to
deny service to a wireless client. A variety of other WLAN threats exist and
additional vulnerabilities are being identified at an ever-increasing pace[7].

Without some sort of detection mechanism, it can be difficult to identify
the threats to a WLAN. A lack of threat awareness can lead to a network not
adequately secured against the threats facing it. Only when the threats to the
network are realized can the WLAN be properly equipped with the necessary
security measures.

3 Overview on Wireless Intrusion Detection

3.1 Intrusion Detection Systems

Intrusion detection systems (IDSs) attempt to identify computer system and
network intrusions and misuse by gathering and analyzing data. IDSs have tra-
ditionally been developed to detect intrusions and misuse for wired systems and
networks. More recently, IDSs have been developed for use on wireless networks.
These wireless IDSs can monitor and analyze user and system activities, recog-
nize patterns of known attacks, identify abnormal network activity, and detect
policy violations for WLANs.

Wireless IDSs gather all local wireless transmissions and generate alerts based
either on predefined signatures or on anomalies in the traffic. A Wireless IDS is
similar to a standard, wired IDS, but has additional deployment requirements as
well as some unique features specific to WLAN intrusion and misuse detection[6].

3.2 Wireless Intrusion Detection Systems[2]

(1) Host-Based IDSs. There is a more powerful approach to secure WLANs
intrusion detection (ID), which is the art of detecting inappropriate, incorrect,
or anomalous activity. ID systems (IDSs) that operate on a host to detect ma-
licious activity on that host are called host-based IDSs, and IDSs that operate
on network data flows are called network-based IDSs.

(2) Functionality-Based Network IDSs. The most common approaches
to ID are statistical anomaly detection and pattern-matching detection. As we
know that applying functionality-based network IDS models also has limitations.
Anomaly detection model is built on a long-term monitoring and classifying of
what is a normal system behavior.

Wireless networks are very dynamic in structure, giving rise to apparently
random communication patterns, thus making it challenging to build a reliable
behavioral model.

3.3 Existing System and Architecture

(1) Existing Wireless IDS System. Popular wireless IDS solutions include
Airdefense RogueWatch and Airdefense Guard[7][10], and Internet Security
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Systems Realsecure Server sensor and wireless scanner products[11]. A home-
grown wireless IDS[5] can be developed with the use of the Linux operating
system, for example, and some freely available software. Open source solutions
include Snort-Wireless[12] and WIDZ[13], among others.

(2) Centralized or Distributed IDSs. A wireless IDS can be centralized
or decentralized(distributed). A centralized wireless IDS is usually a combina-
tion of individual sensors which collect and forward all 802.11 data to a central
management system, where the wireless IDS data is stored and processed[2].

Decentralized or distributed wireless intrusion detection usually includes one
or more devices that perform both the data gathering and processing/reporting
functions of the IDS. The decentralized method is best suited for smaller (1-2
WAP) WLANs due to cost and management issues. The cost of sensors with data
processing capability can become prohibitive when many sensors are required.
Also, management of multiple processing/reporting sensors can be more time
intensive than in a centralized model.

3.4 Attack Detection with Policy Enforcement

(1) Physical Attack Detection. A wireless IDS can aid in detecting the
attacker’s location by providing at least a general estimate of their physical
location. By correlating the captured 802.11 data with the sensor location as
well as the location of the victim WAP, the physical location of the attacker can
be more easily identified.

Once the physical location has been narrowed, a response team equipped
with tools like Kismet[9] can scan the general area identified by the IDS to
further narrow the search for the attackers. With this dual-pronged identification
approach (using the IDS and scanning tools), the physical response team should
be able to identify and intercept the attackers quickly and effectively.

(2) Policy Enforcement. A wireless IDS not only detects attackers, it can
also help to enforce policy. WLANs have a number of security-related issues,
but many of the security weaknesses are fixable.

Features such as rogue WAP detection, and policy enforcement in general,
go a long way to increase the security of the WLAN. The additional assistance
a wireless IDS provides with respect to policy enforcement can also maximize
human resource allocation. This is because the IDS can automate some of the
functions that humans would ordinarily be required to manually accomplish,
such as monitoring for rogue WAPs.

4 Proposed Lightweight Wireless IDS

4.1 Proposed Architecture

Proposed wireless IDS does a network monitoring function on AP(Access Point)
with lightweight module. Specially, it is aimed at both packet filtering and detec-
tion/prevention on wireless traffic. Therefore, proposed system is for the moni-
toring on wireless packet by the functionality of wireless security sensor.
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(1) Proposed Model of W-IDS. We developed the module of attack packet
detection efficiency and efficiency analysis gained through cooperative detection,
assessment of the risk to the network and client from the attack. Although
currently developed systems were operate on wired network, it did not detect
malicious traffic on AP by embedded module. So, we designed and implemented
lightweight IDS module on AP(specially Linksys WRT54GS) for packet filtering
and monitoring functions as Fig. 1.

Fig. 1. System Model of AP based Wireless IDS

(2) Proposed W-IDS Architecture on AP. The proposed architecture is
shown in Fig. 2. System consists of three sub modules : Listener for traffic
monitoring, Real Time analysis for wireless attack detection, and Alert Interface
for network log management.

Listener collects whole packet by 802.11 b/g channel hopping and monitors
level 2 wireless traffic for sending log to integrated wired/wireless IDS sys-
tem(such as ESM). Aggregated wireless packets sent to packet analysis module
for analysis/classification of attack or normal traffic based on the intrusion sig-
nature. If alert is happen, it will be sent to the ESM server to block or drop
packets.

The AP is consisted of two module, Network Monitoring(MN) module and
Analysis & Security(AnS) module. On MN module, we can listen or capture
the inbound wireless packet with parsing module after preprocessing the 802.11
frame. Preprocessed packet sent to AnS module for analyzing and filtering based
on intrusion DB & Signature. AnS module determine attack packet from normal
based on IDS engine.

• Network Monitoring Module passively sniffer 802.11 b/g frame for de-
tecting attack by monitoring mode.

• Rogue AP Detection Module compare authenticated AP list and prereg-
istered information for detecting legal or rogue AP.

• Spoof, DoS & MITM Detection Module trace sequence number for de-
tecting MAC spoofing attack on DoS de-auth flooding traffic after checking
the state of disassociate & deauthenticate frame packet.
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Fig. 2. W-IDS Module on AP

• Alert Interface Module send micro-Perl script to server for wireless net-
work management, to which distributed AP sensors issue and send Alert Log
script.

4.2 Interlocking with Intrusion Response System

Integrated Wired & Wireless Intrusion Response System(IRS) provide attack
packet detection on wired & wireless traffic with Firewall module on 1st step,
and misuse and anomaly detection with IPS module on 2nd step, which is done
by inline mode. And on final 3rd step, IRS system shows us real-time log data
through the integrated monitoring module.

4.3 Integrated W-IDS System

Fig. 3 shows the integrated W-IDS system proposed in this study. As shown it,
the network manager can monitor whole wired & wireless network. Especially
the distributed multiple APs send alert log to the IRS.

The IRS system consists of two main module, network and security module.
Network module is divided into bridge and network monitoring modules. And
Security module does firewall function in first, and then prevention module in
next step.

5 Performance Evaluation

5.1 Threat Detection by W-IDS

A wireless IDS can also aid in the detection of a number of attacks. Not only can
a wireless IDS detect rogue AP, identify non-encrypted 802.11 traffic, and help
isolate an attacker’s physical location, as mentioned earlier - a wireless IDS can
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Fig. 3. Overall System Model for W-IDS

detect many of the standard (and not-so standard) wireless attacks and probes
as well.

A wireless IDS can also detect some DoS attacks. DoS attacks are relatively
common with wireless networks, as many DoSs occur from signal loss due to
a frequency conflict or a building that just went up across the street. Some-
times though, as mentioned earlier, hackers can attack the WLAN with the
intent of denying it service. A wireless IDS can detect many of the attacks
used to DoS WLANs, such as flooding authentication requests or dissacocia-
tion/deauthentication frames.

Proposed wireless IDS can spot many of the other 802.11 threats as well.
A wireless IDS can detect the presence of MAC address spoofing by sequence
number analysis. In contrast, a wireless IDS can detect unique and non-standard
threats through the utilization of user developed rules. This flexibility, common
with standard IDSs, allows a wireless IDS to be scaleable and to address many
distinctive detection requirements.

5.2 Efficiency Evaluation of W-IDS

The efficiency of the W-IDS is derived based on all possible attacks and false
alarms raised during an observation period.

EWIDS = Q ·H/(H +Q ·M) (1)

where EWIDS is the efficiency of the IDS, Q is the Alarm Confidence, H is the
Average Detection Hit Rate, and M is the Average Detection Miss Rate. The
alarm confidence, Q, is a quality indicator of the IDS system over the entire
attack set defined as (2).

Q = x/G (2)

where x is the summation of all detection hits based on an empirically generated
alarm matrix and G is the alarm frequency defined as the summation of all raised
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alarms in the monitoring period (G = u + x + z) denoted in the alarm matrix
as false positives (u), hits (x) and confused alarms (z).

The average detection hit rate, H , is defined as: H = x/F where F is defined
as the attack frequency and is the summation of all real attacks within the
monitoring period (F = x+ y + z) including false negatives (y).

Finally, the average detection miss rate, M , is defined as M = y/F . The
alarm frequency, G, is used to determine between two groupings of response
strategies. The strategy selected within a group is chosen based on the maximum
risk, Rmax.

In order to determine the maximum risk, the average damage, D, must first
be determined over all attack types. This can be expressed as an amount by esti-
mating the monetary loss for each attack type if successful, then calculating the
average over all attack types. The maximum risk multiplies the attack damage
by the corresponding attack frequency and is defined as Rmax = D · F [6]. We
can simulate and evaluate the efficiency of IDS as follows Table 1.

Table 1. Evaluation of W-IDS

Q(%) H(%) M(%) E(%) R(%)
Snort-Wireless 86.50 87.55 12.45 6.50 -
Proposed W-IDS 84.91 89.45 10.55 7.51 7.33

E=(QH/(H+QM)), Q=Alarm Confidence
H=Detection Hit Rate, M=Detection Miss Rate

The response strategy can be implemented in a response matrix, where m
responses are mapped to n attacks. The same response may be effective against
multiple attacks, and an attack may have more than one effective response. The
IDS efficiency for each attack/response pair can then be measured and tabulated
as the Hit efficiency and False/Miss efficiency based on learned behavior at the
specific location, or previously tested results depending on the type of attack
and response.

And overall traffic monitoring and summary on AP can evaluate the perfor-
mance of developed system in Fig. 4. In addition, the false alarm measure on
wireless traffic can estimate the functional efficiency of IDS system.

Fig. 4. Network Traffic with W-IDS
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6 Conclusions

While there are drawbacks to implementing a wireless IDS, the benefits will most
likely prove to outweigh the downsides. With the capability to detect probes,
DoSs, and variety of 802.11 attacks, in addition to assistance with policy en-
forcement, the benefits of a wireless IDS can be substantial. Of course, just as
with a wired network, an IDS is only one part of a greater security solution.
WLANs require a number of other security measures to be employed before an
adequate level of security can be reached, but the addition of a wireless IDS can
greatly improve the security posture of the entire network. With the immense
rate of wireless adoption, the ever-increasing number of threats to WLANs, and
the growing complexity of attacks, a system to identify and report on threat
information can greatly enhance the security of a wireless network.
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Abstract. In 2005, Lee and Chen proposed an improved one-time pass-
word authentication scheme that can prevent a stolen verifier attack and
that is as efficient as the scheme of Yeh-Shen-Hwang. The current pa-
per, however, demonstrates that Lee-Chen’s scheme is still vulnerable
to Denial-of-Service attacks and a simple solution is presented in order
to isolate such a problem. Furthermore, we propose an efficiently opti-
mized one-time password authentication scheme that can provide user
anonymity. In addition the computational costs are lower than those of
Lee-Chen’s scheme.

Keywords: Cryptography, Security, One-time password, User authenti-
cation, Smart card, Denial-of-Service attacks.

1 Introduction

Internet applications and mobile techniques have been developed significantly in
recent years. Since the Internet is an open network and users do not see each
other, it is very important to authenticate the identity of the users. In order
to identify the users, the password authentication scheme is the most common
method. Many password authentication schemes [1][2][3] have been proposed
for electronic commerce environments. The S/Key one-time password scheme
is designed to detect replay attacks or eavesdropping attacks [2][3]. With this
scheme, the user’s secret pass-phrase does not need to cross the network at any
time, such as during authentication or during pass-phrase changes. Moreover,
no secret information needs be stored in any system, including the server being
protected. Although the S/KEY scheme, thus protects against passive attacks
based upon replaying captured reusable passwords, it is vulnerable to server
spoofing attacks, preplay attacks and off-line dictionary attacks [1][4].

In 2002, Yeh-Shen-Hwang [4] proposed a secure one-time password authentica-
tion scheme using smart cards that can withstand many various attacks, such as
replay attacks, server spoofing attacks, off-line dictionary attacks, and active at-
tacks. Tsuji et al. [5] and Ku et al. [6], however, showed that Yeh-Shen-Hwang’s
scheme is still vulnerable to a stolen verifier attack [5][6]. In 2005, Lee-Chen
[7] proposed an improved one-time password authentication scheme, which not
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only keeps the security of the scheme of Yeh-Shen-Hwang [4], but it can with-
stand the stolen verifier attacks [5][6]. Lee-Chen’s scheme, however, suffers from
Denial-of-Service attacks, in which an attacker can easily make the server re-
ject all subsequent login requests from any user. Accordingly, the current paper
demonstrates that Lee-Chen’s scheme is vulnerable to Denial-of-Service attacks
[9] and a simple solution is presented to isolate such a problem. Furthermore,
we proposes an efficiently optimized one-time password authentication scheme
that can provide user anonymity and the computational costs are less than that
of Lee-Chen’s scheme.

This paper is organized as follows: In Section 2, we briefly review Lee-Chen’s
one-time password authentication scheme and we will show the security flaws of
the scheme. In Section 3, we present improvements on the scheme. In Section 4,
we analyze the security of our proposed scheme. Finally, our conclusions are
presented in Section 5.

2 Security Analysis of Lee-Chen’s Scheme

This section briefly reviews Lee-Chen’s one-time password authentication scheme
and it will show the security flaws of the scheme. The abbreviations used in this
paper are as follows:

– U, S,E: the user, the server, and the attacker, respectively
– ID: the identity of U
– x: the secret key of S
– SEED: a pre-shared secret of S and U
– Di: a large random number generated by S
– K: a secret key/password of U
– H(·): a secure hash function
– T : a timestamp
– ⊕: bit-wise XOR operation
– ||: concatenation operation
– N : the number of logins
– Ci: the number of hash iterations, where Ci = N − i
– pi: pi = HCi(K ⊕ SEED). For example, H2(K ⊕ SEED) = H(H(K ⊕
SEED)).

2.1 Review of Lee-Chen’s Scheme

Lee-Chen’s scheme is divided into three stages: the registration stage, the login
stage, and the authentication stage. We describe the three stages of the scheme
as follows:

Registration Stage. The registration stage of Lee-Chen’s scheme is as follows:

1. U ← S : SEED
Initially, S computes SEED = H(ID⊕x), and issues a smart card containing
SEED to U .
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2. U ← S : N , H(SEED ⊕N)⊕ SK, H(SK)
S selects D and T , and computes SK = D||T . Then S decides N , and com-
putes H(SEED ⊕N)⊕ SK. S sends N , H(SEED ⊕N)⊕ SK and H(SK)
to U .

3. U → S : p0 ⊕ SK
U computes SEED⊕N , and hashes it one time. U extracts SK by computing
(H(SEED⊕N)⊕SK)⊕H(SEED⊕N). Then, SK is hashed one time and
compared with H(SK). If it matches, the identity of S is authenticated. Then,
U computes p0 ⊕ SK, where p0 = HN (K ⊕ SEED), and sends it to S.

4. S extracts p0 by computing (p0 ⊕ SK) ⊕ SK, and stores it as a verifier for
authenticating U .

Login Stage. The login stage of the scheme is as follows:

1. U ← S : Ci, H(SEED ⊕ Ci)⊕ SKi, H(SKi)⊕ pi−1
For the ith login, S computes SEED = H(ID ⊕ x), and generates Di and
Ti. S computes SKi = Di||Ti, and sends Ci, H(SEED ⊕ Ci) ⊕ SKi and
H(SKi)⊕ pi−1 to U .

2. U → S : pi ⊕ SKi

U extracts SKi by computing (H(SEED⊕Ci)⊕SKi)⊕H(SEED⊕Ci), and
checks Ti of SKi. If Ti is valid, U computes pi−1, and then uses it to extract
H(SKi) from H(SKi) ⊕ pi−1. Then, SKi is hashed one time and compared
with H(SKi). If it is equivalent, the identity of S is authenticated. Then, U
computes pi = HCi(K ⊕ SEED) and pi ⊕ SKi, and sends pi ⊕ SKi to S.

Authentication Stage. Upon receiving pi ⊕ SKi, S obtains pi by computing
(pi ⊕ SKi)⊕ SKi. Then, pi is hashed one time and compared with pi−1. If it is
equivalent, the identity of U is authenticated. Finally, S replaces pi−1 and Ci−1
with pi and Ci in the database.

2.2 A Denial-of-Service Attack on Lee-Chen’s Scheme

This subsection shows how the Denial-of-Service attack [9] can work on Lee-
Chen’s scheme. This attack prevents or inhibits the normal use or management
of communications facilities. This attack may be directed to a specific user. For
example, an attacker E may perform this attack to cause the server to reject the
login of a specific user.

In Step 3 of the registration stage, E can simply replace p0 ⊕ SK with the
forged p0⊕SK⊕X , where X is a random number chosen by E. After receiving
the replaced p0⊕SK⊕X , S will extract p0⊕X by computing (p0⊕SK⊕X)⊕SK.
Then, S will store p0 ⊕X as a verifier in order to authenticate U . Since p0 ⊕X
is not equal to U ’s p0, all subsequent login requests of U will be rejected until
U has re-registered with S.

In another type of Denial-of-Service attack, in Step 3 of the registration stage,
E can simply replace p0⊕SK with the forged X , where X is a random number
chosen by E. After receiving the replacedX , S will extractX⊕SK by computing
X ⊕ SK. Then, S will store X ⊕ SK as a verifier for authenticating U . Since
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X⊕SK is not equal to U ’s p0, all subsequent login requests of U will be rejected
until U has re-registered with S. Obviously, Lee-Chen’s scheme is vulnerable to
against Denial-of-Service attacks.

3 Proposed Solutions

This section proposes two solutions (a simple solution and an efficiently opti-
mized one-time password authentication scheme providing user anonymity) in
order to overcome the above mentioned problems inherent in Lee-Chen’s scheme.

3.1 Countermeasures

This subsection proposes a simple solution to overcome the above mentioned
problem inherent in Lee-Chen’s scheme. Only the registration stage is modified.
That is, in Step 3 of the registration stage, U sends the verification value H(p0)
with p0 ⊕ SK. The proposed registration stage is as follows:

1. U ← S : SEED
2. U ← S : N , H(SEED ⊕N)⊕ SK, H(SK)
3. U → S : p0 ⊕ SK, H(p0)

U computes SEED⊕N , and hashes it one time. U extracts SK by computing
(H(SEED⊕N)⊕SK)⊕H(SEED⊕N). Then, SK is hashed one time and
compared with H(SK). If it matches, the identity of S is authenticated. Then,
U computes p0 ⊕ SK, and sends it with H(p0) to S.

4. Upon recept p0⊕SK and H(p0), S extracts p0 by computing (p0⊕SK)⊕SK.
Then, p0 is hashed one time and compared with H(p0). If it is equivalent, the
identity of U is authenticated. Finally, S stores p0 as a verifier for authenti-
cating U .

Theorem 1. The proposed simple solution can resist Denial-of-Service attacks.

Proof. In Step 3 of the proposed registration stage, E can replace p0 ⊕ SK
with the forged p0 ⊕ SK ⊕ X , in which X is a random number chosen by E.
After receiving the replaced p0 ⊕ SK ⊕X , S will extract p0 ⊕X by computing
(p0⊕SK⊕X)⊕SK. Then, p0⊕X is hashed one time and compared with H(p0).
Since p0⊕X is not equal toH(p0) and E cannot compute H(p0) without knowing
K and SEED, E cannot succeed in overcoming the Denial-of-Service attacks.
Also, E can replace p0⊕SK with the forged X , in which X is a random number
chosen by E. After receiving the replacedX , S will extractX⊕SK by computing
X ⊕ SK. Then, X ⊕ SK is hashed one time and compared with H(p0). Since
X⊕SK is not equal toH(p0) and alsoE cannot computeH(p0) without knowing
K and SEED, E cannot succeed in overcoming Denial-of-Service attacks.

3.2 Efficiently Optimized Authentication Scheme

This subsection proposes an efficiently optimized one-time password authenti-
cation scheme using smart cards by providing user anonymity. There are three
phases in the proposed scheme including a registration stage, a login stage and
an authentication stage. Fig. 1 illustrates the proposed one-time password au-
thentication scheme.
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Shared Information: Secure hash function H(·)
Information held by U : Identity ID, Secret key/password K, Smart card
Information held by S: Secret key x, U ’s account database(ID,H(ID||SEED),N ,p0)

U S

Registration Stage:

Select ID, K {ID, K}−−−−−−−−−−−−−−−−−−−−−−−−−−−→ SEED ← H(ID||x)

Decide N
p0 ← HN (K||SEED)

{Smart card}←−−−−−−−−−−−−−−−−−−−−−−−−−−−Store SEED,H(·) in smart card

Store ID, H(ID||SEED), N and p0 in account DB

ith Login and Authentication Stages:

Input ID, K H(ID||SEED)−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Check H(ID||SEED)
Get ID

SEED ← H(ID||x)
Generate Di, Ti

Ci, H(SEED||Ci) ⊕ SKi, SKi ← Di||Ti
H(SKi||pi−1)←−−−−−−−−−−−−−−−−−−−−−−−−−−−

SKi ← H(SEED||Ci) ⊕ SKi ⊕ H(SEED||Ci)
Check Ti of SKi

pi−1 ← HCi+1(K||SEED)
Abort If H(SKi||pi−1) �= H(SKi||pi−1)

pi ← HCi (K||SEED) pi ⊕ SKi−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ pi ← pi ⊕ SKi ⊕ SKi

Abort If H(pi) �= pi−1
Replace pi−1 and Ci−1 with pi and Ci

Fig. 1. Proposed One-time Password Authentication Scheme Providing User
Anonymity

Registration Stage. The registration stage of proposed scheme is as follows:

1. U → S : ID, K
U selects his identity ID and secret key/password K freely. Then, U sends
the ID and K to S through a secure channel.

2. U ← S : Smart card
Initially, S creates an entry for U in the account database, and computes
SEED = H(ID||x). Then, S decides N , and computes the initial one-time
password p0 = HN(K||SEED). Finally, S stores the ID, H(ID||SEED), N
and p0 in U ’s account database as a verifier for authenticating U , and a smart
card is issued containing SEED and H(·) to U through a secure channel.

Login Stage. The login stage of proposed scheme is as follows:

1. U → S : H(ID||SEED)
U inserts his smart card into the card reader, keys in the ID and K. U ’s
smart card computes H(ID||SEED) by using the stored SEED, and then
sends it as a login request message to S.

2. U ← S : Ci, H(SEED||Ci)⊕ SKi, H(SKi||pi−1)
For the ith login, S checks the validity of H(ID||SEED) by using the account
database. If H(ID||SEED) is not a valid identity, S rejects U ’s login request.
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Otherwise, S gets the ID from U ’s account field, and computes SEED =
H(ID||x) and H(ID||SEED). Then, S generates Di and Ti, and computes
SKi = Di||Ti. Finally, S sends Ci, H(SEED||Ci) ⊕ SKi and H(SKi||pi−1)
to U .

3. U → S : pi ⊕ SKi

U extracts SKi by computing (H(SEED||Ci)⊕ SKi)⊕H(SEED||Ci), and
checks Ti of SKi. If Ti is valid, U computes pi−1 and H(SKi||pi−1), and
then compares whether H(SKi||pi−1) is equal to the received H(SKi||pi−1).
If it is equal, the identity of S is authenticated. Then, U computes pi =
HCi(K||SEED) and pi ⊕ SKi, and sends pi ⊕ SKi to S.

Authentication Stage. Upon receiving pi ⊕ SKi, S obtains pi by computing
(pi ⊕ SKi)⊕ SKi. Then, pi is hashed one time and compared with pi−1. If they
are equivalent, the identity of U is authenticated. Finally, S replaces pi−1 and
Ci−1 with pi and Ci in the database.

4 Security Analysis

This section analyzes the security of the proposed scheme. First, we define the
security terms [8] that are needed for the analysis.

Definition 1. A weak secret key (password K) is a value of low entropy W (k),
which can be guessed in polynomial time.

Definition 2. A strong secret key (x) is a value of high entropy H(k), which
cannot be guessed in polynomial time.

Definition 3. A secure one-way hash function y = H(x) is one in which, given
x, it is easy to compute y and in which, given y, it is hard to compute x.

Here, the security properties [8][9][10][11] must be considered in the proposed
scheme: a guessing attack, replay attack, impersonation attack, stolen-verifier
attack, Denial-of-Service attack, mutual authentication, and user anonymity.
Under the above definitions, the following theorems are used to analyze the
security properties in the proposed scheme.

Theorem 2. The proposed scheme can resist guessing attacks.

Proof. Suppose any attacker E captures all communication messages from the
public channel in the login and authentication stages. Due to the fact that a
secure one-way hash function is computationally difficult to invert, it is ex-
tremely hard for E to derive the secret value SEED from H(ID||SEED) and
H(SEED||Ci)⊕SKi. It is also extremely hard for E to derive the U ’s one-time
password pi (or pi−1) from H(SKi||pi−1). Without knowing the randomness
SKi, E cannot derive pi from pi ⊕ SKi. Even if U ’s smart card is picked up by
E, it is still difficult for the attacker to derive x from SEED. Therefore, the
proposed scheme can resist guessing attacks.
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Theorem 3. The proposed scheme can resist replay attacks.

Proof. In order to protect from replay attacks, E can intercept H(ID||SEED)
which is sent by U in Step 1 and can use it to impersonate U when sending the
next login message. For a random challenge, however, SKi, which is separately
generated by S, is different every time. As a result, the replay of U ’s old login
message in Step 3 is detected by S because E has no pi to compute a correct
pi⊕SKi. Also, E may try to modify the random number Di and the time stamp
Ti in order to achieve the replay attack. It, however, does not work unless pi⊕SKi

is modified to a correct value. It is also difficult to modify pi ⊕ SKi correctly
without knowing pi. Furthermore, neither the replay of U ’s old login messages
nor the replay of S’s response message in the login stage will fail in Step 3 due to
the time interval check. Therefore, the proposed scheme can resist replay attacks.

Theorem 4. The proposed scheme can resist impersonation attacks.

Proof. E can attempt to modify a message pi ⊕ SKi into p∗i ⊕ SK∗
i and send it

to S, where p∗i and SK∗
i are a random nonce selected by E. Without knowing

the K and SEED, however, such a modification will fail in authentication stage,
because E has no way of obtaining pi and SKi to compute the valid pi ⊕ SKi.
If a masqueraded S tries to cheat the requesting U , it has to prepare a valid
message Ci, H(SEED||Ci) ⊕ SKi and H(SKi||pi−1). If E can obtain SEED,
then he/she can impersonate S to cheat U . However, this is not feasible, as there
is no way to derive the SEED in order to compute H(SEED||Ci), due to the
one-way property of a secure one-way hash function. Therefore, E has no chance
to login by launching an impersonation attack.

Theorem 5. The proposed scheme can resist stolen-verifier attacks.

Proof. Servers are always the target of attacks. E may try to steal or modify
the account database stored in S. If the account database is stolen by E, E may
masquerade as a legitimate U . If the account database is modified, a legitimate
U cannot successfully login to S. This results in a Denial-of-Service attack.
Considering the stolen-verifier attacks, E may steal the verifier pi−1 from S after
the (i− 1)th login and intercept the communication between U and S. It is very
difficult to derive the SEED by pi−1 in the login stage, unless E can reverse the
one-way hash function. Therefore, E cannot forge a valid login request message
in the ith login. Furthermore, if S provides the login services for m users, S must
store the m preshared value SEED in his/her database. The probability that
the SEED is stolen is relatively high. The proposed scheme computes SEEDt

by SEEDt = H(IDt||x), where 1 ≤ t ≤ m. S only needs to keep x in secret.
Thus, the proposed scheme can withstand stolen-verifier attacks.

Theorem 6. The proposed scheme can resist a Denial-of-Service attack.

Proof. Unlike Lee-Chen’s scheme, the proposed registration stage performs via a
secure channel. Therefore, it can simply prevent Denial-of-Service attacks on the
registration stage. In Step 3 of the proposed login stage, E can replace pi⊕SKi

with forged pi ⊕ SKi ⊕ X (or X), in which X is a random number chosen by
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E. After receiving the replaced pi ⊕ SKi ⊕X (or X), S will extract pi ⊕X (or
X ⊕ SKi) by computing (pi ⊕ SKi ⊕ Xi) ⊕ SKi (or X ⊕ SKi). Then, pi ⊕X
(or X ⊕ SKi) is hashed one time and is compared with H(pi). Since pi ⊕X (or
X ⊕ SKi) is not equal to H(pi) and E cannot compute H(pi) without knowing
K and the SEED, E cannot succeed in the Denial-of-Service attacks. Thus, the
proposed scheme can withstand Denial-of-Service attacks.

Theorem 7. The proposed scheme provides mutual authentication.

Proof. The proposed scheme uses the random value Di and Ti to provide mutual
authentication. Then, the SKi = Di||Ti is explicitly authenticated by mutual
confirmation values H(SKi||pi−1) and pi ⊕ SKi, respectively. Therefore, the
proposed scheme provides mutual authentication.

Theorem 8. The proposed scheme provides user anonymity.

Proof. To ensure personal communication privacy, it is necessary to protect a
U ’s identity from passive attacks such as eavesdropping. Also, identity protection
is particularly useful for the U to whom a dynamic IP address is allocated by the
DHCP. In Step 1 of the proposed scheme, upon receiving an ID request from S,
the U sends H(ID||SEED) instead of its real identity ID to prevent passive at-
tackers, such as eavesdroppers, from knowing U ’s identity. By using U ’s account
database, however, S needs to be able to match the pseudonym of the U to its
real identity ID. Therefore, the proposed scheme provides user anonymity.

5 Conclusion

The current paper demonstrated that Lee-Chen’s scheme is still vulnerable to
Denial-of-Service attacks and it also presented a simple solution to isolate such
problems. Furthermore, we proposed an efficiently optimized one-time password
authentication scheme that can provide user anonymity and the computational
costs are less. In contrast with Lee-Chen’s scheme, the proposed scheme is more
secure but equally as efficient.
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Abstract. Network reconfiguration in distribution systems is realized by chang-
ing the status of sectionalizing switches, and is usually done for loss reduction 
or load balancing in the system. This paper presents an effective heuristic based 
switching scheme to solve the distribution feeder loss reduction problem.  
The proposed algorithm consists of two parts. One is to set up a decision tree  
to represent the various switching operations available. Another is to apply  
a proposed technique called cyclic best first search. The proposed algorithm 
identifies the most effective the set of switch status configuration of distribution 
system for loss reduction. To demonstrate the validity of the proposed algo-
rithm, numerical calculations are carried out the 32 bus system models  

1   Introduction  

Electric distribution networks maintain radial structure with normally closed section-
alizing switches along a feeder and normally open interfeeder tie switches for proper 
protection coordination. For every tie switch closed, another sectionalizing switch is 
opened. Under normal operating conditions, distribution feeders may be frequently 
reconfigured by changing the open/close state of each switch in order to reduce line 
losses or to avoid overloaded network branches. The resulting feeders must remain 
radial, without any violations of branches loading and voltage limits. Because of these 
requirements, the problem of finding network reconfiguration with minimum losses is 
a very complicated mixed-integer, non-linear optimization problem. Since there are a 
numerous number of switches in a practical distribution networks, a combinatorial 
analysis of switch options(2m) could require prohibitively long computation time. 
Therefore, the problem appears to be best solved by heuristic search methods. 
Cinvalar et al[1] proposed heuristics and computationally effective formulas for the 
loss change due to a switch exchange operation. Single loop optimization algorithm 
for determining the minimum loss configuration was presented [2]. Baran et al[3] 
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developed approximate power flow method for loss reduction and load balancing 
based upon considering branch exchange type switch operations. And Heuristic based 
switching indices were designed by [4], where it utilizes fuzzy notations for the loss 
reduction of distribution systems. Taylor et al [5] proposed a switch exchange type 
heuristic method to determine the network configuration for overloads, voltage prob-
lem, and for load balancing simultaneously. Its solution scheme sets up a decision tree 
which represents the various switching operations available, and a best first tree 
searching and heuristic rules are used to find feasible switching operations. Wu et 
al[6] extended the method Taylor et al[5] by developing explicit exhaustive method 
that solves the problem of overloads, phase current unbalance, service-restoration, and 
maintenance. This method taken is to set up a feasible switching options tree which 
represents possible switching options under constraint of radial structure. Evaluation 
functions and heuristic rules are used to find feasible switching options. 

In this paper, the authors present a heuristic feeder reconfiguration algorithm based 
on an effective exhaustive search method. Its main steps have been implemented in 
two stages. First stage is to set up a sub-tree that was presented by Wu et al[6] Second 
stage is to find feasible switching operations with a proposed new search technique 
called cyclic best-first search. This procedure favors solutions with a fewer number of 
switching operations where the switching sequences may be acceptable to the opera-
tors. Numerical calculations are carried out to show the effectiveness of the proposed 
algorithm. 

2   Solution Algorithm 

A feasible switching options tree was suggested in [6] in order to decrease searching 
space, and is called sub-tree in this paper. To find reasonable switching options effec-
tively, the authors developed a cyclic best-first tree searching strategy. The whole 
solution procedure as follows. 

2.1   Constructing the Sub-tree 

Sub-tree is a decision tree to represent the various switching options available under 
constraint of radial structure. Constructing the sub-tree methodology is the same that in 
the paper by  Wu et al [6] in that a tree is adopted in order to decrease searching space. 
Under the constraint of the radial structure in the load transfer process, closing a nor-
mally open tie switch should follow the opening of a complementary normally closed 
sectionalizing switch. Therefore, If n tie switches are closed, then n sectionalizing 
switches has to be opened.  

Fig. 1 shows a sample distribution network[3] consisting of three feeders with 
three normally opened tie switches and thirteen normally closed sectionalizing 
switches. 

If feeder 2 experiencing an overload, then the amount of overload on feeder 2 
must be transferred to feeder 1 and/or 3 without creating an overload on either  
of these feeders. To transfer load at node 11 from feeder 2 to feeder 1, the notation 
(T1, S4) is used to denote the operation of closing switch T1 and opening switch S4, 
henceforth.  
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Fig. 1. Three-feeder example system 

Feasible (close,open) switching options can be found by searching sectionalizing 
switches through the overloaded feeder.: When each tie switch of the overloaded 
feeder is closed, a complementary  sectionalizing switch to be opened is found by 
searching from the tie switch, and moving upstream along  the overloaded feeder to 
its source, the circuit breaker of the overloaded feeder. 

Fig. 2 shows a searching path for finding feasible switching options when feeder 2 
is overloaded.  

 

Fig. 2. Main search paths for example system 

If the amount of overload on feeder 2 be transferred to only feeder 1, then T1 
and either S4, S3 or S1 constitute a switching pair. So feasible switching options are 
expressed as {(T1,S4), (T1,S3), (T1,S1)}. And one of switching options would be a 
solution for reliving the overload. 

Similarly, the amount of overload on feeder 2 may be transferred to feeder 1 and 3 
simultaneously by choosing one of following feasible switching options {(T1,S4), 
(T2,S2)}, {(T1,S4), (T2,S1)}, {(T1,S3), (T2,S2)}, {(T1,S3), (T2,S1)}, {(T1,S3), (T2,S2)}. 
But when T1 and T2 are used simultaneously, the switching option {(T1,S1), (T2,S1)} is 
not a feasible one. Because it violates radial structure constraint.  

If the results of these feasible options are examined, then the corresponding 
sub-tree of fig. 3 is obtained. 
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In fig.3, both T1 and T2 are tie switches of the overload feeder 2 and dotted line 
represents switching option.pairs. 

 

Fig. 3. Sub tree with two backup feeders 

2.2   Cyclic Best-First Search  

The advantage of the best-first search usually, but not always, yields solution faster 
than any other heuristic search. But the problem is that it does not always give the 
optimal solution: unexplored path would have given an optimal solution. In this paper, 
the new methodology (so called cyclic best-first search) is presented. This methodol-
ogy is based on best-first search. But, by using cyclic methodology, it can usually find 
more accurate solution than best-first search technique. In best-first search, node at 
each level in the above sub-tree is chosen for switching option with the most potential 
to lead to a loss minimization. Then that node is expended into its children nodes. 
Similarly, one of its children nodes is chosen for switching option with minimum loss. 
This procedure is continued until it finds a goal node.  

 

Fig. 4. First Step of best-first search 
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In the end, nodes { , , , , } are found by best-first search. And these nodes 
may be a solution switching pair set to minimize line losses. By always expanding the 
most likely node, it is possible to get to a goal node or a solution quickly. But this 
procedure achieves the trade-off between optimality and computational speed. In 
cyclic best-first search, it gives circulatory function for best-first search to find more 
proper switching pair set in the sub-tree. With circulatory reevaluating the unexplored 
nodes and path, an effective solution with minimum switching operations would be 
found. Although the search space of cyclic best-first search is slightly larger than that 
of best-first search, the computation difference is negligible. The cyclic best-first 
search process is as follows:  

First step) A path from a start node to a goal node is selected by using best-first 
search.  

In fig 4, a selected path is , a start node is  and a goal node 
is . However, this path is usually (not always) not an optimal solution: Selected 
node  seems to be an optimal switching pair in level-2 on condition that nodes in 
lower level are not selected. But it is hard to say that node  is a optimal switching 
pair if nodes in lower level are selected by expansion Therefore, different(or more 
accurate) path and nodes may be found under different lower level conditions. 

Second step) Constructing the reversed sub-tree. And a new path is selected by us-
ing best-first search.  

Reversed sub-tree can be constructed by reversing the level of sub-tree that was 
used in first step: The level-4 of the sub-tree in first step becomes the level-0 of the 
reversed sub-tree, and the level-3 of the sub-tree in first step becomes the level-1 of 
the reversed sub-tree. Similarly, the levels of sub-tree in first step can define the rest 
levels of the reversed sub-tree. Therefore, a goal node in first step becomes the start 
node of the reversed sub-tree in second step. Fig. 5 shows second step of best-first 
search to find near-optimal path in a reversed sub-tree. 

In second step of best-first search, when nodes in each level are evaluated, it is 
assumed that nodes in the other lower levels are already chosen by first step of best-
first search. therefore, node  is chosen assuming that nodes , ,  are already  
 

 
Fig. 5. Second step of best-first search 
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determined from first step. Similarly, Node  in level-2 is selected assuming that 
nodes  are already determined from first step. This gradient measurement can 
determine nodes that appear to be closest to an optimal solution. Due to using near-
optimal path from first step, new path from second step is more near-optimal solution 
than that from first step, After second step of best first search, a new path 

 is selected. Comparing a new selected path with a previously selected path , 
a selected node  is changed into a node  from second step because of the other 
levels condition : In first step, the node  in level-2 is selected on condition that node 

 in level-3 and node  in level-4 are not selected by expansion. In second step, 
node  is choosing instead of node  on condition that node  in level-0 and node 

 in level-1 are already selected by expansion before evaluating nodes in level-2, and 
it is assumed that nodes ,  are already determined from first step. Because two 
paths are different, more improved solution may be found if the way of second step is 
repeated to the next step.  

Third step) Repeat the way of second step, until a newly selected path and a previ-
ously selected path are compared as the same. In third step, reversed sub-tree can be 
constructed by reversing the level of sub-tree that was used in second step. And the 
third step of best-first search is shown in fig.6. 

 

Fig. 6. Third step of best-first search 

New path is . This path and the path chosen in second step 
are compared as the same. Therefore this path is appears to be a proper solution. 

Fourth step) Terminate the iterative procedure, and nodes of newly selected path 
are converted to the complete switching pairs.  

3   Result 

The distribution network for reconfiguration presented in M.E Baran, 1898  is used to 
demonstrate the validity and effectiveness of the proposed algorithm. The network 
consisting of two feeders with 32 busbars and 5 tie switches {T33, T34,T35, T36, T37},  
as shown in Fig.7. The total load are 5084.26[kw], 2457.32[kvar], and initial losses  
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Fig. 7. Sample of distribution system with 32 bus 

is 0.0203 p.u Table 1 shows initial feeder loadings and voltage difference across nor-
mally closed tie switches. 

First step of best-first search for initial sub-tree is shown in fig.8. Initial sub-tree 
level is defined by T35, T37, T33, T34, T36 sequentially due to the different voltage 
across.   

 

Fig. 8. First step of best-first search for 32 bus loss minimization 

In Fig. 8, an selected (close,open)switching pair for level 1 is (T35,S8) and system 
losses are 152.44[kw] for the switching operation. 

After first step of best-first search, selected (close, open) switching operations are 
(T35,8), (T33,7), (T34,14),(T36,32). This solution seems feasible but it is only locally 
optimal, because the first step of best-first search dose not examines all the possible 
nodes. It is possible that unexplored path would have presented more feasible solu-
tion. Thus, to find more feasible solution, reversed sub-tree is constructed by revers-
ing the level of sub-tree that was used in first step and second step of best-first search 
is executed in fig. 9. 
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.  

Fig. 9. Second step of best-first search for 32 bus loss minimization 

In fig. 9, first checked node (T37, 28) in level 4 would increase system losses, 
therefore the rest of unchecked nodes in level 4 are ignored and searching is pro-
ceeded to level 5. After  second step of best first search, switch pairs (T35,9), (T33,7), 
(T34,14), (T36,32) are selected to  minimize system losses. Comparing new switch 
pairs with those of first step of best-first search, switch pair (T35,8) is changed into 
(T35,9). The reason why newly selected switch pairs are different from those of pre-
viously selected is that selected switch pair (T35,8) is operated before evaluating 
switching pairs of lower levels in first step of best-first search. Third step of best-first 
search is proceeded in order to find more improved solution in fig 10.   

 

Fig. 10. Third step of best-first search for 32 bus loss minimization 

As seen above fig. [8, 9], close/open switch options using T37 are always increase 
system losses. At third step of best-first search, tie switch T37 is excluded from re-
versed sub tree to avoid unnecessary search. Selected switch pairs (T36,32), (T34,14), 
(T33,7), (T35,9) are the same that those of second step. It is indicate that the solution 
obtained from third step would be the complete solution in the sense that the further 
search would be the same After selected switching operations, the percentage of total  
loss reduction is 31[%]. 
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4   Effectiveness Comparison  

The three methods proposed by Goswami[7], the three methods proposed by Baran[3] 
and the method by W-M.Lin[9]  had used the same test system as shown in figure 7. 
Therefore, The effectiveness of proposed method was compared with these methods 
in table 1. 

Table 1. Summary of test results 

Methods 
Switching 

times 

Initial 
open 

switches 
Last Open Switches 

Total loss 
reductions [%] 

M1 7 31.148 
M2 7 31.148 Goswami [7] 
M3 4 

 
7, 9, 14, 32, 37 

31.148 
M1 5 11, 28, 31 ,33, 34 27.830 
M2 3 23.826 

Baran Et al 
[3] 

M3 3 
6, 11, 31 ,34, 37 

23.826 
W-M Lin Et al[9] 5 7, 9, 14, 32, 37 31.148 
Proposed method 5 

 
 
 

33, 34, 
35, 36,  

37 
7, 9, 14, 32, 37 31.148 

Proposed method needs fewer switching times than Gowami[7][M1,M2] and it is 
more effective than Baran[3] for loss reduction . Goswami[7] [M1]and W-M Lin[9] 
methods need more complicate numerical computation than proposed method.  

5   Conclusion 

A new heuristic algorithm has been presented in this paper for loss minimization of 
distribution networks. The proposed algorithm adopts the concept of sub-tree pro-
posed by J.S Wu, 1991 and utilizes cyclic best-first search method developed by the 
authors. Cyclic best-first search is derived from best-first search, which gets a solu-
tion much faster even if it lies deep down in the tree. And it compensates best-first 
search for not obtaining the best solution every time by using revered sub tree. For a 
feeder reconfiguration algorithm, it is sufficient to know the relative change in the 
line loss due to close/open switching operations. And absolute accuracy is not essen-
tial. Therefore, proposed algorithm is suitable for such applications even though it 
may not guarantees the optimal solution.  
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Abstract. This paper proposes information technology based data mining to 
forecast short term power demand. A time-series analyses have been applied to 
power demand forecasting, but this method needs not only heavy computational 
calculation but also large amount of coefficient data. Therefore, it is hard to 
analyze data in fast way. To overcome time consuming process, the author take 
advantage of universally easily available information technology based data-
mining technique to analyze patterns of days and special days(holidays, etc.). 
This technique consists of two steps, one is constructing decision tree, the other 
is estimating and forecasting power flow using decision tree analysis. To vali-
date the efficiency, the author compares the estimated demand with real de-
mand from the Korea Power Exchange. 

1   Introduction 

Normally main method used in the field of power demand forecasting is time-series 
analyses.  

Time-series analyses can cover very complicated process but it is difficult for crew 
to use even if he has been working many years.  

Under deregulation of power system, five GENCO (Generation corporation) has 
been detached from Korean Electric Power Corporation and small scale co-generation 
corporation has been founded. All detached company and small co-generation com-
pany need power demand forecasting estimation. But few GENCO has power demand 
forecasting estimation because price of power demand forecasting estimator is high 
and hard to handle for small company. 

The small companies usually depend on Korea Power Exchange to forecast the 
power demand. But, under deregulation, it is necessary for all GENCO to forecast 
power demand themselves and bid power according to power demand which is esti-
mated by company itself.  

The existing power demand forecasting method needs huge amount of database and 
uses time consuming time-series analyses, that makes small generation company hard 
to have that kind of software. Especially, under deregulation, price based power are 
needed to bid power demand, which makes small company more difficult to forecast 
the power demand. To overcome time consuming process, the author take advantage of 
universally easily available information technology based data-mining technique to 
analyze patterns of days and special days(holidays, etc.). This technique consists of 
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two steps, one is constructing decision tree, the other is estimating and forecasting 
power flow using decision tree analysis. To validate the efficiency, the author com-
pares the estimated demand with real demand from the Korea Power Exchange. 

2   Power Load Forecasting Techniques 

You are strongly encouraged to use LaTeX2e for the preparation of your camera-
ready manuscript together with the corresponding Springer class file llncs.cls; see 
Sect. 3. Only if you use LaTeX2e can hyperlinks be generated in the online version of 
your manuscript. 

If you are unable to use LaTeX, you may use MS Word together with the template 
sv-lncs.dot (see Sect. 4) or any other text processing system. In the latter case, please 
follow these instructions closely in order to make the volume look as uniform as 
possible. 

We would like to stress that the class/style files and the template should not be 
manipulated and that the guidelines regarding font sizes and format should be adhered 
to. This is to ensure that the end product is as homogeneous as possible. 

2.1   ARIMA (Autoregressive Integated Move-ing Average) Model 

An ARIMA(Autoregressive Moving Average) is the model which time series analysis 
is differentiated. 

That is, if time series analysis follows ARMA model as in Equation (1), it can be 
considered to be derived from ARIMA model [1]. 

tqtqtptptt eeeWWW ++⋅⋅⋅+++⋅⋅⋅++= −−−− θθφφδ 1111  (1) 

The method uses statistics program SAS or ETS and has a complicated process in-
cluding analysis of white noise, so it is hard for non-experts to use.  

2.2   Exponential Smoothing 

This method is most widely used at electric power companies. It provides stable re-
sults in weekday short-term forecasting without a special or irregularly changing 
variable like temperature. 

A forecasted power demand F at t o'clock on day d can be expressed as Equation 
(2) using time series X of the past records [3]. 

),(),()1( )1( tdtddt FaaXF ++=+  (2) 

Although this method is stable in short-term forecasting and hard for non-experts, 
it has a large error range when there is a special and irregularly changing variable like 
temperature. 

2.3   Neural Network 

This method creates learning patterns using the maximum demand and weather data 
by local situation, and learns using back propagation (BP). 
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2.4   Knowledge Based 

This model can be utilized in forecasting demand on special days. It analyzes the 
characteristics of demand on special days in the past, derives if-then rules from the 
characteristics, and uses Then Obj operator [3]. 

2.5   KULF(KPX-SNU Load Forecaster)  

This is a demand forecasting method used in KPX. It is focused on the seasonality of 
time series and forecasts by analyzing the pattern of each season 

The seasonality of power time series is caused by air-conditioning load and heating 
load, so it is basically determined by temperature 

Thus, it estimates temperature distribution function at time point t by introducing 
the concept of temperature reaction function, and obtains temperature effect at time 
point t by integrating the temperature distribution function with the temperature reac-
tion function (Equation 3).  

dssfsg )()(  (3) 

Here, temperature reaction function measures the change of electric power demand in 
portion to temperature, namely, the sensitivity of electric power demand concerning 
to temperature and reduces the error range [2]. 

This method has a narrow error range, but it has an extremely complicated process, 
so it is hard for non-experts.  

3   The Method of Data Mining 

A data mining is a technique which searches data among huge database and acquires 
necessary information through search algorithm.  

The most commonly used method is KDD(Knowledge Discovery in database). 

3.1   Procedure of Knowledge Discovery in Data-Mining  

The procedure of Knowledge Discovery in data-mining is that the following processes 
are repeated until acquiring expecting knowledge. 

Data Cleaning : Cleaning of unnecessary or disagreement data 
 Data Integration : Integration of much data source 
 Data Selection : Searching necessary data from database 
 Data Transformation : Using data to find suitable formation for mining by perfor-

ing operation such as a summary and a total 
 Data Mining : Essential process which intelligent processes are applied to put 

outdata pattern 
 Data Evaluation : Evaluating pattern which knowledge shows based on several 

interesting standard 
 Data Presentation : Using visualization and a knowledge which express method to 

show fined knowledge for the user. 
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3.2   Association Rules  

An association-rules mining is to find out necessary data among far-reaching data and 
common characteristics or connected relation which the data has, that is, the Associa-
tion-Rules mining is presented to intersection in set. The process which finds out 
association-rules in a large scale database is presented to a process of following two 
steps. 

Every frequent Item set search : Every Item set according to definition generates 
frequently over a smallest popularity determined in advance 

 Strong Association-Rule in frequent item set : these regulations is defined to sat-
isfy a smallest popularity and a smallest reliability. 

3.3   Decision Tree 

The decision tree is a tree structure which similar to flow chart, In this tree, marks 
represent  characteristics in intermediate node, and a branch shows results of the test. 
Also, leaf node presents class or distribution of class. 

 

Fig. 1. Decision tree example 

Fig. 1 shows predictive decision-making tree whether a customer purchases a com-
puter or not, and intermediate node and leaf node is expressed as a square and an 
ellipsoid, respectively 

4   Association-Rules Application of Data Mining 

4.1   Comparison of Daily Load Pattern 

If Korea’s demand pattern is divided, it can be classified  weekday, Saturday, holiday 
and special day. 

At first, data is classified according to comparison between Power demand patterns 
for one week. 

Load demand for one week on January in 2001, is presented as fig.2. 
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Fig. 2. 2001 January Comparison power output 

Fig. 2 shows weekday’s load demand pattern is almost similar, but Saturday and 
Sunday’s demand pattern is different. 

Therefore, in case of refining, unifying, or selecting data for load demand forecast-
ing, it is necessary to classify weekday, Saturday and Sunday differently. 

4.2   Demand Pattern Comparison by a Season  

Load pattern is different every season because Korea has four seasons in a year. 
Thus, the standard which classifies four seasons is normally divided as follows 

March ~ May : spring,  
June ~ August : summer,  
September ~ November : fall,  
December ~ Next year’s February : winter. 

 

Fig. 3. Comparison between power outputs by season 

Fig. 3 shows four season’s power outputs. This figure shows that the pattern from 
00:00 to 08:00 is similar, but the demand pattern after 08:00 and from 23:00 to 00:00 
is different by each season. It also shows that the demand pattern of April(spring) and 
October(summer) is similar. Therefore, it is considered  that spring and fall is almost 
one pattern. 
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4.3   Comparison of Weekends and Special Days  

The pattern of special days like Saturday and Sunday is different as shown fig. 2. In 
this paper,  it will be omitted comparison between the demand pattern of Saturday and 
Sunday and compare the demand pattern of Sunday and special days like New Years 
Day, Thanks giving day consecutive holidays. 

2001 Comparison power output in spacial day

 

Fig. 4. Comparison power output in special day 

Fig. 4 it shows Sunday’s demand pattern is similar to usual holiday’s and the pat-
tern of New Years Day is similar to Thanks giving day. Therefore, the holyday’s 
pattern is classified as Sunday, holiday and New Years Day, Thanks giving day’s. 

4.4   Comparison Between Pattern of Changes in Demand Owing to 
Temperature 

The one of influencing factors in demand forecasting is weather. In particular, load is 
very fluctuant by the change of temperature. Although load demand is affected by 
cloudy, rainy or clean, In this paper, it is assumed that the weather is fine. Because 
temperature is considered to be a more important factor than weather condition. 

4.5   Relationship Between Price and Load Demand  

Korea is currently under deregulation. Thus, the relationship between price and  
demand for power is become important. However, the price of electricity is not de-
pendant on the principle of market economy but dependant on KPX system marginal 
price per hour.  

In power transaction, electric power companies will generate more power if the 
system marginal price is high. The optimal price will be set by demand and supply. 
Thus, price will be recognized as an important factor in estimating the load. 

4.6   Application Decision Tree of Data-Mining  

A decision tree is for making decisions, but In this paper it is not used not for making 
decisions but for data collection and operational relations.  
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Decision trees in data mining is as in Fig 5.  
Fig 5 is expressed as follows 

Now Season: Divide into three parts - spring/autumn, summer and winter. 
Using correlation analysis  to select the corresponding results 

 Now Day: Divide into four parts - weekdays, Saturday, holidays and special 
days and select the corresponding results 

 Date: In case of weekdays, select the corresponding day among 1~30 (31) 
 Now Hour: Select the current hour 
 Data collection: Collect data such as power consumption, temperature and sys-

tem marginal price 
 Calculation of forecasted values: calculate collection data using the time-series 

smooth method and forecasting factors 
 Forecasting factor: Apply the increase/decrease rate of the average power con-

sumption for the latest three years 
 Forecasted: Calculate the forecasted value of short-term demand for electricity. 

 

Fig. 5. Forecasted demands using the smoothing method in operational relations 
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4.7   Test Results 

To validate proposed method, 2004 years real data is used. And Test result is com-
pared with KPX load demand.  

Table1. Comparison 2004-1.14 (Normal day) Demand forecasting. 

Comparison in 2004-1.14 (Normal day) Demand forecasting

 

Fig. 6. Comparison between normal days demand forecasting 

C o m p ari s o n  i n  H o l id ay  d em an d  fo recas t in g

 

Fig. 7. Comparison between holidays demand forecasting 

C o m p a r iso n  2 0 0 4 - 1 .2 2  (Sp e c ia l da y )  D e m a n d
f o r e c ast in g

 

Fig. 8. Comparison between special days demand forecasting 
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Co m p ariso n  Sat urday  D em an d fo recast in g

 

Fig. 9. Comparison between saturday demand forecasting 

5   Conclusion 

In this paper, the author take advantage of universally easily available information 
technology based data-mining technique to analyze patterns of days and special 
days(holidays etc.) and conclusion cam be expressed as follows 

Forecasting for weekdays and the weekend were similar to those of KPX but large 
errors were observed in estimation for early morning. In case of special days, the 
results were superior to those of KPX but large error range was shown in estima-
tion for Saturday. 
The average daily error was satisfactory but if is reserved by hour, it appeared dif-
ficult to forecast loads for early morning during significantly changing variables.  
The variation of errors shows that the reliability of data and forecasting factors are 
quite important. 
By using data mining, it is easy to obtain and define data to information through 
huge database.  
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Abstract. The key features of mobile agent systems are mobility, autonomy, 
and intelligence. On integrity protection within mobile agent technology, 
mobile agent integrity should be protected against attacks from malicious hosts 
and other agents. In this paper, we design flexible Mobile Agents (FMA). The 
traditional mobile agents consist of fixed code parts. But FMA consist of 
flexibly upgradeable agent code part for that new agent code modules can be 
added and redundant code modules can be deleted on the executing 
requirement. FMA prove to be more flexible in agent-based web systems 
compared to the traditional static-type mobile agent.  

Keywords: Mobile Agent, Intelligent Agent, Security, Flexibility. 

1   Introduction 

An agent is a computer program can assist users’ conduct by performing intelligent 
tasks [8, 13, 15]. Mobile agents have been proposed in many agent-based web 
systems and architectures such as information gathering, comparison-shopping [4,5], 
and agent-based payment systems [6], etc. From the agent user’s perspective, mobile 
agents serve as personal software assistants. And intelligent agent is software that 
achieve various works that user must achieve directly instead of. Work that user 
wants needs complex process sometimes or process one task simply. Therefore, 
intelligent agent needs plan function to understand work that user requires and 
achieve this effectively and structure that a several agent solves problem by 
cooperation is required to achieve complicated work efficiently. Intelligent agent can 
establish and realize planning that can satisfy user's requirements effectively by 
cooperating multiplex agent each other. It can be embodied by method that agent in 
electronic commerce system is various according to each function special quality, In 
implementation, openness and mutual operation, and proper correspondence about 
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change must be considered. Intelligent agent does information gathering, data 
processing, knowledge abstraction, decision-making, decision-making achievement 
and reasoning, for state grasping of relevant condition and is divided to watching, 
learning, shopping, information abstraction agent according to the function that 
perform. Many researchers also have developed an electronic commerce framework 
using multi-agent technologies [7, 8, 9]. BargainFinder and Kasbah are examples for 
these electronic commerce systems. BargainFinder provides valuable information for 
the buyers through price comparison in online store. Kasbah is the marketplace 
architecture for buying and selling goods [9]. And the mobility, autonomy, and 
intelligence of mobile agents will bring in the flexible and smart e-commerce field. In 
agent-mediated web systems, security is the one of the important issue. 

In this paper, we design Flexible Mobile Agents (FMA). The traditional mobile 
agents consist of fixed code parts. But FMA consist of flexibly upgradeable agent 
code part for that new agent code modules can be added and redundant code modules 
can be deleted on the executing requirement. FMA prove to be more flexible in web-
based systems compared to the traditional static type. 

A FMA is an agent whose code can be flexibly revised (addition and deletion). 
FMA agent function modules can be dynamically upgraded adding the new code to 
the existing agent code form the agent body. Each function module should include the 
function code and also the proper digital certificate regarding from which this code is 
fabricated, namely, the source agent factory as a proof of its validity. Addition of any 
particular code modules should get authorization from the proper parties. And FMA 
agent function modules can be dynamically upgraded deleting particular code to the 
existing agent code from the agent body. Deletion of function modules should also get 
authorization from the proper parties. The proposed method will reduce the size of 
agents and offer flexibility of mobile agents, enhance security of agent code. 

2   Related Works 

Because code parts are verified using the traditional cryptographic methods, code 
integrity is treated in a simple way. For the flexibly changeable data part, various 
approaches have been developed such as Multiple Hops (MH) [11]. Mobile agents use 
detection and prevention technique in order to protection of attacks from malicious 
hosts and agents [10].  

 Detection: The goal of detection is detecting any malicious attack. This can be 
helpful to remedial procedures after attacks have been identified. Most detection 
schemes focus on dynamically changeable agent data or state. 

 Prevention: The goal of prevention is preventing the compromise of mobile 
agents in a specific way. Prevention schemes focus on make impossible any 
modification to the code part. 

Basically, code cannot be prevented from modification since it is executing on an 
external computing environment. There are two approaches to prevent code 
modification: hardware-based approaches and software-based approaches. 
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 Hardware-based approaches: We can prevent code modification employing 
tamper-resistant hardware to execute agents in a physically sealed environment. But 
these devices are relatively expensive.  

 Software-based approaches: A black box security mechanism [12] proposes to 
create a black box out of an original agent. A black box is an agent that performs the 
same work as the original agent, yet with a different structure. Function hiding [13] is 
a software protection scheme applied to protecting mobile agents against malicious 
hosts. This approach hides important functions to hosts and makes real functions in 
the original code illegible. However, this has only been applied to specific cases for 
rational and polynomial functions.  

SAFER (Secure Agent Fabrication, Evolution and Roaming) [14, 15, 16] provides 
an infrastructure for intelligent agent-mediated electronic commerce. The goal of 
SAFER is to construct a secure, standard, and evolutionary agent system for 
electronic commerce based applications and transactions. Figure 1 shows SAFER 
mobile agent community. 

Each SAFER community is composed of various components and entities, such as 
the agent butler, clearing house, bank, agent factory, community administration 
center, agent Charger. The agent butler represented the agent owner for operating 
various mobile agents. The agent factory is responsible for fabricating mobile agents 
and other related code modules. Codes provided by the agent factory should bear the 
original signature of the factory to provide a means to verify the authenticity of the 
agent code. 

 

Fig. 1. Structure of SAFER Mobile Agent Community 



334 Y.J. Na, I.S. Ko, and G.H. Han 

3   FMA  

A FMA (Flexible Mobile Agent) is flexibly revised (addition and deletion) as below.  

 Addition: Agent function modules can be dynamically upgraded adding the new 
code to the existing agent code form the agent body. Each function module should 
include the function code and also the proper digital certificate regarding from which 
this code is fabricated, namely, the source agent factory as a proof of its validity. 

 Deletion: Agent function modules can be dynamically upgraded deleting 
particular code to the existing agent code from the agent body.  

In cases of addition and deletion on any particular code form function modules 
should get authorization from the proper parties 

3.1   Structure of FMA 

Figure 2 shows the structure of FMA. FMA consist of components of the agent 
factory, agent butler because FMA based on the SAFER. TTP and a few network 
hosts the agent is to visit. A user may download the agent program from the factory 
and dispatch it to remote hosts as figure 2. 

 

Fig. 2. Structure of FMA 

After the original agent provided by the factory is sent out by the user, it travels to 
a series of hosts to complete the tasks. When it finds out it needs some additional 
modules, it will seek downloading these modules from the code provider on Agent 
Factory.  
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In figure 2, agent structure is as bellows. 

Host 1: MAi <and> DM1 
Host 2: MAi <and> DM1 + DM2 <and> AFM1 
Host 3: MAi <and> DM1 + DM2 <and> AFM1 + AFM2 

…… 

Host n: MAi <and> DMi + … + DMj <and> AFMk + … + AFMl 

MAi : Mobile Agent i 
AFMi : Agent Function Module 
DMi : Data Module i 

Integrity protection has two purposes on the agent code part as bellows. 

 Agent’s view: The verification of integrity protection will detect whether or not 
the agent code has been modified. 

 Host’s view: The verification of integrity protection will offer the proper 
mechanism to verify the validity of an incoming agent to the host.  

 

Fig. 3. Authorization Protocol for Agent Code Addition 

Request include change type (addition or deletion), ID of mobile agent, ID of 
host, version of agent function module, ID of agent function module, download type 
etc.. 

For the code addition, the mobile agent will send a code addition request to the 
agent butler.  

Request: Agent → Agent Butler(for addition): 
Acknowledge Request (to permit): {Addition, Agent_Butler_ID, 

Mobile_Agent_ID, Agent_Function_Module_ID, Agent_Function_Module_Version, 
Host_ID, Download_Type} 
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If the request comes from a valid agent, the agent butler will verify the request and 
he sent out the change type. If request is a addition, the agent butler will forward the 
addition request to the agent factory as follows. 

Request: Agent Butler → Agent Factory(for addition): 
Acknowledge Request (to proof): {Addition, Agent_Butler_ID, Mobile_Agent_ID, 

Agent_Function_Module_ID, Agent_Function_Module_Version, Download_Type} 

For the code deletion, the mobile agent will send a code deletion request to the 
agent butler as code addition.  

Request: Agent → Agent Butler(for deletion): 
Acknowledge Request (to permit): {Deletion, Mobile_Agent_ID, Host_ID, 

Agent_Function_Module_ID, Agent_Function_Module_Version, Download_Type} 

The agent butler will verify if the request comes from a valid agent he sent out and 
identify the change type. If request is a deletion, the agent butler send the 
authorization permit if it is approved.  

3.2   Comparison FMA with Fixed-Code Mobile Agent 

FMA have merits compared with fixed-code mobile agent technology as below. 

 Reducing cost: FMA can reduce the cost because FMA need not carry 
unnecessary agent code modules. 

 Improvement of agent module security: Since agent code module will be added 
when needed irrelevant hosts will be less likely to spy on the important algorithms. 
And since agent code module will be removed when they become useless irrelevant 
hosts will be less likely to spy on the important algorithms like agent code addition. 
In these cases, the threat from malicious attack to mobile agent code should be 
reduced. 

And when a malicious attack to mobile agent code has been detected, the proposed 
method will be helpful to recover an agent being examined and replaced of the bad 
mobile agent code module. 

 Improvement the flexibility of code function module of mobile agent: Flexible 
mobile agent code will enable a mobile agent to create new code. And it will enable a 
mobile agent to process information that it originally cannot. And it can change a 
code function module of mobile agent when it needed.  

4   Conclusion 

In this paper, we design Flexible Mobile Agents (FMA). FMA is mobile agents whose 
code is revisable at execution time. FMA consist of flexibly upgradeable agent code 
part for that new agent code modules can be added and redundant code modules can 
be deleted on the executing requirement. FMA prove to be more flexible in agent-
based web systems compared to the traditional static type. And the features improve 
the flexibility of mobile agents and may have much potential usage in the rapidly 
developing agent-mediated web system.  
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Abstract. Because of development of information technology and acceleration 
of enterprise e-business, the importance of electronic commerce system has 
been growing rapidly. Electronic commerce system must provide convenient 
interface, easy and fast searching function, and product information satisfied 
customer’s requirement. For that many studies about the electronic commerce 
system that used a reasoning technique and an agent technology conducted 
largely. In this paper, we design a sales agent with hybrid reasoning method 
which is composed of case-based reasoning and rule-based reasoning for high 
customer satisfaction. Also, we were shown on an appropriateness of a proposal 
system by an experiment.  

Keywords: Hybrid Reasoning, Intelligent Agent, Case base reasoning, Rule 
base reasoning. 

1   Introduction 

Electronic commerce has been growing rapidly due to the development of the internet 
and information technology such as high speed telecommunication network and 
visual reality technology [1, 2]. But many kinds of electronic commerce system don’t 
satisfy customer’s requirements or needs because the system doesn’t give customer’s 
suitable product-related information. To solve these problems, many researchers have 
studied reasoning techniques and agent-related electronic commerce systems [4, 5, 6]. 

An agent is a computer program can assist users’ conduct by performing intelligent 
tasks [7, 8, 9]. And intelligent agent is software that achieve various works that user 
must achieve directly instead of. Work that user wants needs complex process 
sometimes or process one task simply. Therefore, intelligent agent needs plan 
function to understand work that user requires and achieve this effectively and 
structure that a several agent solves problem by cooperation is required to achieve 
complicated work efficiently. Intelligent agent can establish and realize planning that 
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can satisfy user's requirements effectively by cooperating multiplex agent each other. 
It can be embodied by method that agent in electronic commerce system is various 
according to each function special quality, In implementation, openness and mutual 
operation, and proper correspondence about change must be considered. Intelligent 
agent does information gathering, data processing, knowledge abstraction, decision-
making, decision-making achievement and reasoning, for state grasping of relevant 
condition and is divided to watching, learning, shopping, information abstraction 
agent according to the function that perform. Many researchers also have developed 
an electronic commerce framework using multi-agent technologies.  

In this paper, we suggest a sales agent using hybrid reasoning engines and 
customers’ preference. This paper aims to develop an electronic commerce system 
with a sales agent using hybrid reasoning engine that reflects customer preference for 
high customer satisfaction as well as customer’s or user’s feedback. The presented 
system can find suitable product information according to customer's age, occupation, 
attainment in scholarship, sex, interest field, and customer preference according to 
price, sales quantity and production year. Also, we were shown on an appropriateness 
of a proposal system by an experiment.  

2   Design of System  

2.1   Sales Agent System  

The structure of electronic commerce agent for sales is illustrated in Figure 1. It 
supplies together information that is learned through case-based reasoning and 
information that is based on rule-based reasoning.  

Customer
Information

Inquiry &
Response

Query Processor

Information
Search

Case Search Case Justification

Case Evaluation

Case Correction

Register

Rule Application

Data Base System

Data Base Case Base Rule Base

 
Fig. 1. Sales Agent System Structure 
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 Registering: In case of new customer, it adds customer's body information to 
customer information database.  

 Customer query process: It discriminates customer and analyzes customer's 
query and draw keyword from inquiry.  

 Case search: The system searches related case from case base by using 
customer's information and keyword. If customer's information and information that 
is abstracted from questions agree case in the searched cases, it chooses the case in 
case base. And it chooses the most appropriate case by calculation similarity degree if 
there is no relevant case and information that agree.  

 Product Search: In case similarity degree of searched case is so low, at search 
step that search correct information suitable for customer's requirement, offer correct 
goods to customer through search engine. If case that similarity degree is high or 
similarity degree is same does not happen, supply the most appropriate information 
for the goods by searching goods information that corresponds to keyword that draw 
from customer's requirements in data base system.  

 Case Evaluation: At the case evaluation step, in case searched case is impertinent 
case of customer's inclination, because customer inputs factors such as price, sales 
quantity, production year directly, the system supplies information for suitable goods 
for customer’s needs.  

 Case Correction: In equal case that bought recommended goods is in case base, 
increase case and add case in case base if case is new case. That is, in case customer 
did not buy goods, contents of case base are no change and in case customer bought 
product, correct information of case base. If there is no case in case base, rule base or 
customer preference input makes new case by selecting product information.  

2.2   Similarity Degree  

To evaluate whether searched case fits in customer's inclination or not must calculate 
similarity degree by searching the best suitable case according to customer's 
requirements. The calculation method of similarity degree is the following.  

)_()__( ChoiceCaseSELQualitySpecialCustomerCUSR iii +=  (1) 

)__( QualitySpecialCustomerCUSi : Similarity Degree of Customer Special 

Quality  
)_( ChoiceCaseSELi : Similarity Degree of Case Selection (Choice), ni ,,2,1=  

)()()()__( SexCUSSexCUSAgeCUSQualitySpecialCustomerCUS iiiii +++=  

       )( pScholarshiCUS i )_()( FieldInterestCUSOccupationCUS ii ++  (2) 

C
SuccssofNuberMaximum

SuccessofNmberSUC
ChoiceCaseSEL i

i ×=
___

)__(
)_(  (3) 

Customer's special quality is various kinds condition, and can be applied 
differently according to goods. In this paper abstracted information in question is 
limited to contents of distinction of age, sex, attainments in scholarship (scholarship), 
occupation, interest field.  
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 Similarity Degree of Age  

Age

i
Agei C

AgeCBAgesCustomer
WAgeCUS

)(_'
)(

−
−=  (4) 

)(AgeCBi : Age in case base  

AgeW : Weight about age of main target customer of product  

AgeC : Constant for age.  

 Similarity Degree of Attainments in Scholarship  
Attainments in scholarship is divided by graduate school 1, college or university 2, 
high school 3, middle school 4, and 2 in case do not know.  

−
−×=

pScholarshi

i
pScholarshii C

pScholarshiCBpScholarshisCustomer
WSholarshipCUS

)(_'
1)(  (5) 

)( pscholarshiCBi : Scholarship of case base  

pScholarshiW : Weight about in scholarship  

pScholarshiC : Constant for in scholarship  

 Similarity Degree of Sex 
Customer's distinction of sex by goods does by man 1, woman 2, unknown 3.  

−×=
Sex

i
Sexi C

SexCBSexsCustomer
WSexCUS

)(__'
1)(  (6) 

)(SexCBi : Sex of case base  

SexW : Weight for sex  

SexC : Constant for sex  

 Similarity Degree of Occupation. According to Connection Degree About 
Goods and Profession, Give Weight 

Occupationi WOccupationCUS =)(  (7) 

OccupationW : Weight  for occupation  

 Similarity Degree of Interest Field.  Give Weight If Goods and Interest Field 
Agree, and If Not, Can Apply Weight According to Relating Degree Differently  

FieldInteresti WFieldInterestCUS _)_( =  (8) 

FieldInterestW _ : Weight for interest field  
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 Similarity Degree of Case Selection (Choice). Case Choice Appears by Ratio of 
Success Number  

C
SuccessofNmberMaximum

SuccessofNmberSUC
ChoiceCaseSEL i

i ×=
___

)__(
)_(  (9) 

)__( SuccessofNmberSUCi : Total numbers which customer bought goods  

C : Basic constant by product. 

3   Experiment and Results  

3.1   Data Structure and Variables  

To make prototype of system, we used Windows 2000 Server environment, IIS5.0 as 
web server, ASP3 and SQL2000 as DBMS. We designed prototype system for books 
sale. Data structure is followings.  

-  Product Information  

Books 

Code 

Title Writer Publishing 

Company 

Price Publication 

year 

Sales 

Quantity 

-  Customer Information  

Customer 
Code 

Name Address 
Telephone 
Number 

Birthday 

Scholarship Age Occupation 
Interest 
Field 

Secret 
Number 

- Sale Information  

Books 
Code 

Customer 
Code 

Sale 
Date 

Payment 
Method 

Sale 
Number 

- Index Information  

Keyword Books Code 

Values given for calculation of  Similarity  Degree for conveniences is followings.  

Maximum number of Success = 1000, C = 10,  

,10,5== AgeAge CW  

,10,3== pScholarshipScholarshi CW  

,10,3== SexSex CW  

,5=OccupationW  

5_ =FieldInterestW . 



 A Sales Agent Using Case-Based Reasoning and Rule-Based Reasoning 343 

3.2   Results  

Tables 1 shows example of composed index. And Table 2 shows calculated similarity 
degree.  

Table 1. Table of Index 

Age Scholarship Sex Occupation Interest Field 

30 Graduate School Man Student IT 

Table 2. Calculated Similarity Degree 

Books Code Field Age Scholar- ship Sex Occupation Case Selection Success Number 

IT123 5.00 9.00 3.33 10.00 5.00 4.00 36.33 

IT560 5.00 9.00 6.67 6.67 5.00 3.00 35.33 

IT230 5.00 9.20 10.10 10.00 5.00 2.00 41.20 

IT002 5.00 9.60 10.10 6.67 5.00 3.80 40.07 

IB123 5.00 10.00 10.10 10.00 5.00 6.00 46.00 

 Case Evaluation. Product information for the highest similarity degree among case-
base is presented. In case customer does not satisfy about product that is presented, 
case for index is not in case, or similarity degree is so low. It shows search result that 
is consider user's requirements and fit most on customer need by making customer 
input benevolent persons' reflection ratio such as price, sales quantity, production year 
differently.  

Table 3. Example of Case Selection 

IT e-Business 30 
Graduate 
School 

Man Student IB123 600 

 Customer Preference Input. Customer can select product by preference input.  
Table 4 and Table 5 shows the result of product information in case customer input 
own preference when he or she didn't satisfy to given product information.  
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Table 4. Product information list in case of price is 100%, Sales Quantity is 0%, Publication 
year is 0% 

Preference Condition 
Books 
Code 

Title Writer Publishing 
Company 

Price 
[Won]

Publication 
Year 

Sales 
Quantity 

IT123 eBiz World AAB Press One 8000 200010 5800 

IT560 
Web 

Information 
SCS Case World 8500 199905 5200 

IT230 IT World DDF SamBook 8800 200103 4700 

IT002 IT Architecture DFG Basic Books 9000 200101 7700 

PRICE 100% 
SALES QUANTITY 

0% 
PUBLICATION 

YEAR 0% 

IB123 
Information 
Management SFS Tritent 11000 199612 6400 

Table 5. Product information list in case price is 0%, Sales Quantity is 100%, Publication year 
is 0% 

Preference 
Condition 

Books 
Code 

Title Writer Publishing 
Company 

Price 
[Won] 

Publication 
Year 

Sales 
Quantity 

IB123 IT Architecture DFG Basic Books 9000 200101 7700 

IT002 
Information 
Management 

SFS Tritent 11000 199612 6400 

IT123 eBiz World AAB Press One 8000 200010 5800 

IT230 Web Information SCS Case World 8500 199905 5200 

PRICE 100% 
SALES 

QUANTITY 0% 
PUBLICATION 

YEAR 0% 

IT560 IT World DDF SamBook 8800 200103 4700 

 Case Correction. It shows goods information about selected case in case base to 
customer. In case of customer bought goods or took answer of affirmative that 
information for goods were profitable, increase success number in case base. In case 
of did not use case, It can register as new case about selected product and make 
success number 1.  

4   Conclusion  

In this paper, we proposed electronic commerce system for sales that can enhance 
corporation's profit in electronic commerce that is accelerated along with 
development of internet, that can heighten customer's satisfaction accommodating 
complicated customer requirements and that can use various kind of information 
about customer in corporation dimension.  

We reflected enough customers’ requirements through customer preference input 
in case of product that is not reasoned in case base and used recommended product 
information to new case. The system could search more intelligent information by 
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doing so. Therefore we can know that the system can offer much more customer 
satisfaction to customer by giving customer more efficient information. This research 
needs to make corporation use data actually by applying web application in real 
enterprise. Corporation or enterprise can supply more information to customer thereby 
and corporation can accomplish marketing or better administration result by using 
various kind of information that get from customer.  
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Abstract. In this article, we present  a new cryptographic system which is a 
combination of  our ciphering evolutionary algorithm and a new ciphering 
method  called “fusion”. This latter allows  the alteration of the appearance 
frequencies of characters from a given text, and can be used as a preparatory 
stage for our evolutionary algorithm. So, it constitutes the first part of the 
system cryptographic. Our system has at its disposed two keys, the first one is 
generated during  “fusion” part and the second one is generated by the 
evolutionary algorithm. Both of them are symmetric, session keys and 
strengthening the security of our system. To underline this system, we 
performed applications on different texts and through a good debate, we 
illustrate its quality in comparison with others. 

Nowadays, cryptography is not reserved only to diplomatic and military aspects like 
in the past; every citizen has the right to make available his data only to his recipient. 
Besides its antiquity and necessity, cryptography is only in its early stages, and 
ciphering algorithms are minority. 

1   Introduction 

The PGP (1992) [10], is an hybrid system; it is currently, the dominant crypto-
system. RSA (1970) [1], is asymmetric and based on the modular arithmetic to define 
its public and private key. This algorithm always resists to the cryptanalysis. IDEA 
(1991) [1], symmetrical, a quite recent algorithm, with a key of 128 bits. AES (1997)  
replaced the DES, is symmetrical and capable to support keys of length equal to 256 
bits. DES (1973) [5], symmetrical algorithm whose secret key is of  length 64 bits.  
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Since, evolutionary algorithms (EA) achieved a great success in the resolution of 
optimisation problem and our ciphering  problem is a combinatorial optimisation 
problem then solving this latter  with EA was our contribution at ICCMSE  2005 [6].  

Setting out our objective in to altering to the maximum, the appearance frequencies 
of the characters from a grew text in clear T, in order to make difficult the statistic 
cryptanalysis, we conceived a new method of ciphering called “fusion”. This latter 
constitutes also a preparatory stage towards the  application of our EA and allow to 
start with an interesting initial population.  

The paper is organized as follows. The next section describes the first part of our 
cryptographic system: “fusion”, the second part: evolutionary algorithm and 
illustrates the deciphering process via the keys generated at the two parts. 
Experimental results and evaluative discussion are given respectively in sections 3, 4.  

Let T be a continuation of k characters   and t1,t2,…,tn  its different characters. Denote 
by Li (1 i n)  the list of the different positions of  ti in T before the ciphering.   L1,
L2,…, Ln is a partition of the set {1,2,…,n}. T can be represented by vector:  

(t1,L1) (t2,L2) … (tn,Ln)

The goal of our works is to alter to the maximum the frequencies of apparition of 
the characters in the text T and to establish more mess in their positions.  

This system is composed of two principal parts: the fusion and the application of 
evolutionary algorithm as descript  in figure 1. 

2   Description of Our System

2.1   Formalisation of the Problem 

2.2   Our Ciphering System 

Fig. 1. Schema of our system
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We sort the set of the lists L1, L2...,  Ln according to their sizes in the decreasing order 
then we divide it in three subsets of sizes near to [n/3] (floor of n/3), named 
respectively:  EL, EM, EP.  Let us indicate respectively by NL, NM and NP the cardinals 
of EL, EM and EP. The process fusion  is recursive. It is described below. 

Let us indicate by Lm and LP the smallest lists of EM, EP respectively and by Sk the 
desirable key size    

- If the merge of these two lists brings to a key of  undesirable size then  fusion 
is applied only in EP as follows:   

Let us take randomly a number of lists Lp1
, Lp2

..., Lpf
 in EP.   

 Applying fusion  to these  lists means: 
Replace the characters tp1

, tp2
..., tpf

 corresponding to these lists 
by one character cf chosen randomly and not representing any 
other list.  
Add the triplet:  ([tp1

, tp2
..., tpf

];  [Lp1
, Lp2

..., Lpf
];  cf) to the fusion 

key.  
Ep    Ep-{ Lp1

, Lp2
..., Lpf

 }. 
 Repeat the application of fusion on Ep  until reaching the size of the 

desired key.   
- Else the fusion will be applied to EM U EP as follows:   

 Let us indicate initially the lists which we indeed to merge.  These 
lists are composed of Lp1

, Lm1
..., Lpf

, Lmf
 such as f is taken randomly 

in {1,2..., (min(NM, NP)) }, Lp1
, Lp2 ..., Lpf

 are selected in EP in  
increasing order of their size, in alternation with Lm1

, Lm2 ..., Lmf
 

which are taken in EM in the same order, while taking account of the 
following iterative processing : 

r 1; E Ø 

2.2.1   First Part: The Fusion 

repeat  
E  E U Lpr

ULmr
  

If size of E is smaller than Sk then r r+1 
      Until r=f or size of E  is bigger than  Sk  

f  r 
 Applying fusion  to the lists above means:   

Replace the characters tp1
, tm1

, tp2
, tm2

..., tpf
, tmf

 corresponding to 
these lists by only one character cf chosen randomly and  not 
representing any list.    
Add the triplet: 

([ tp1
, tm1

, tp2
, tm2

..., tpf
, tmf 

] ;  [Lp1
, Lm1

..., Lpf
, Lmf

 ] ;  cf) 
to the  fusion key. 

Repeat the process of fusion on: 
            EM EM - { Lm1 ..., Lmf

 } and  Ep Ep-{ Lp1 ...,  Lpf
 } 

                       Until reaching the size of the desired key Sk.   
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Thus, after fusion, the number of characters (thus also of lists) is reduced to m 
(m<n).  And the new ciphered text, Tf, will be denoted by the following: 

(cf1
,Lf1

) (cf2
,Lf2

) … (cfm
,Lfm

)

The body of our algorithm is the same as general evolutionary algorithm [2], [3].   
- Step 0: coding 

An individual (or chromosome) is a vector of size m. The genes are the Lpi lists
(1 i m).  The ith gene Lpi contains  new positions that the character ci will take. 

- Step 1: Creation of the initial population P0 made of q individuals: X1,X2,..,Xq.
We designate by the Original-Ch the chromosome whose genes are L1,L2,…,Lm lists  
that represent the message before the application of the algorithm. 

We apply q permutations on Original-Ch in order to get an initial population 
formed by q potential solutions of the problem. 

  i:=0; 
- Step 2: Fitness function 

Let Xj be an individual of Pi whose genes are : Lj1, Lj2 … Ljm.
We define the fitness function on the set of the individuals Xj by: 

F(Xj) = )()(
1

i

m

i
j LcardLcard
i

=

- Step 3: Selection of the best individuals 

- If we indicate by FO the number of fusions applied then the generated key 
representative of these operations is a set  of  FO triplets of the form:   

([ ti
1, ti

2... ti
pi ], [ Li

1, Li
2...  Li

pi
 ], ci)

where  ci is the substitute of the characters ti
1, ti

2..., ti
pi whose lists of respective 

positions in the plaintext are:  Li
1, Li

2...,  Li
pi

.

2.2.2   Second Part: Application of Our Evolutionary Algorithm

We use the classical method of the roulette [7], permitting to keep the strongest 
individuals.  

- Step 4: Applications  of the genetic operators  
We apply the genetic operators adapted to this hand of problem, such as: 

MPX Crossover This operator has been proposed  by Mülhenbein [9]  for  the traveller 
salesman problem. The operator’s  idea is to insert a part of parent’s  chromosome in 
the chromosome of the other parent so that the resulting crossover is the nearest  
possible  to his parents. The two sons are obtained in a symmetrical manner. It is a 
two point crossover. This operator is applied to the selected individuals with a very 
precise rate. According to [8], the order of the best rate is between 60% and 100%.  

Mutation of transposition [9]: We choose the mutation that consists in permuting 
randomly two genes of a chromosome. This operator is applied to the individuals 
derived from crossover with an adapted rate preferably from 0.1% to 5%  [8]. 

Place the new offspring in a new population Pi+1.
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We start by deciphering the second part of the system. We represent the encoded text 
T’ by a vector of lists. Let’s designate by c1’, …, cm’  the different characters of  T’ 
and by L1’, L2’, …, Lm’ their respective lists of  positions. Thanks to the genetic key, 
the characters are going to recover their lists of  corresponding positions in the text Tf
obtained after the first part of ciphering.   
Indeed, the key can be represent by a vector, that we denote Key, of size m such that:  

         Key(1)=p1, Key(2)=p2, …Key(i)=1, … Key(m)=pm,  where : 
the character cp1’ is going to be associated to the list L1’
the character cp2’ is going to be associated to the list L2

’

……………………
the character cpm’ is going to be associated to the list Lm’. 
Thus we get the text Tf.
Then, thanks to the fusion  key which is clear and direct (see Sect. 2.2.1), we can 

immediately re-alter the merged lists Lfi into sub-lists of origin and assign to each of 
these latter its corresponding character. Thus we obtain the initial text T. 

- Repeat the steps 2,3 and 4 until a stop criteria.  
Define the stop criteria : 
The function F is bounded because 0  F (X)  2*k for each individual X.  In fact: 

kLcardLcardLcardLcard ik

m

i
ik

m

i
ii

*2))()(()()(
11

-
==

According to some results [9], the convergence of fitness function is guaranteed 
towards a value close to max, determined experimentally. 

- Final step of our algorithm:  
Let’s Final-Ch the final solution given by our evolutionary algorithm. It contains the 
lists of characters positions in the encrypted text. The permutation allowing to obtain 
Final-Ch From Original-Ch, is  a secret key, called the genetic key . 

We apply our algorithm on texts of different sizes,  and for each of them, we make the 
application for different sizes of population. Then we record the important results to 
be known, value  of  the convergence of the fitness function and number  of the 
generations  reached at the time of this convergence. These results are mentioned in 
Table 1. 

After application of the algorithm we obtained the genetic  key, fusion key and  the 
encoded form (see Fig. 3). 

The fusion key is:  
([ë, , Î] ; [4 111 230 327 358 382 429 433 501 969,10 70 97 325 364 581 967, 29 141  152 187  
865] ; )
([ , , ] ; [24 57 128 201 208 276 341 402 641 802 852 904 914 945, 31, 42] ;  ) 
([ , ] ; [ 92 263 344 418 527 609 687 717 797 806 , 190 692 715 992 1017] ;  ) 
([Í , , Ë,  ö, ç, , Â] ; [33 144 165 191 , 44 189 632 693 697 701 705 709 713 883, 61 175 217 
301 400 532  1007 , 89 452, 118,140, 168 518] ; ») 

2.3   Deciphering 

3   Experimentation
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Fig. 2.   An  example of plaintext where size  is  1026 

Fig. 3.   The encoding  text obtained after application of the ciphering system  
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Table 1. Summary Statement of results 

We note that the best values are reached for a population of size 30 and often after 
50 generations. In some cases, a population of size 20 gives good results.  

Size of population 16 20 24 30 32 

Number of generations 35 33 57 44 58 Message1 
1026 char. Value of convergence 1340 1378 1328 1710 1720

Number of generations 35 46 163 72 62 Message2 
684 char. Value of convergence 762 822 912 914 912 

Number of generations 31 26 30 47 42 Message3 
1149 char. Value of  convergence 1288 1850 1396 1876 1818

Number of generations 35 80 172 54 54 Message4 
805 char. Value of convergence 950 1022 1024 1138 988 

We compare our ciphering system to IDEA which is used by the PGP. Its key length 
is 128 bits. Our system possesses two keys. The fusion key,  witch  size may be  
controlled by the system; then we can assign to it  a   value unbreakable nowadays. 
The genetic key  size is at least 240 bits, a more important  size since it resists much 
better to cryptanalysis via exhaustive search. These keys are session keys and 
randomly generated by our system, while the one of IDEA is not. 

IDEA ciphers by blocs, this is an asset for the differential cryptanalysis[5]. Ours 
doesn’t, therefore it’s on one hand immune from such cryptanalysis, and on the other 

The genetic key  is :  
22 23 24 25 26 27 28 29 30 31 32 20 33 34 35 36 37 0 1 2 3 4 5 6 7 8 17 18 19 9 21 10 11 12 
13 14 15 16 

4   Discussion

4.1   Theoretical Comparison 

Table 2. Comparison to IDEA and RSA 

 IDEA RSA Without fusion With fusion 

Ciphering 
time 30 ms 330 ms 200 ms 225 ms 

Deciphering 
time 40 ms 390 ms 20 ms 27 ms 
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Through this work, we reached two objectives. The first one is the introduction of 
new method of ciphering “fusion” whose major advantage is strengthening the system 
against the most formidable attacks , as for the other advantages, they are mentioned 
above in the discussion. 

The second objective is to exploit the EA in order to conceive and realize a 
ciphering that benefits from all its qualities  (simplicity of genetic operations, 
performance..). We have assessed this work through comparison with other systems 
of the same nature. 

In spite of the qualities mentioned above, we cannot confirm that our system is 
long time reliable, like the best actual cryptosystems, except the one-time-pad,   
according to Shanon [4]. Therefore, a long way remains to cover by cryptographers. 
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5   Conclusion
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Abstract. The electric utility has the responsibility to provide a good quality of 
electricity to their customers. Therefore, they have introduced DAS (Distribu-
tion Automation System) to automate the power distribution networks. DAS 
engineers need a set of state-of-the-art applications, eg.  managing distribution 
system in active manner and gaining economic benefits from a flexible DAS ar-
chitectural design. The existing DAS functionally could not handle these needs. 
It has to be managed by operators whenever feeder overloadings are detected. 
Therefore, it may be possible for propagating the feeder overloading area, if op-
erator makes a mistake. And it utilizes closed architecture, therefore it is hard to 
meet the system migration and future enhancement requirements. This paper 
represents web based, platform-independent, flexible DAS architectural design 
and active database application. The recently advanced internet technologies are 
fully utilized in the new DAS architecture. Therefore, it can meet the system 
migration and future enhancement requirements. And, by using active database, 
DAS can minimize feeder overloadings area in distribution system without  
intervening of operator, therefore, minimizing feeder overloadings area can be 
free from the mistake of operator. 

1   Introduction  

The electrical utility has the responsibility to provide a good quality of electricity to 
their customers. Therefore, the DAS (Distribution Automation System) is introduced 
to control and operate complex power distribution system in an economical and reli-
able fashion. It includes important functions such as feeder automation, load control 
and telemetering. In Korea, the electrical utility company is now facing deregulation 
and privatization. Several privatized distribution companies will be appear in few 
years. And they will require new way of thinking and new solutions for open-access 
competitive electricity market. But the existing DAS could not meet these new re-
quirements, because it has to be managed by passive manner and it utilizes closed 
system architecture.  

In closed system architecture, DAS has utilized proprietary software which is 
tightly coupled to a particular operating environment. Therefore, system integration 
and data migration in a heterogeneous environment give pressures to DAS developers 
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and operators. And, due to the passive DAS management, DAS is always exposed to 
unintentional mistake from operators. Therefore, whenever feeder overloadings are 
detected, inexperienced operator may get worse feeder overloadings situation.   

Despite of the above defects, a closed architecture and a passive management have 
been successfully applied to DAS until the present time. However, under open-access 
competitive market environment, data migration in a heterogeneous environment and 
reliable system management by active manor become critical issues to distribution 
utility companies. This environment gives DAS engineers require a set of state-of-the-
art applications, eg using internet application for convenient data exchange and system 
openness and adopting active database application for reliable system management by 
active manor. Based on these requirements, the authors present new DAS architecture 
based on open system and an active rule application. An open DAS system architecture 
utilizes recently matured internet technology and relational active database. 

2   An Active Database for DAS 

An active database system is the result of combination of active techniques and 
DBMS, Production rules in active database system allow specification of data ma-
nipulation operations that are executed automatically whenever certain events occur 
or conditions are satisfied. Active database rules provide a general and powerful 
mechanism for maintaining many database features, including integrity constraint, 
data consistency, and so on, in addition, active database system provide a convenient 
platform for large and efficient knowledge bases and expert system [1]. 

2.1   Data Requirements for DAS Database 

Data requirements for DAS database are substation, transformer, feeder, feeder sec-
tion, switch, and information. And attributes of these requirements have to be easily 
applied to feeder reconfiguration program.  

Fig. 1. ERD of feeder automation database 



 Power Distribution Automation System Using Information Technology 357 

The entity-relationship is displayed by means of the graphical notation known as 
ER diagram in fig.1. 

2.2   Rules Definition for DAS Database 

Data acquisition system which is located in distribution networks detects currents, 
section loadings, voltage and the status of close/open in real time, and the present 
attribute values of switch is updated by detected ones. DAS active database monitors 
the present state of distribution networks by using updated values: If updated values 
trigger some events and condition are true, then they imply that distribution networks 
is in overloaded state. Therefore action for feeder reconfiguration is executed to relive 
feeder overloadings and minimize line losses. Switches to be open(or closed) are 
selected after feeder reconfiguration is executed. 

Feeder reconfiguration can fire other rules which update attribute close/open status 
value of selected switchs and send close/open signal to appropriate intelligent 
switches installed in distribution networks.  

Due to maintaining radial distribution networks structure, updated value of switch 
can trigger other rules that update close/open status value of another switch(not a 
selected one from feeder reconfiguration). And updated attribute value of switch can 
trigger rules which updates the  close/open status value of appropriate feeder section 
that is connected to updated switch, because close/open status of feeder section is 
dependent on attribute values of appropriate switch object. Distribution networks can 
be operated with minimum losses, and radial structure can be maintained without 
intervening of operator with the definition of active rules which have update propaga-
tion characteristics. 

The definition of active rules for DAS are as follows: 

Rule 1) If initially attribute close/open status value of switch is changed from open to 
close then attribute close/open status value of appropriate feeder section which is 
connected to the switch is changed from open to close 
Rule R1 for switch 
Event : update to st  
Condition : updated(switch(S)), NEW S.st=close 
Action: update feeder section.st=close where feeder section.ssn = switch.ssn 

Rule 2) If initially attribute close/open status value of switch object is changed from 
close to open then close/open status value of appropriate feeder section object, which 
is connected to the switch is changed from close to open. 
Rule R2 for switch  
Event : update to st  
Condition : updated(switch(S)), NEW S.st=open 
Action: update feeder section.st=open where feeder section.ssn = switch.ssn 

Rule 3) If attribute loadings value of switch object is updated then section loadings 
value of  feeder section is updated by the same value of  loadings of switch. 
Rule R3 for switch 
Event : update to ssnmva 
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Condition : True 
Action : update feeder section.ssnmva =  switch. ssnmva where feeder section.ssn = 
switch.ssn 

Rule 4) If updated section loadings value of feeder section is exceeded by 80[%] of 
feeder capacity then feeder reconfiguration program is executed to minimize line 
losses and relive overloadings. 
Rule R4 for feeder section 
Event : update to ssnmva 
Condition : updated(feeder section(FD)),  
NEW FD.ssnmva > FD.fnc 
Action : reconfiguration() 

Rule 5) If reconfiguration() is executed and switch to be closed(or opened) is se-
lected, then attribute close/open  status of selected switch is updated by close(or 
open). 
Rule R5 for reconfiguration() 
Event : reconfiguration() 
Conditon : TRUE 
Action : (update switch.st=open where switch.ssn 
= result of open reconfiguration()) 
 &&(update switch.st=close where switch.ssn= 
result of close reconfiguration()) 
where, result of open reconfiguration() : a selected switch to be opened resulting from 
feeder reconfiguration.  
result of close reconfiguration() : a selected switch to be closed resulting from feeder 
reconfiguration.  

Rule 6) If attribute voltage value of switch is updated then the attribute voltage value 
of appropriate feeder section is updated 
Rule R6 for switch 
Event : update vv 
Condition : updated(switch(S)), TRUE 
Action : update feeder section.vv =  
switch.vv Vdrop  

where, feeder section.ssn = switch.ssn 
Where, Vdrop  : Voltage drop of feeder section 

Rule 7) If updated voltage value of feeder section is lower than minimum voltage 
value of feeder section then feeder reconfiguration program is executed to minimize 
line losses and relive overloadings. 
Rule R7 for feeder section 
Event : update to vv 
Condition : updated(feeder section(FD)),  
NEW FD.vv > FD.min_vv 
Action : reconfiguration() 
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Rule 8) If initially attribute close/open status value of switch is changed from open to 
close then Active database sends signal to intelligent switch to be closed 
Rule R8 for switch  
Event : update to st  
Condition : updated(switch(S)), NEW S.st=close 
Action: signal to intelligent switch to be closed 

Rule 9) If initially attribute close/open status value of switch is changed from close to 
open then active database sends signal to appropriate intelligent switch to be opened 
Rule R9 for switch  
Event : update to st  
Condition : updated(switch(S)), NEW S.st=open 
Action: signal to intelligent switch to be opened 

Rule 10) If feeder reconfiguration executed then information is updated by the re-
sulted data form feeder reconfiguration. 
Rule R10 for reconfiguration 
Event : reconfiguration() 
Condition : TRUE 
Action :( update information.rsn = history) && 
(update information.ploss= result loss of reconfiguraion())&&( update informa-
tion.dploss = result of change_of_loss of reconfiguration()) 
Where, history = reconfiguration times 
 result loss of reconfiguraion(): total loss after feeder reconfiguration 
result of change_of_loss of reconfiguration() : the amount of loss change resulting 
from feeder reconfiguration; 

2.3   Active Rule Manager for DAS Active Database 

The execution of a rule’s action may trigger another rule, whose action may trigger 
other rule’s event. Active rule manager coordinates active rule interaction and the 
execution of active rules during transaction execution by interfacing constraint man-
ager. In this paper, rule interaction is represented by means of Triggering Graph[2]. 

Definition. Let R be an arbitrary active rule set. The triggering Graph is a directed 
graph {V,E}, where each node vi ∈  V corresponds to a rule ri ∈  R, A directed arc <jrj , 

rk > ∈E means that the action of rule rj  generates events which trigger rule rk . Fig 3 
represents rule interaction using Triggering Graph 

In fig.2, when intelligent switch loadings of distribution networks is changed because 
of the increasing of customer’s consuming, data acquisition system detects the amount 
of loadings change and sends updating signals switches of DAS database. Due to the 
updating signals, rule R3 is triggered to update section loadings of appropriatefeeder 
section that is connected to the switch. If this updated value exceeds 80[%] of feeder 
capacity then R4 is triggered to minimize line losses and to relive feeder overloadings 
by using feeder reconfiguration program. R4’s action trigger R5 and R10 simultane-
ously. Due to R10’s action, data resulted from feeder reconfiguration program is stored 
in information object. R5’s action updates attribute close/open status value of switch 
 



360 S.-Y. Choi 

�

� ��

��

�

�

	




�

 

Fig. 2. Triggering graph for Feeder automation 

selected from feeder reconfiguration program and triggers R1, R2, R8 and R9 simulta-
neously. Because of R1, R2, R8 and R9, close/open status of feeder section is updated 
by the same status of appropriate switch and close/open status of Intelligent switch 
located in distribution networks is changed by the same status of appropriate switch. 

3   Web Based DAS Active Database System Architecture 

A flexible open DAS system architecture has to satisfy the two-fold requirements[3] It 
is built to vendor neutral standards (easy in the use of software package).  

It will provide the ability to enhance an existing DAS without relaying one ven-
dor(easy in the continuing development and maintenance of the software package).  

These requirements can be met by using the internet as the operating environment. 
Using internet technology for DAS architecture will gain following benefits.  
First, it support cross-platform architecture: In a standardized internet browser en-

vironment with HTML and TCP/IP protocols, users will continue using the platforms 
with which they are most familiar without conscious of different hardware platform.  

Second, it follows open system standard: By following Structured Query  
Language(SQL), HTML, HTTP, FTP, TCP/IP, and PPP, data exchange and system 
expansion are easily done with minimum efforts[4]. The proposed new web based 
DAS architecture make uses of the Java 2 Enterprise Edition architecture which is a 
Web-based multitier architecture, as presented in fig. 3. 
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Fig. 3. Web based DAS active database system architecture 

The architecture can be expressed by subdividing two parts in fig.3.  
The one is web based architecture which support open system and the other is  

active database architecture which support DAS feeder automation.  
For web based architecture, Its structure can be divided into three tiers[3].  
Client tier: It provides user interface 
Middle tier: It is subdivided into the Web server and the application server. 
Data tier:  It handles the information storage  
In the middle tier, application server is transferring request from the web into ap-

propriate functions in the system and also provide for interfacing different kinds of 
database. Web server acts as the gateway for Web-based clients to access the database. 

Power distribution engineers and operators sent HTTP requests to Web server 
through the industrial standard web browser. If requested web page containing data-
base SQL command, the database interprets SQL commands and returns matched data 
in the database back to Web server. Matched data is formulated as a web page and 
displayed web page in the client window[4]. 

For active database architecture shown in the right-side of fig.3. 
Its structure can be expressed specifically by dividing into three parts 

- Event detector :  
 It checks telemetered data and sends signal to production rule manager if integrity 

constraints are violated. 
- Production rule manager 

It accept signal from event detector and determines which rules to be fired. 
- Production rule  

It allows specification of data manipulation operations that are executed automati-
cally whenever certain events occur or conditions are satisfied. 

Data acquisition system located in distribution network detects switch’s close/open 
status, current, voltage and loadings, and it sends a detected data to central DAS data-
base system. 

In DAS database system, event detector accepts detected data sending from data 
acquisition system and sends data modification operation to database. If integrity 
constraints is violated because of data modification then event detector send signal to 
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production rule manager. By using production rule manger, production rules are fired 
and resulted data is updated in database. After updating values in database, event 
detector checks if updating values satisfies integrity constraints or not. If integrity 
constraints are violated then event detector sends signals to production rule manager. 
And, when Rule R10 and Rule R5 are triggered, close/open signals are send to appro-
priate intelligent switch located in distribution networks. 

4   Development of Web Based Power Distribution System 

4.1   Initial Man-Machine Interface   

In this paper, web based power distribution system is implemented using JAVA, Html, 
Oracle DBMS.  

Target Distribution system is KPECO's Seoul K section 180 distribution network 
and Initial Man-Machine Interface is as follows in Fig 4. 

 

Fig. 4. Example of initial windows application program 

4.2   Power Distribution Automation Using Web Based Active Database  

If feeder 1 is overloaded to 17[MVA}, Intelligent switch equipped in feeder 1 detect 
the overloading and send the data to central database. which updates the attribute load 
of feeder 1. if the overloading exceeds 80% of overload limit then Rule 15 is triggered 
to activate program Cyclic_Reconfiguration()  

After Cyclic_Reconfiguration( ) is activated, initial on switches {16, 36, 42, 49, 67, 
100} are turned off and Initial off switches {113, 114, 115, 116, 119, 122} are turned 
on. Switch status changing triggers Rule 9, Rule 10, Rule 19, Rule 20.  

After Switches are activated, feeder reconfiguration are as follows in fig 5.  
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Fig. 5. Reconfiguration information table 

5   Conclusion  

This paper presents a new Web-based active database architectural design to the dis-
tribution automatic system applications. This architecture includes web-based archi-
tecture and active database parts. For web based parts, the authors utilize the Java 2 
Enterprise Edition architecture for open system, which will easy in the continuing 
development and maintenance of the software package. Therefore, it is easy to meet  
open-access competitive market environment. For active database architecture, the 
author design production rule and production rule manager for DAS feeder automa-
tion by utilizing proposed rules, distribution network can be operated reliably with 
minimum operators intervening 
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Abstract. In this paper, three alternative Target Density Functions
(TDF) are proposed to image the radar targets. While the target den-
sity functions are developed by new techniques, they are obtained by
considering a novel range and scanning angle plane different from the
conventional methods. Although the imaging techniques are obtained
via the linear phased array radars, the problem associated with beam-
forming is bypassed in these algorithms.

Keywords: active sensor imaging, SAR-ISAR, phased array radar, tar-
get density function, direction density function.

1 Introduction

Target density function(TDF) is the reflectivity of spatially and continuously
distributed targets and it is an important characteristic of radar imaging. TDF
is known by different names such as ambiguity function, density function, ob-
ject(target), object reflectivity function, doubly-spread reflectivity function, and
reflection coefficient [1, 2, 3, 4, 5, 6].

There are two well known approaches on TDF. First one considers point scat-
terers reflected off the target scatterer centers. Integration of all point scatterers
is able to obtain the whole object. This radar imaging technique is based on
inverse Fourier transform(IFT) and used mostly in inverse synthetic aperture
radar(SAR) studies [7, 8, 9, 10, 11, 12].

Second method on TDF is a dense target environment approach credited to
Fowle and Naparst considering the ambiguity functions with two variables as
range and velocity [13, 14]. As an advanced way, Naparst technique measures
the the closeness of the targets to each other in a dense target environment
rather than typical radar imaging.

In this paper, the radar imaging is studied by three alternative target density
functions. In addition to Naparst-Fowle and SAR-ISAR techniques, these func-
tions are inspired by the range-based target density functions [15]. The target
density functions are theoretically developed by new approaches on a range-
scanning angle plane different from the early approaches. While first technique
estimates an alternative target density function, the second technique is devel-
oped by a direction density function by considering the targets at a fixed range.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 365–374, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The third one is produced by taking consideration into a new waveform, differ-
ently from the others. All of the techniques are developed considering the phase
linear array radar system. However, the problem associating with the beamform-
ing is bypassed.

2 Phased Array Radar

Phased array radar system is an advanced radar system, which includes the
sensor elements in the system located in an equal distance to each other. All
phased arrays operate on the same basic principle of addition in one direction
and cancellation in other directions [16, 17, 18].

A general view of a phased array radar system is given in Figure 1. Each
sensor element in the array system is equally distanced to each other.

Fig. 1. General view of a phased array radar system

As it can be seen, the waves reflected off the targets are received by the radar
system by phase differences. The differences are matched using a phase shifter,
then the process is finalized by the beamforming.

If each one of total N element in array is located in equal distance d, each
element in the array receive the propagated signal by the phase difference

ψn =
2π
λ
ndsinθ, 0 ≤ n ≤ N (1)

As for the beamforming process [16, 17, 18], the radiation pattern with isotropic
radiators, as the array factor,Ea(θ) forms the beam by;

Ea(θ) = [e−j(2π/λ)[(N−1)/2]dsinθ]
1
N

N−1∑
n=0

ej(2π/λ)ndsinθ

=
sin[Nπ(d/λ)sinθ]
Nsin[π(d/λ)sinθ]

(2)
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In case of non-isotropic radiation, the radiating element have a radiation pattern
Ee(θ), as a element factor, the complete radiation pattern E(θ) is the product
of the array factor and the element factor:

E(θ) = Ee(θ)Ea(θ). (3)

3 Preliminaries of Density Functions

In this section, the background of the target density functions consists of the
following techniques;

– SAR-ISAR reflectivity functions
– Naparst’s target density functions.

3.1 SAR – ISAR Reflectivity Functions

Synthetic aperture radar(SAR) and inverse synthetic aperture radar (ISAR)
are well known radar imaging techniques used for earth surface imaging[19, 20].
However, they have different configuration. In SAR imaging, the radar is flying
in space and the object is stationary, while in ISAR imaging, the object is moving
and the radar is stationary [7, 9, 10, 21].

ISAR is considered as an inverse Fourier transform(IFT) of a 3-D object
on a 2-D [7, 9, 10, 22, 23]. If the target is composed of continuum point tar-
gets(scatterers), after demodulation and some pre-filtering processes, by the su-
perposition principle, the echo(reflected signal) x(t), from such a target at x, y
points is:

x(t) =
∫ ∞

−∞

∫ ∞

−∞
ρ(x, y)e−j2πf0

2Rp(t)
c dxdy (4)

for 2Rp(t)/c ≤ t ≤ TPRI + 2Rp(t)/c. Here, ρ(x, y) is the target reflectivity
function, TPRI is pulse interval repetition, c is the speed of light, f0 is carrier
frequency, and Rp(t) is the range from the radar to the point-scatterer.

If Inverse Fourier Transform is applied to Equation (4), the image ρ(x, y) is
obtained as a 2-D form of 3-D object[7, 9, 10].

ρ(x, y) =
∫ ∞

−∞

∫ ∞

−∞
X(fx, fy)ej2π(xfx−yfy) 2Rp(t)

c dfxdfy (5)

where
fx =

2f0

c
cosθ(t), fy =

2f0

c
sinθ(t).

3.2 Target Density Functions

First Density term related to the target density function is called by Fowle et
all [13]. Fowle is focused on the problem of the detection and resolution in two
dimensions of a large number of targets in a fixed part of the target space and, he
is inspired of ambiguity functions. Then, Dense target environment term is used
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by Naparst’s paper [14] by taking advantage of Fowle work. His new approach is
based on ambiguity and cross-ambiguity functions. In this work, the dense-target
environment is defined the closeness of a lot of targets at a distance, which their
velocities are so close to each other.

Definition by Naparst, density of targets at distance x and velocity y is
D(x, y). In this case, the echo or the reflected signal from targets is

e(t) =
∫ ∞

0

∫ ∞

−∞
D(x, y)

√
ys(y(t− x))dxdy (6)

In this approach, it is assumed that all targets are illuminated equally. As
stated, the target density function is a function of the range and velocity variables
similar to the ambiguity functions.

Reconstruction of the target density function in Naparst algorithm is finalized
as fallows(see Ref [14] for the details);

D(x, y) =
∞∑

n,m=0

< en, sm > Anm(x, y) (7)

where sm are signals sent out and en are their echoes. The cross-ambiguity
function of the signals sent out (s1, s2, ...) is

Anm(x, y) =
∫ ∞

−∞
sn(y(t− x))s̄m(t)dt. (8)

4 Active Sensor Imaging by Alternative Target Density
Functions

In this paper, three alternative target density functions(TDF) are studied for
active sensor imaging, which is based on a linear phased array radar system and
the range-scanning angle. New target density function, g(R, β) is composed of
two variables as the range R, and the scanning angle β. It is considered as below.

Definition 1. Target Density Function is the limit of the ratio of the amplitude
of the signal reflected from an infinitesimally neighborhood about the point
(R, β) to the amplitude of the incoming signal.

By this definition, the new target density function g(R, β) is;

g(R, β) = lim
d(Ω)→0

Ar

At
(9)

where d(Ω) is the diameter of the disc about the point (R, β) ∈ Ω, Ar and At are
the amplitudes of the reflected and the transmitted signals, respectively. In this
definition, the target density function(TDF) is relevant to the the reflectivity of
spatially, continuously distributed targets.

As target plane, the following Figure 2, is considered for both methods. Where
β is cosθ and R is the range from the target to the radar.
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Fig. 2. Phased array imaging

As can be seen in Figure 2, the target density function is a function of the
spatial coordinates (R, β) in the upper semi-plane.

Considering the pre-information above, the alternative target density func-
tions are developed in sections 4.1, 4.2 and 4.3 respectively.

4.1 Radar Imaging by Range-Direction Target Density Function

In this section, first target density function called range-direction density func-
tion is estimated by a novel method below.

Let P (t) be any periodic function of time, such as a train of pulses,where

p(t) =
∞∑

k=−∞
αk e

jkω0t (10)

ω0 = 2π × PRF, (11)

where PRF is the pulse repetition frequency.

sc(t) = ejωct (12)

Where sc(t) is the carrier signal.

sm(t) = p(t)sc(t) (13)

Where sm(t) is the modulated signal.
The reflectivity of one point at g(R, β)

y(x, t) = sm(t− 2R/c− βx/c)g(R, β) (14)

Let generalize (14) to the whole radar-target semi upper plane by superpo-
sition principle;
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If g(R, β) is the reflectivity of the point (R, β), and R1 is the maximum range
of interest target area; then

y(x, t) =
∫ 1

−1

∫ R1

0
sm(t− 2R/c− βx/c)g(R, β)dRdβ

=
∫ 1

−1

∫ R1

0
p(t− 2R/c− βx/c)e−jωc(2R/c−βx/c)ejωctg(R, β)dRdβ(15)

where y(x, t) is the output of the sensor located at center (the feature space),
and c is the speed of light.

The algorithm is as follows,

y(x, t)=
∞∑

k=−∞
αke

j(ωc+kω0)t
∫ 1

−1

∫ R1

0
e−j(ωc+kω0)2R/ce−j(ωc+kω0)βx/cg(R, β)dRdβ

(16)
Then, demodulation of the equation (16) via

sd(t) = e−j(ωc+kω0)t (17)

yields

Y (k, x) =
∫ 1

−1

∫ R1

0
e−j(ωc+kω0)2R/ce−j(ωc+kω0)βx/c g(R, β)dRdβ (18)

for each k and β, let be G(k, β)

G(k, β) =
∫ R1

0
g(R, β) e−j(ωc+kω0)2R/cdR (19)

Hence for each fixed k and β we obtain

Y (k, x) =
∫ 1

−1
G(k, β)e−j(ωc+kω0)βx/cdβ (20)

If this equation is considered as the following,

Yk(x) =
∫ 1

−1
Gk(β)e−j(ωc+kω0)βx/cdβ (21)

If there are N sensors, each located at x = xi, this gives us the inner product of
Gk(β) with

ai(β) = e−j(ωc+kω0) xi
c β (22)

This enables us estimate Gk(β) as

Gk(β) ∼=
M∑

k=−∞
biai(β) (23)

for some constants bi.
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Then, if let the equation (19), consider as a

Gk(β) = G(k, β) =
∫ R1

0
g(R, β) e−j(ωc+kω0)2R/cdR (24)

Let consider it as a Fourier series as the following.

g(R, β) =
∞∑

k=−∞
Gk(β)ej(ωc+kω0)2R/c (25)

If we change k, −N � k � N ,(N and ωc are chosen such that ωc
∼= Nω0), for

each fixed β we obtain the trigonometric Fourier series of g(R, β) with respect
to the variable R. Hence we estimate g(R, β)(we obtain 2N + 1 terms) as,

g(R, β) ∼=
N∑

k=−N

Gk(β)ej(ωc+kω0)2R/c (26)

Thus, by using a novel target density function g(R, β), the desired radar targets
can be imaged.

As realized that although a phased array radar system is used during the
estimation of TDF, the problem associated with beamforming is bypassed.

4.2 Radar Imaging by Direction Density Function

Here, a different case of the first method is proposed with the same background.
Second target density function called direction density function is derived from
the range-direction density function in the section 4.1. It is calculated in the
following steps.

Let us consider the same steps up to Equation 16 in section 4.1;

y(x, t)=
∞∑

k=−∞
αke

j(ωc+kω0)t
∫ 1

−1

∫ R

0
e−j(ωc+kω0)2R/ce−j(ωc+kω0)βx/cg(R, β)dRdβ

(27)
Then, demodulation of the equation 27 via 1

αe
−j(ωc+kω0)t yields

yk(x) =
∫ 1

−1

∫ R

0
e−jωc

2R+βx
c e−jkω0

2R+βx
c g(R, β)dRdβ (28)

Now, the second target density function called direction density function (DDF)
is taken as below by considering Definition 1 and Figure 2.

Definition 2. In a linear phased array of point sensor system, if β is the direction
cosine of the line joining the point and the phase center, the direction density
function(DDF) g(β), is the reflectivity of the point at a fixed range, R, from the
phase center of a linear array in the direction.

By this definition, g(β) represents the values of the reflectivity as a function
of the direction at the fixed range, R. Hence it represents the image.
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Let us formulate this definition. The direction density function g(R, β) at a
fix range R = R0,

g(R, β)R=R0 = g(β) = gR(β) (29)

Thus, Equation 28 continues as follows

yk(x) =
∫ 1

−1
e−jωc

βx
c e−jkω0

βx
c g(β)dβ (30)

The additional delay term of 2R/c due to the round trip is omitted simplicity.
Then,

yk(x) =
∫ 1

−1
e−j(kω0+ωc) βx

c g(β)dβ (31)

This final equation is a slightly modified form of Fourier transform. If inverse
Fourier transform is applied in a similar way, the desired target density function

g(β) =
∫ ∞

−∞
yk(x)ej(kω0+ωc) βx

c dx (32)

which is desired function which is capable of imaging the objects.

4.3 Alternative Range-Direction Target Density Function

In this section, the third target density function is proposed by a new approach
compared to the first and second ones. This target density function is generated
by a new waveform considering the basic principles in the first technique.

Let consider Figure 2 with linear phased array radar system and let W (t)ejwc t
be the modulated signal transmitted in the β direction for a range R. The total
reflected incoming signal to the phase center will be

y(x, t) =
∫ 1

−1

∫ R1

0
ejωc(t−2R/c−βx/c)W (t− 2R/c− βx/c)g(R, β)dRdβ (33)

Then,

y(x, t) =
∫ 1

−1

∫ R1

0
ejωcte−jωc(2R/c+βx/c)W (t− 2R/c− βx/c)g(R, β)dRdβ (34)

If Equation 34 is demodulated by e−jωct

y(x, t) =
∫ 1

−1

∫ R1

0
e−jωc(2R/c+βx/c)W (t− 2R/c− βx/c)g(R, β)dRdβ (35)

Equation 35 is a slightly modified form of Fourier transform. Thus, the target
density function g(R, β) can be obtained similar to the inverse Fourier transform
as

g(R, β) =
∫ ∞

−∞

∫ ∞

−∞
y(x, t)ejωc(2R/c+βx/c)W ∗(t− 2R/c− βx/c)dxdt (36)

which is desired result. As notified, the problem associated with beamforming is
bypassed during in the developing of the third density function as well.
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5 Summary and Conclusion

In this paper, three alternative target density functions (TDF) were obtained
by new algorithm and techniques differently from the conventional approaches.
Main contributions of this study ;

– First target density function algorithm: An alternative target density func-
tion (TDF) was estimated considering a novel range and scanning angle
plane.

– Second target density function algorithm: A new target density function
called the direction density function was proposed by considering the range-
direction density function.

– Third target density function algorithm: An alternative target density func-
tion is proposed by choosing an alternative waveform.

– Bypassing the beam-forming problem: While all techniques were generated
via by the phased array radar, the problem associated with beamforming is
bypassed.

The present TDF is generated partly by analogy to Fowle-Naparst and SAR-
ISAR approaches.

– Comparing to Fowle-Naparst: As an advanced work of Fowle, Naparst tar-
get density function is developed for a high dense target environment with
multiple targets, whose velocities are close to each other. This TDF acts like
a separator rather than an imaging function for the targets at the distance
with a given velocity.

– Comparing to ISAR: While ISAR imaging based on multi-aperture principle
[24] and the integration of the point scatterers on the target, the proposed
target density functions were produced by the integration of scanning angles
and ranges.

Acknowledgement. I would like to thank Dr.Erol Emre of Sakarya University
for helpful discussions.
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Abstract. A novel image restoration approach based on high-
dimensional space geometry is proposed, which is quite different from
the existing traditional image restoration techniques. It is based on the
homeomorphisms and “Principle of Homology Continuity” (PHC), an
image is mapped to a point in high-dimensional space. Begin with the
original blurred image, we get two further blurred images, then the re-
stored image can be obtained through the regressive curve derived from
the three points which are mapped form the images. Experiments have
proved the availability of this “blurred-blurred-restored” algorithm, and
the comparison with the classical Wiener Filter approach is presented in
final.

1 Introduction

An image may be degraded by various factors in the process of acquisition,
transmission, storage and processing. The task of image restoration is to re-
move these degradations to enhance the quality of the image for further use
in domain applications such as image analysis, recognition and comprehension.
Image restoration attempts to reconstruct or recover a degraded image by using
a priori knowledge of the degradation phenomenon. Considerable studies have
been carried out in the past years, proposing various techniques based on space
domain and frequency domain [1][2][3]. Most traditional image restoration ap-
proaches restore images by deconvolution, however, if there exist “ill-problems”
in the process of deconvolution, such as singular problem or multiple solutions,
those existing classical approaches couldn’t solve problems perfectly. Especially
in most conditions, the degradation modal is unknown or imprecise estimated,
thus blocks the restoration for lacking of priori knowledge [1][2][3]. The great
development of neural network theories in recent years, has provided a new
approach to the image restoration [4][5],and such as image restoration using a
modified Hopfield network has gained good effect [5], but its disadvantage of
time and space complexity as well as time-consuming in the network learning
and training is also a limitation.

Since form Academician Wang Shoujue presented high-dimensional space
geometry method [6][7][8][9][10], and widely applied it to pattern recognition,
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such as multi -camera human-face personal identification [7], omnidirectional
oriented rigid objects recognition [7], continuous speech research [8]and so forth,
have all gained better effects than the existing traditional methods. This paper
proposed a novel image restoration approach based on point location in high-
dimensional space geometry. It is quite different from the existing traditional
image restoration techniques.An image is mapped to a point in high-dimensional
space. Begin with the original blurred image, we get two further blurred images,
then the restored image can be obtained through the regressive curve derived
from the three points which is mapped form the images. Experiments have proved
the availability of this “blurred-blurred-restored” algorithm in final.

2 Model of the Image Degradation

In digital image processing, discrete model for a linear degradation caused by
blurring and additive noise can be given by the following equation:

g(x, y) = f(x, y) ∗ h(x, y) + n(x, y) (1)

Where f(x, y) represents an original image, and h(x, y) is the point spread func-
tion (SPF), n(x, y) represents an additive noise introduced by the system, g(x, y)
represents the degraded image which is acquired by the imaging system. The
degradation process is showed in Fig. 1,

Fig. 1. Scheme of the degradation modal

In our experiments, for simplicity, the additive noise effect is not considered
temporarily, then Equation(1) can be rewritten as follow:

g(x, y) = f(x, y) ∗ h(x, y) (2)

Photographic defoucusing is a problem in many different imaging situations.
This type of blurring is primarily due to effects at the camera aperture that result
in the spreading of a point of incoming light across a circle of confusion. The
following equations have been used as approximations of this kind of PSF [1].
• Uniform Out-of-Focus Blur: It models the simple defocusing found in a

variety of imaging systems as a uniform intensity distribution within a circular
disk,

h(x, y) =

{
1

πr2
0

√
x2 + y2 ≤ r0

0 otherwise
(3)
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Fig. 2. (a) Original “lenna” (155 × 166); (b)Degraded by a 5 × 5 Uniform 2-D Blur

• Uniform 2-D Blur: A more severe form of degradation that approximates an
out-of-focus blur, and is used in many research simulations. This is the model
for the blur used in the examples throughout this article,

h(x, y) =

{
1

(L)2 if − L
2 ≤ x, y ≤ L

2

0 otherwise
. (4)

3 Image Quality

In applications of image restoration, image quality usually refers to the image’s
fidelity to its original. There exist two kinds of criterions of image quality: Dif-
ference Measure and Correlation Measure.

In our experiments, we consider the ISNR (signal-to-noise -ratio) which is a
kind of Correlation Measure as the criterion to evaluate restoration performance:

M = 10 log
∑∑

[g(i, j)− f(i, j)]2∑∑
[f̂(i, j)− f(i, j)]2

(5)

Where f(i, j), g(i, j), f̂(i, j) , are the original image, the degraded image and the
restored image, respectively.

4 Image Restoration Approach Based on
High-Dimensional Space Geometry

4.1 Principle of the Algorithm

Definition 1. If X and Y are topological spaces, a Homeomorphism from X to
Y is defined to be continuous bijective map f : X → Y with continuous inverse.
If there exists a homeomorphism between X and Y, we say that X and Y are
homeomorphic or toplogically equivalent. It can be abbreviated X ≈ Y [11] .

Lemma 1. Suppose set A = {[a(x)i,j ]M×N |1 ≤ x ≤ n}, where [a(x)i,j ]M×N is
a M ×N gray scale matrix, and a(x)i,j ∈ [1, 255], a(x)i,j ∈ Z, set B = {b(y)|1 ≤
y ≤ n} where b(y) is an array with dimension of M × N , and b(y)k = a(x)i,j ,
then A ≈ B.
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Proof: define f : A→ B as: for arbitrary [a(x)i,j ]M×N ∈ A, there always exists
f([a(x)i,j ]M×N ) = {b(y)k|b(y)k = a(x)i,j}, k = (j − 1)×M + 1, 1 ≤ i ≤ M, 1 ≤
j ≤ N, x = y, Then f is homeomorphism, A ≈ B.

Definition 2. If we degrade image A by convoluting a PSF, and get image B.
Then we say image B is the blurred image of image A, written: B blur←− A ,and
image A is the deblurred image of image B, written: B clear−→ A

Definition 3. If C blur←− B
blur←− A , then write the blurred direction as ABC,

oppositely, deblurred direction written as CBA, as showed in Fig. 3.

Fig. 3. Map of the directions

Definition 4. Suppose C blur←− B
blur←− A , we call C,B are homologous.

The Principle of Homology Continuity (PHC) of homologous samples can be
mathematically described as follow:

In the feature space Rn , suppose that set A be a point set including all samples
in class A. For if x, y ∈ A and ε > 0 are given, there must be set F

F = {x1, x2, . . . xn|x1 = x, xn = y, n ⊂ N,
ρ(xm, xm+1) < ε, ε > 0, n− 1 ≥ m ≥ 1,m ⊂ N}, F ⊂ S

Easy to see that several homologous images distribute sequentially and gradu-
ally in high-dimensional space

4.2 Distribution of Points in High-Dimension Space

Suppose X1(x1, x2 . . . xk), Y1(y1, y2 . . . yk) are two points of high-dimensional
space, then the line which is fixed by the two points can be written as follow
equation:

Y = Y1 + λ(Y1 −X1) where λ =
‖Y Y1‖
‖Y1X1‖ (6)

Suppose A(x1, x2 . . . xk), B(y1, y2 . . . yk), C(z1, z2 . . . zk) are points of high-
dimensional space, then the curve which is fixed by these points can be written
approximately as follow equation:

D = αA+ βB + γC (7)
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Fig. 4. Line in high-dimensional space

Where α, β, γ are constant coefficients, take α > 0, β < 0, γ > 0 in our exper-
iment, and these three coefficients must satisfy α + β + γ = 1to keep the gray
scale of image invariable.

Equation (7) also can be written as:

D = A+ k1(B −A) + k2(C −A) (8)

Where k1 < 0, k2 > 0. Compare Equation (7) with Equation (8), we can easily
find following relationship between them: α = (1− k1 − k2), β = k1, γ = k2

Note that the point D deduce from Equation (7) or (8) is guaranteed to be
in the plane which is determined by point A and point B. And the solution is
unique determined.

Suppose k1 = −0.8, k2 = 0.3, as showed in Fig. 5. We can adjust the value of
k1, k2 to find a satisfied point D.

Fig. 5. Distribution of points in high-dimensional space

4.3 Algorithm

The “blurred-blurred-restored” algorithm process is described as following steps:

Step 1. Get the original blurred image A, then map A to F1,where A ≈ F1.

Step 2. Get a further blurred image B1, where B1 blur←− A, then map B1 to F2,
where B1 ≈ F2.

Step 3. Get a further blurred image C1, where C1 blur←− B1, then map C1 to
F3, where C1 ≈ F3.

Step 4. Chose proper coefficients k1, k2,obtain the first restored image D1,
A

clear−→ D1
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Step 5. Replace A with D1, return to Step 2

Step 6. Stop the iteration until observe the satisfy image. Fig. 6 is the scheme
of algorithm process.

Fig. 6. Scheme of algorithm process

As the iteration goes on, restored image will be clearer than the last restored
image, and the value of ISNR M will reduce each time,M1 > M2 > . . . > Mk ,
thus we can achieve the most clear image at last.

5 Experimental Results and Analysis

Experiments have been carried out to test the performance of the proposed
algorithm. One of the experiment results is showed in Fig. 7.

Fig. 7. Partial of the restore process with precise PSF
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In Fig. 7,(a)-(b)-(c)-(d) denotes the first iterative restoration. (a) is the origi-
nal blurred image “lenna” of size 155×166, (b) is the degraded image of (a) with
5×5 Uniform 2-D Blur, (c) is a further blurred image of (b) with the same PSF,
as showed in Fig. 7, we can see the first iterative restored image (d) is much
clear than (a), and the second iterative restored image (h) also is clear than (d).

Fig. 8 showed us a restoration with an imprecise PSF. That is to say we use
a PSF in restoration that is different from the PSF in the degradation. (a) is
the original blurred image “lenna” of size 155× 166, which is blurred by 5× 5
Uniform 2-D Blur, while (b) is a further blurred image of image(a) with 5× 5
Uniform Out-of-Focus Blur. We can see the effect of second iterative restored
image (h) in Fig. 8.

Fig. 8. Restoring with imprecise PSF

Fig. 9. Restoration of Classical Wiener Filter: ((a) is the original blurred image by a
5 × 5 Uniform 2-D Blur PSF; (b) is the restored image of (a) through a 5 × 5 Uniform
2-D Blur PSF; (c) is the restored image of (a) through 6 × 6 Uniform 2-D Blur PSF;
(d) is the restored image of (a) through 5 × 5 Uniform Out-of-Focus Blur PSF)
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The comparison between Fig. 8 and Fig. 9 demonstrate that if imprecise PSF
is used in restoration, the proposed algorithm still can perform well, and its
restored image is still satisfying. While the Classical Wiener Filter is not the
case. The restoration result is satisfying when the estimated PSF is matched to
the PSF of degradation, but a bit small variance in the estimated PSF will cause
great vision effect, as showed in Fig. 9. We can see the approach presented in
this paper is especially suite the situation when PSF in degradation is unable or
hard to imprecise estimated.

6 Conclusion

This paper proposed a novel image restoration approach base on high-dimensional
space geometry which is quite different from the existing traditional methods.
It not only avoids complex mathematical operation such as deconvolution, but
also avoids “ill-problems”, especially adapts to the case of PSF in degradation
is unable or hard to imprecise estimated. Experiments have proved the avail-
ability of this “blurred-blurred-restored” algorithm, and the comparison with
classical Wiener Filter also shows its superiority. In addition, this approach is
also worth of further research in colour image restoration or blind image restora-
tion. This high-dimensional space geometry method presented by Academician
Wang Shoujue, provide another different way to solve problems in digital image
processing , and it is expected for more people’s dedicating.
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Abstract. This paper presents two image features, multi-orientation
color complexity (MOCC) and color-space relation (CSR). MOCC refers
to the color complexity. CSR concerns the spatial relations of similar
color pixels in an image. By combining both features, an image retrieval
system was developed. The experimental results revealed that such a
system can perform expressively at accurate recognition rate. To further
speed up this system, a clustering based filer was applied to quickly sieve
out the most unqualified database images.

1 Introduction

The color and texture attributes have been very successfully used in retrieving
images with similar feature distributions. However, since these attributes do not
describe the spatial distributions of pixel colors in an image, the retrieved results
do not often make a lot of sense. For example, above features cannot describe
the spatial distributions of the pixel colors in a landscape image with blue sky
on the top and green countryside at the bottom. Spatial layout is about the
absolute or relative position of color, texture, or shape information. Therefore,
the attribute of the spatial relations among objects or pixels is also an important
component for image content description and image access. To get the retrieval
more accurate, this paper proposes a color-space and color-texture based image
retrieval system (CSCT system).

Color histogram [7] is one of the most commonly used color features in color-
based image retrieval systems. The advantages of color histogram include simple
procedures and quick calculations. In addition, color histogram can resist noise
and rotation variations of an image. However, it can state merely the principal
colors rather than the texture of the image. Instead, multi-orientation color
complexity (MOCC) was presented in depicting the relationship between pixel
colors and textures of the image. The spatial distribution of the pixel colors in an
image generally contains more meaningful information. To indicate the spatial
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distribution of the pixel colors, an image feature color-spatial relation (CSR) is
presented.

As a scanned query image Q into the system, this system compares the feature
values of the query image with those of the pre-feature-extracted images in
database. The database images that are the closest to Q are delivered to the
user. The MOCC and CSR can characterize different properties of an image.
To increase the performance of an image retrieval system, both features were
integrated to develop CSCT system. The image properties as color, texture,
and space relations are integrated into this image retrieval system. Besides, a
clustering based filter using the CSR feature is proposed to accelerate execution
of this system.

2 Multi-orientation Color Complexity

Two image features are studied in this paper: MOCC and CSR. MOCC describes
the relationship between pixel colors and textures of an image while the CSR
represents the spatial distributions of similar pixel colors in an image. Both
features have their own distinguishable characteristics. MOCC is introduced in
this section. CSR is detailed in the next section.

Fig. 1. Two images with the same color histogram but different

Let G(x, y) : Nx × Ny −→ Z be the gray levels of an Nx × Ny image I,
and Z = {0, 1, · · · , 255}. The G(x, y) of each pixel P (x, y) in I corresponds to
a grey level difference ∇G(x, y) related to (δx, δy), where P (x, y) is located at
the coordinates (x, y). (δx, δy) is the displacement vector specifying the relative
position of the pixels P (x, y) and P (x+ δx, y + δy). ∇G(x, y) is defined as:
∇G(x, y) = |G(x + δx, y + δy)−G(x, y)|.
NP (δx, δy, g,∇) is a function the number of pixels P (x, y)’s in I, where g =

G(x, y) and ∇ = ∇G(x, y). GDδx,δy is a 256× 256 matrix. Cell GDδx,δy[i, j] =
NP (δx, δy, i, j) gives the number of pixels for i = G(x, y) and j = |∇G(x, y)|.
GDδx,δy[i, j] andNP (δx, δy, g,∇) hence counts the pixel number of those P (x, y)
with gray-level g and ∇ (the grey level difference between P (x, y) and P (x +
δx, y + δy)). Let MOCCδxδy be the 1×K1 matrix which is the MOCC of I on
(δx, δy). MOCCδxδy splits NPδxδy into K1 groups. The element MOCCδxδy [k]



386 C.-H. Lin, K.-H. Chen, and Y.-K. Chan

describes the mean, standard deviation, and skewness of the k-th group of
NPδxδy , notated by MOCCμ

δxδy
[k], MOCCσ

δxδy
[k], and MOCCS

δxδy [k]. For k =
0, 1, · · · ,K1 − 1,

MOCCμ
δxδy

[k] = 1
256
K1

×256

∑ 256
K1

−1
i=0

∑255
j=0 GDδxδy [k × 256

K1
+ i, j],

MOCCσ
δxδy

[k]=
√

1
256×256

K1

∑ 256
K1

−1
i=0

∑255
j=0{GDδxδy [256k

K1
+ i, j]−MOCCμ

δxδy
[k]}2,

MOCCS
δxδy

[k] = 1
256
K1

×256

∑ 256
K1

−1
i=0

∑255
j=0{

GDδxδy [k× 256
K1

+i,j]−MOCCμ
δxδy

[k]

MOCCμ
δxδy

[k] }3.
The mean MOCCμ

δxδy
[k] is the average number of pixels at each gray-level in

the interval between 256k
K1

and 256(k+1)
K1−1 . The standard deviation MOCCσ

δxδy
[k]

describes the variation of the gray-level differences of those pixels with color in-
tensities are within the interval of 256k

K1
and 256(k+1)

K1−1 . The skewnessMOCCS
δxδy

[k]
indicates the direction and shifting degree of MOCCμ

δxδy
[k].

The MOOC at specified different pairs (δx, δy) can describe various tex-
tures at different resolutions and in different directions. As δy=0, δx increases
with the lower resolution in 0◦ direction. At δx=0, δy raises with the bigger

(a) Some query images

(b) The database images corresponding to the images in Figure 2(a)

Fig. 2. Some of testing images
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resolution in 90◦ direction. Based on different pairs (δx, δy), one can integrate
the different MOCC of an image to more precisely describe the image. Let
MOCCδx1δy1+δx2δy2+···+δxnδyn be the 1×K1 matrix which combinesMOCCδx1δy1 ,
MOCCδx2δy2 , · · ·, and MOCCδxnδyn , where

MOCCμ
δx1δy1+δx2δy2+···+δxnδyn

[k] =
MOCC

μ
δx1δy1

[k]+MOCC
μ
δx2δy2

[k]+···+MOCC
μ
δxnδyn

[k]

n
,

MOCCσ
δx1δy1+δx2δy2+···+δxnδyn

[k] =
MOCCσ

δx1δy1
[k]+MOCCσ

δx2δy2
[k]+···+MOCCσ

δxnδyn
[k]

n
,

MOCCS
δx1δy1+δx2δy2+···+δxnδyn

[k] =
MOCCS

δx1δy1
[k]+MOCCS

δx2δy2
[k]+···+MOCCS

δxnδyn
[k]

n
.

The performance of these MOCCs will be tested with experiments in this paper.

Table 1. ACC variation with L and different combinations of (δx, δy) for K1 = 16
and r1 = 2

For a full color image, each pixel consists of color components R, G, and
B. During MOCC extraction, the three color components are considered to be
independent to each other. Color components R, G and B of each full color image
can be converted into three gray-level images, respectively. The MOCC of three-
gray-level images are then converted into the MOCC of the color image. Each
cell of MOCC contains three values: mean, standard deviation, and skewness.
Hence, there are 3× 3×K1 values in MOCC of a color image.

3 Color-Space Relationship

The color and texture attributes had been very successful in retrieving images
with similar feature distributions [2, 3, 4, 5]. However, since these attributes do
not describe the local properties of an image, the retrieved results often came
out nonsense. In this section, as an image feature, the color-space relation (CSR)
between the pixel colors and their spatial distributions is discussed. The CSR
describes the spatial distribution of similar pixel colors in a color image.

In a full color image, a pixel color is generally described using a 24-bit memory
space. There are a total of 224 different possible pixel colors. Before computing
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CSR of an image, the pixels of whole the database images are categorized into
K2 clusters using K-means algorithm [6] according to their colors. The mean of
all the pixel colors in each cluster is considered to be one color value in a color
palette. With K2 different colors, this color palette is used as the common color
palette (CCP ) for all images (including all database images and query images).

Table 2. ACC for K1 = 16, r1 = 2, and different combinations of (δx, δy)

To extract the CSR of an image I, each pixel color C in I is replaced by
the color in CCP that is most similar to C. Every pixel in I was classified into
K2 clusters. Each K2 cluster consists of similar color pixels. Let (xk

i , y
k
i ) be the

coordinates of pixel i in cluster k, and nk be the number of the pixels in the
kth cluster. The CSR of an image I is a K2-dimension array with kth element
CSR[k] defined as the following:

CSR[k] =
∑nk−1

i=1
∑nk

j=i+1

√
(xk

i − xk
j )2 + (yk

i − yk
j )2.

CSR can be used to characterize the spatial distribution of similar color pixels
in an image. With similar color histograms, one image has most of pixels with
homologous colors scattered over the whole image, while other image has most
of pixels of the analogous colors gathering in some small regions. Figure 1 shows
such two images of similar pixel color histograms but different spatial distribu-
tions. Undistinguishable with color histogram method, these two images can be
discerned by their CSR.

4 Image Retrieval System

Regardless the shift variation influence of objects [1], MOCC is useful to de-
scribe the relationship between the color and texture of an image. However, it is
sensitive to the noise variation [1] in images. Given the spatial information of an
image, CSR is highly tolerant to the noise variants, but is also easily affected by
shift variation of objects. Due to significantly complementary, these two features
are integrated to establish a color-space and color-texture based image retrieval
system (CSCT system).
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Table 3. ACC variation with L and r2 for K1=16, (δx, δy)′s=(1, 0)/(2, 0)/(0, 1)/(0, 2)
and various r1

MOCC of the query image Q and one database image D as (μqR
1 , σqR

1 , SqR
1 ,

μqR
2 , σqR

2 , SqR
2 ,· · ·, μqR

K , σqR
K , SqR

K , μqG
1 , σqG

1 , SqG
1 , μqG

2 , σqG
2 , SqG

2 ,· · ·, μqG
K , σqG

K , SqG
K ,

μqB
1 , σqB

1 , SqB
1 , μqB

2 , σqB
2 , SqB

2 , · · · , μqB
K , σqB

K , SqB
K , ) and (μdR

1 , σdR
1 , SdR

1 , μdR
2 , σdR

2 ,
SdR

2 , · · · , μdR
K , σdR

K , SdR
K , μdG

1 , σdG
1 , SdG

1 , μdG
2 , σdG

2 , SdG
2 , · · · , μdG

K , σdG
K , SdG

K , μdB
1 ,

σdB
1 , SdB

1 , μdB
2 , σdB

2 , SdB
2 , · · · , μdB

K , σdB
K , SdB

K ). Here the superscripts q and d stand
for the query and database images; R, G, and B indicate that this feature value
is extracted from the image merely with R, G, or B color components of Q or
D. The subscript i is related to the feature value computed from cluster i. The
definition of the image matching distance ∇MOCC between Q and D based on
the MOCC is shown as the following equation:

∇MOCC = r1

√
∇MOCC

R +∇MOCC
G +∇MOCC

B ,

where ∇MOCC
C =

∑K
k=1[μ

Ck + σCk + SCk], for C = R, G, or B, and

μCk = ( μqk
C −μdk

C

max(μdk
C )−min(μdk

C ) )
r1 ,

σCk = ( σqk
C −σdk

C

max(σdk
C )−min(σdk

C ) )
r1 ,

SCk = ( Sqk
C −Sdk

C

max(Sdk
C )−min(Sdk

C ) )
r1 , and

r1 is a constant. μqk
C , σqk

C , Sqk
C and μdk

C , σdk
C , Sdk

C are the mean, standard, and
skewness of feature values for the kth dimension of MOCC of Q and D, respec-
tively. max(μqk

C ), max(σdk
C ), and max(Sdk

C ), as well as min(μqk
C ), min(σdk

C ), and
min(Sdk

C ) are defined as the maximal and minimal values of μdk
C , σdk

C , and Sdk
C

among images in database for C = R, G, and B.
Considering CSR’s (fd

1 , f
d
2 , · · · , fd

K2
) and (f q

1 , f
q
2 , · · · , f q

K2
) of Q and D, the

image matching distance ∇CSR of Q and D based on CSR is formulated as the
following:

∇CSR = r2

√√√√ n∑
k=1

(
fk

d − fk
q

max(fk
d −min(fk

d ))
)r2 ,
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Table 4. ACC variation with L and r2 for K2 = 20

where r2 is a constant; max(fd
k ) and min(fd

k ) are the maximal and minimal
values among fd

k ’s of all database images.
CSCT image retrieval system combines the MOCC with the CSR to quantize

the similarity of Q and D. Using such retrieval system, one can defines the image
matching distance Dist between Q and D as:
Dist = w1 ×∇MOCC + w2 ×∇CSR,

where w1 and w2 are two given weights. Generally, Dist decreases with increasing
similarity of Q and D. Hence, CSCT approach can deliver the image with the
minimal Dist from the database.

5 Clustering Based Filter

With Fast advancing applications in multimedia field, image retrieval has been
drawn a lot attention due to tremendous various applications in digital library
and multimedia information systems. Efficient image retrieval has been always
demanded for a database holding a huge amount of images. Image retrieval
processes can be speeded up by spending time only on “pre-qualified images”.
A fast clustering-based filter thus has been developed to skip a large number of
unqualified images.

This clustering-based filter can initially classify all database images into G
groups by K-means algorithm based on CSR. The images in the same group
have similar CSR. Let (mi1,mi2, · · · ,miK2) be the average of the CSR’s of all
the images in each group i. (mi1,mi2, · · · ,miK2) is exerted as the respective
feature of the group. mij is the jth value of the respective feature value. mij is
defined as the following:

mij =
1
ni

ni∑
k=1

CSRk[j],
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where ni is the number of images in group i and CSRk[j] is the jth feature value
of the kth image in the group.

For given a query image Q, the clustering-based filter initially computes the
image matching distance∇CSR between the CSR of Q and the respective feature
of each group, and also selects g groups with the minimal ∇CSR. Then the filter
compares Q with each image in those g groups via the corresponding ∇CSR, and
directly deliversNf images in the g groups to CSCT image retrieval system. With
such process, cluster-based filter and CSCT image retrieval system are integrated
as Fast CSCT image retrieval system through the minimal ∇CSR relative to Q.

Provided that nδ different pairs (δx, δy) are assigned to compute the MOCC of
the color image, MOCC and CSR of an image contain 3×3×K1 and K2 feature
values, respectively. Without such filter, it would take time T1 = N×(3×3×K1+
K2) to compute, comparing to T2 = Nf × (3×3×K1 +K2)+GK2 +

∑g
i=1×K2

units distance matching time to answer a query with such a filter. T = T1−T2 =
N×(3×3×K1+K2)−Nf×(3×3×K1+K2)+GK2+

∑g
i=1 ni×K2. The clustering-

based filter divides all database images into G groups using K-means algorithm.
For the convenience of analysis, it is assumed that each of the G groups contains
equal number of images and N is much larger than Nf , that is, gN

G =
∑g

i=1 ni,
and (N − Nf ) ≈ N. T = 9NK1 + NK2 − 9NfK1 − NfK2 − GK2 − gN

G K2 ≈
9K1N +K2N −K2(G+ gN

G ). Thus, T has the maximal value at G =
√
gN , and

N(9K1+K2)
K2

≥ G+ gN
G leads to T ≥ 0.

6 Experiments

In this section, the performances of the CSCT-based image retrieval system were
evaluated with experiments. There are two sets of database images SetD =
{Id

1 , I
d
2 , · · · , Id

1087} and SetQ = {Iq
1 , I

q
2 , · · · , Iq

1087}. Each contains 1087 full color
images. The images in SetD are employed as the database images and those
in SetQ are used as the query images. Some parts of them are drawn out
from animations, where each image pair (Id

i , I
q
i ) are randomly picked up from

a same animation. Most of the animations were downloaded from the web-
sites http://www.mcsh.kh.edu.tw and http://co25.mi.com.tw. Some other im-
ages were downloaded from http://wang.ist.su. du/IMAGE. The rest of images
were scanned from natural images and trademark pictures. Figure 2 shows some
of the query and database images.

In each experiment, every Iq
i is used as the query image. For each query, the

system responds to the user L database images with the shortest image matching
distances opposite to Iq

i . If Id
i exists among the L database images, we say the

system correctly finds the desired image. Otherwise, the system is considered
failed in finding the desired database image. In the following, the accuracy rate
of replying a query will be explained with ACC. Hereafter Space is referred to
the required memory space holding the features of the 1087 database images,
and Time stands for the total time to execute the 1087 queries.

The purpose of the first and second experiments is to study the influence
of MOCC on image querying considering only "MOCC is used to measure the



392 C.-H. Lin, K.-H. Chen, and Y.-K. Chan

similarity of two images. To investigate the performances of the combinations of
(δx, δy), the first experiment is designed as K1 and r1 are set to 16 and 2. The
experimental results were shown in Table 1 and Table 2. The combinations of the
horizontal and vertical textures can generate better ACC as shown in Table 1.
In Table 2, it demonstrates the experimental results that the texture features
are extracted at the horizontal resolution different from the vertical resolution.
The combination of (1, 0) + (2, 0) + (0, 1) + (0, 2) for (δx, δy) also results in the
best performance. Hence, the combination (1, 0)+(2, 0)+(0, 1)+(0, 2) of (δx, δy)
will be applied in the following experiments.

Table 5. ACC variation with L for K1 = 16, (δx, δy) = (1, 0) + (2, 0) + (0, 1) + (0, 2),
r1 = 0.8, r2 = 0.2, K2 = 20, w1 = 0.2, and w2 = 0.8.

In the second experiment, it is to investigate the effect of r1 in image querying
for K1 = 16, (δx, δy)’s = (1, 0) + (2, 0) + (0, 1) + (0, 2). The experimental results
are listed in Table 3. It reveals that a better ACC is given as r1 = 0.8.

It was tested that the image querying influence of r2 in the discernment of
∇CSR in the third experiment. With K2 = 20, ∇CSR only is applied to evaluate
the difference between two images. The results of the experiment are tabulated
in Table 4. Obviously, there is a better ACC obtained at r2 = 0.2.

In the fourth experiment, a probe is designed to evaluate the performances
of CSCT image retrieval system. Based on the parameters K1 = 16, (δx, δy) =
(1, 0)+(2, 0)+(0, 1)+(0, 2), r1 = 0.8, r2 = 0.2, K2 = 20, w1 = 0.2, and w2 = 0.8,
∇CSR and ∇MOCC are merged to measure the difference of two images. The
experimental results are demonstrated in Table 5. It takes running time 102.125
seconds for 1087 queries.

To carefully analyze the efficiency and the retrieving speed of the fast CSCT
image retrieval system, the sixth experiment is carried out using the parameters
K1 = 16, (δx, δy) = (1, 0) + (2, 0) + (0, 1) + (0, 2), r1 = 0.8, r2 = 0.2, K2 = 20,
w1 = 0.2, w2 = 0.8, G = 30, and g = 12. The average accurate rate of 99.36%
for Id

i in the g groups of each query image Iq
i . The average accurate rate of

95.03% for Id
i in the Nf = 160 selected database images. Less than that of

normal CSCT-based method, the consumed time is 20.360 seconds in replying
1087 queries in this sixth experiment. Such results confirm that fast CSCT image
retrieval system run actually faster at a higher average accurate rate. In addition,
it shows that ACC increases with higher L values in Table 6.

Table 6. ACC variation with L for fast CSCT image retrieval system
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In the last experiment, it is to compare the performances of CSCT image
retrieval system with those of the system proposed by Huang and Dai [4]. The
experiment takes 125.584 seconds in processing 1087 queries. Correlating Tables
5 and 7, CSCT-based image retrieval system is much more efficient than Huang-
Dai’s approach [6] in terms of ACC.

7 Conclusions

Two features, MOCC and CSR, are proposed to characterize a color image for
image retrieving approaches. MOCC is used to depict the relationship between
the color and texture, while the CSR is employed to illustrate the spatial dis-
tribution of the pixels with similar color in an image. Since such image features
have individual advantages, both are integrated to form a unique Color-Space
and Color-Texture (CSCT) based image retrieval system. The experimental re-
sults shows that CSCT approach demonstrate much better ACC than that of
the system proposed by Huang and Dai [4]. To further increase efficiency of
CSCT approach, a clustering based filter is developed to pre-sieve out the most
unqualified database images. Furthermore, in terms of efficiency, fast CSCT im-
age retrieval system not only outperformed over Huang-Dai’s systems [4], but
also over normal CSCT method.
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Abstract. One of the most challenging problems in the modern cardiology is a 
correct quantification of the left ventricle contractility and synchronicity. 
Correct, quantitative assessment of these parameters, which could be changed 
in a course of many severe diseases of the heart (e.g. coronary artery disease 
and myocardial infarction, heart failure), is a key factor for the right diagnose 
and further therapy. Up to date, in clinical daily practice, most of these 
information is collected by transthoracic two dimensional echocardiography. 
Assessment of these parameters is difficult and depends on observer 
experience. However, quantification method of the contractility assessment 
based on strain and strain analysis are available, these methods still are 
grounded on 2D analysis. Real time 3D echocardiography gives physicians 
opportunity for real quantitative analysis of the left ventricle contractility and 
synchronicity. In this work we present a method for estimating heart motion 
from 4D (3D+time) echocardiographic images. 

1   Introduction 

Together with techniques based on electrocardiography, ultrasonographic examina-
tion of the heart (echocardiography) is one of the most frequent used methods of the 
heart’s examination. Using this modality, vital information about  morphology and 
hemodynamics of the heart could be collected by simply, bedside assessment. 
Echocardiography, even real time 3D, is relatively inexpensive (when compared to 
CT or MRI) data acquisition technique. In clinical practice the analysis of the data 
mainly relies on the visual inspection of the acquired views and on the physicians 
experience. Such methods lead to a qualitative and subjective assessment without 
taking into account individual quantitative information included in images. Another 
problem of the echocardiographic analysis are artifacts from the thorax (e.g. 
emphysema), which could cause in 5-10% of patients echocardiography is not useful. 
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To reveal all these vital information and decrease information noise, automated 
computer-based analysis is highly desirable. 

Recently, methods were proposed in the literature for the reconstruction of heart 
motion from 4D ultrasound images. For the left ventricle segmentation surface based 
methods (using shape and motion constraints) have been proposed [1] to deal with 
speckle noise in the echocardiograms. Biomedical models have been also investigated 
for the modeling of cardiac cycle [2]. In [3], an anisotropic filtering and gradient 
computation in a cylindrical geometry were used in the model based segmentation 
approach.  

In this work we present a novel approach to describe global left ventricle  function 
from the 3D echocardiographic image sequences. In the first step images are filtered 
using 4D anisotropic diffusion. After that, non-rigid registration of the 3D time 
sequence is performed to obtain the description of deformation field. Non-rigidly 
registered images are used to compute an average 3D dataset. The next phase consists 
of the shape and texture based segmentation followed by a triangulation step resulting 
in the 3D surface model. In the final step deformation operator is applied to the 
surface model in order to recover the time motion of the heart. In the following 
sections all of the algorithm phases are described in details and applied to the left 
ventricle. 

2   Filtering of the Echocardiographic Time Sequence 

The interpretation of the content information in ultrasound images is very challenging 
task because of the low image resolution and because of the presence of the  speckle 
noise. A number of  techniques have been proposed to remove the noise and to 
improve the ultrasound image quality including median filtering, adaptive weighed 
median filtering,  temporal averaging, temporal dilatation (maximum amplitude 
writing). However, such techniques often  tend to degrade image - displace, blur or 
round boundaries. They can also suffer from insufficient denoising or large 
computational cost. In our work we have decided to use computationally efficient 
filter based on an anisotropic diffusion [4]. The main concept of the anisotropic 
diffusion in image processing raised from an analogy with fluids diffusion. The fluid 
concentration can be seen as image intensity I and it is evolving toward an 
equilibrium state according to the equation:  

)),,,((
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Itzyxcdiv
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tzyxI ∇=
∂

∂
(1)

where ),,( zyxc  is the conductivity coefficient. In the original work authors 

proposed selection of the conductivity coefficient dependent of the image structure  
(as the function of the image gradient magnitude I∇ ):  

),,,(),,,( tzyxIgtzyxc ∇= (2)

Different diffusion functions g have been proposed. The most commonly used for 

the filtering of echocardiographic images is the diffusion function proposed in [5]: 
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where λ  is the gradient threshold which defines boundary points (the gradient 

magnitude values above λ  are considered as boundary). This function acts as an 
edge-enhancing filter with the low diffusion values at the boundary points and with 
high values in the smooth areas. As the diffusion evolves in time, the magnitude of 
the gradient at the boundaries is getting higher. Because of that, the value of threshold 
should increase in every iteration. In our work we use a linear model for the gradient 

threshold value: att += 0)( λλ , where 0λ is an initial value, a is the positive 

constant ant t  represents the time step of the single iteration in the diffusion process. 
In our work we deal with the time sequence of 3D ultrasound data. Because of that, 

we have decided to take into account in the diffusion process also temporal 
consistency of the acquired data. To extend the diffusion algorithm to the fourth 
dimensional block of data with the time taken as fourth dimension we express 
Equation (1) in the following form:  
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The results of the 4D filtering of echocardiographic images are shown in the Fig. 1. 
It may be observed that such filtering drastically reduces the speckle noise and 
enhances the structure boundaries. The speckle noise may lead to partial disappearing 
of the image boundaries and then time diffusion may help to recover some of  the 
missing boundary parts.     

Fig. 1. The 4D anisotropic diffusion in the echocardiographic images of the heart. Left: original 

3D image frame. Center – 3D diffused image ( 0λ =5.0, a =10, tΔ =0.05, 15 iterations).

Right – 4D diffused image (same parameters). 
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3   Recovering the Deformation Field 

It is important to model the motion of the heart taking into consideration individual 
patient specific anatomical features. In order to achieve realistic motion we have to 
extract heart dynamics by studying 3D movement of a corresponding anatomy 

between the reference frame (at time 0T ) and the following frames ( 81 TT − ). We 

recover the transformation that aligns the reference frame with all the other frames by  
using  intensity based 3D volume registration (see Fig. 2). Such approach relies on an 
elastic transformation which allows to model local deformation of spatial objects. 
Therefore, it is difficult to describe the local deformation via parameterized 
transformations. The method of choice is usually FFD (free-form-deformation) 
method [6] which is commonly used as a powerful modeling tool for 3D deformable 
objects. The basic idea of FFD is to deform an object by manipulating an underlying 
mesh of control points. The manipulated lattice determines the deformation function 
that specifies a new position for each point of the deformed surface. Final and 
completely combined deformation consists of global transformation (rigid or affine) 
and local deformation [7]: 

)()()( pTpTpT localglobal +=   where  ),,( zyxp =
(5)

Fig. 2. Registration scheme of the 3D cardiac cycle sequence images T1 –T8 to the reference 
frame T0. The goal of the proposed method is to recover the deformation field D1-D8 using 
FFD based elastic registration. 
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In this work, we decided to use FFD model based on a B-splines which have good 
localization properties. To calculate such deformation, the domain of the object 
volume is defined as: }0,0,0|),,{( ZzYyXxzyx ≤≤≤≤≤≤=Ω ,

where X , Y and Z denote object resolution. Let Φ  denote a zyx nnn ××  mesh of 

control points kji ,,φ  with the uniform spacing. The FFD can be written as the 3D 

tensor product of the 1-D cubic B-splines: 

nkmjli
i j k

kjilocal wBvBuBpT +++
= = =
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3

0

3

0

3

0

)()()()( φ (6)

where u , v  and w  are the relative positions of  p with respect to the nearest 64 

control points and iB  represents the i -th basis function of the cubic B-spline. The 

number of parameters to be optimized is equal to 3 times number of control points in 
the lattice. Because of good localization property of B-spline functions optimization 
procedures can be applied locally. This allows for acceptable running times even for 
very dense lattices. In our work we use normalized mutual information similarity 
function [8]: 

),(

)()(
),(

RIFIh

RIhFIh
RIFINMI

+= (7)

where RI represents the reference image and FI  represents the floating image, 
)(FIh , )(RIh and ),( RIFIh  are  the single and joint entropies [9]. For the 

minimization of the selected similarity measure we use the Powell’s algorithm [10].  
In order to deal with large displacements in the registration process, we use a 

classical incremental multi-resolution procedure. At the coarsest level (grid size 
888 ×× , data is scaled down by the factor of 8) we can model the maximum 

allowed deformations. At the final level ( 323232 ××  grid with the full 3D image 
resolution) we are able to model small deformations to fine-tune the r quality.

After obtaining the 3D frames of the deformation field we are able to describe 
motion of the whole matter in the volume object. At this point our goal is to define the 
shape of the object of interest and apply recovered deformation to visualize the 
motion in the cardiac cycle.

4   Segmentation Procedure 

The first step of the segmentation procedure involves noise removal from the original 
data using time averaging technique (see Fig. 3). The deformation field frames are 

used to generate new datasets elastically aligned with the reference frame 0T . After 

this step an average dataset from the reference  frame and all the deformed datasets 
are created. The noise located in the datasets is smoothed, while the boundaries of the 
image structures are preserved. When there is no noise correlation between time 
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frames the process of averaging N  frames results in decreasing of noise level 

N times. 
The segmentation step is performed using an averaged dataset. In our work we 

decided to use deformable boundary approach for the segmentation procedure. The 
selected method uses energy function consisted of texture based and shape based 
terms as proposed in [11].  In this algorithm, starting from an initial estimate (in the 
presented case we used hand-drawn mask created with 2D ellipse tool), a deformable 
model evolves under the influence of the defined energy to converge to the desired 
boundary of an image structure object. The model deformations are efficiently 
parameterized using the B-spline based Free Form Deformation (see Equation 6).  

The texture energy term is calculated using non-parametric Gaussian kernel based 
method which, in opposite to standard statistical parameters like mean or variance, is 
more generic and can represent more complex intensity distributions. An initial 

estimate bounded region MΦ  is used to select the corresponding intensity region of a 

source image MR . This region is used to generate 3D texture-intensity energy map 

(see Fig. 5) which represents the probabilities of the intensity values i  being 
consistent with the model interior using equation: 
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where )( MRV  is the volume of MR  and σ  is the standard deviation of the 

Gaussian distribution. 

   REF             D1                      D2       DN

+ + +...+

Fig. 3. Time averaging of the reference 3D frame with elastically registered all the other 
frames. Top: volume rendering of  the reference frame and registered data together with the 
deformation field (represented by deformed wire frame grid). Bottom: averaged dataset (2D 
cross-sections and 3D slices). 
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Many different energy functions may be calculated on the basis of texture intensity 

maps. In our work we have formulated texture energy term TE as the Shannon’s 

entropy using actual texture map which gets automatically updated while the model 
deforms. 

The shape energy term takes into account gradient information available in the 
source image. After 3D filtering of the source image (using 3D anisotropic diffusion 
for edge enhancement purpose) Canny-Deriche's 3D boundary detection filter [12] is 
applied (see Fig. 4). In the next step 3D Euclidean distance map is generated which 
assigns to all of the image voxels distance value from the nearest voxel that belongs to 
the extracted boundaries. The important feature of the generated distance map is that 
it may help the deforming model to evolve towards the boundaries. The shape energy 

consists of two terms concerning interior IE  and the boundary BE of the deformed 

model. The aim of the interior term is to minimize the sum of squared distances 

between the implicit shape representation in the model interior NΦ  (which is 

actually the signed distance calculated using generated distance map with the negative 
values assigned to all voxels that do not belong to the model) and the underlying 

distance value DΦ :

Φ−Φ=
MR DM

M
I dxxx

RV
E 2))()((

)(

1
(9)

The role of optimization procedure is to minimize this term – to deform the model 
along the gradient direction. Such process may result in either shrinking or expanding 
of the model. Such process is similar to the existence of two way balloon forces 
included in more sophisticated and time consuming segmentation schemes 
[13][14][15]. This energy term can attract the deforming model towards the 
boundaries from far away locations. However it may be insufficient when small 

unwanted edges are situated inside the model. Introduction of the BE  energy term 

makes deformation more robust in such cases: 

∂
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1
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Fig. 4. 2D cross-sections of the Euclidean distance map dataset (brighter intensities represent 
higher values of the distance measure) together with the 3D edges generated using Canny-
Deriche's 3D algorithm 
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where MR∂  is the set of the boundary voxels. This term has also one additional 

advantage, it may prevent leaking of the deforming model through small holes within 
boundaries. It constrains the model to go along the shortest-geodesic path in the 
distance map.  The complete energy functional is than defined as: 

BIT EEEE γβα ++= (11)

where γβα ,,  are positive constants which in our approach are selected manually 

depends on the image content. An example of the described segmentation process of 
the left ventricle is presented in Fig. 5. As the last step of the segmentation procedure 
the morphological closing operator to ensure smoothness of the boundary is applied.  

5   Motion Reconstruction of the Left Ventricle 

After the segmentation procedure we are able to create triangle surface which 
represents an object of interest. This procedure is followed by mesh smoothing to 
obtain more realistic looking surface. As the last step the deformation field operator to 
generate the deformed surface frames is applied. Such approach has an important 
point-to-point correspondence feature which allows interpolation between 
deformation field frames in order to obtain smooth motion. Together with the motion 
visualization we were able to compute some important features of beating heart.   

Fig. 5. Segmentation of the left ventricle from echocardiographic images. Algorithm converged 
to the minimum of the energy functional after 12 iterations. First three columns (from the left) 
present evolution of deformable segmentation from three different orthogonal perspectives. The 
last column presents 2D views of the texture-intensity energy map generated using evolving 
model. 

I0

I1

I4

I8

I12



402 M. Chlebiej et al. 

Table 1. Statistical parameters (volume and max displacement) calculated using generated 
surface frames of the cardiac cycle 

T0 T1 T1 T3 T4 T5 T6 T7 T8

volume[ml] 161.9 180.2 183.9 183.6 182.3 181.1 177.4 177.0 176.3 

maxd [mm] 0 4.64 6.53 6.62 7.89 5.95 5.41 4.73 2.63 

The deformed in time triangle meshes allowed us to compute changes in volume of 
the left ventricle (see Table 1). We were also able to localize the regions with the 
highest deformations  as it is presented in the Fig. 6. 

6   Conclusions and the Future Directions 

In this paper we have proposed an approach of the dynamic heart model generation 
from the 4D echocardiographic image. We have presented the preliminary results 
which are very promising. Currently we are working on the improvement of the most 
crucial stages of the method. All of the algorithms which operate on voxel 
neighborhood are calculated in Cartesian coordinates. 3D echocardiographic images 
are generated in the cylindrical or spherical coordinates. This fact  should be taken 
into consideration in the interpolation, filtering or gradient computation. The elastic  

Fig. 6. Reconstructed cardiac cycle of the left ventricle. The diagram presents the deformation 
in time of the reference surface (visualized also in the center of the diagram in the wire-frame 
form). Color texture on the frames represent the displacement level of the heart wall. 

7.89 mm 

0.0 mm 



 Generation of Dynamic Heart Model Based on 4D Echocardiographic Images 403 

registration procedure is also extensively investigated.  The work on the acceleration 
of the registration process and further testing of other similarity measures is also in 
progress. In the described segmentation procedure it is desired to select automatically 
weights for the energy terms. The definition of the texture energy term needs also to 
be further investigated. 
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Abstract. Most existing methods for content-based image retrieval handle an 
image as a whole, instead of focusing on an object of interest. This paper 
proposes object-based image retrieval based on the dominant color pairs 
between adjacent regions. From a segmented image, the dominant color pairs 
between adjacent regions are extracted to produce color adjacency matrix, from 
which candidate regions of DB images are selected. The similarity measure 
between the query image and candidate regions in DB images is computed 
based on the color correlogram technique. Experimental results show the 
performance improvement of the proposed method over existing methods.  

1   Introduction 

Most of existing content-based image retrieval systems show some good results [1-6]. 
But in most cases, they use whole images instead of focusing on the regions of 
interest. Therefore, the systems may produce undesirable retrieval results because of 
the errors caused by backgrounds. In this paper, we propose an image retrieval 
method, where an object of interest is used as a query and the retrieval result is 
candidate regions in DB images where the object exists. 
    This paper is organized as follows. Section 2 introduces related works. Section 3 
describes the proposed method. Experimental results are given in Section 4, and 
Section 5 concludes the paper. 

2   Related Works 

Color information in color images is a significant feature for content-based image 
retrieval. Because color features have very important low-level information, which is 
insensitive to noises or complexity of background, they have been used for robust 
retrieval against translation, rotation, and scaling. 
    One of significant works in color-based retrieval was done by Swain and Ballard 
who proposed color histogram intersection technique[7], where the similarity measure 
is the distance between a query image histogram and a DB image histogram. This 
method has been widely used since it is simple and the computational requirement is 
low. However, it may produce dome erroneous results since the histogram does not 
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include any spatial information. To solve this problem, Huang proposed color 
correlogram method that includes spatial correlation in color information [6]. Even 
though the performance of this method has been improved, it is inappropriate for 
partial matching since it computes the similarity using whole images. Das proposed 
an image retrieval system (FOCUS) to find regions of interest in DB images, which 
contain the query object [8]. 

3   Proposed Method 

The method proposed in this paper consists of the following steps. 

For query image, 
Step1. Segment the image and extract the object of interest 
Step2. Determine dominant color from extracted object 
Step3. Compute color correlogram and construct color adjacency matrix (CAM) 

For DB image, 
Step1. Segment the image and extract dominant colors 
Step2. Extract color pairs 
Step3. Determine candidate regions by CAM 
Step4. Compute color correlogram 
Step5. Compute the similarity between query image and candidate regions 

extracted from DB images using color correlogram 
 

Fig. 1 shows the overall flowchart of the proposal scheme. 

3.1   Image Segmentation and Object Extraction 

From a given query image including the object of interest, the image is first 
segmented. Then by selecting the regions of interest, the object is identified. We use 
the image segmentation algorithm proposed by Demin Wang [9]. This algorithm is 
known to be an efficient algorithm in terms of computation time and performance. 
Fig. 2 shows the original image and the segmented image. 

To generate the object of interest from the segmented image excluding background, 
the user selects the regions of interest. Then the selected regions are merged into one 
region. Fig. 3 shows the image containing the object of interest without background. 

3.2   Dominant Color Extraction 

The dominant color which is one of MPEG-7 color descriptors is useful when several 
colors or a specific color sufficiently represent either a whole image or a partial image 
[10]. In this paper, dominant color is used as a feature to represent each segmented 
region. The dominant color of a region is defined as the maximum bin of color 
histogram. 
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Fig. 1. Overall flowchart 

               
(a)                                               (b) 

Fig. 2. Segmentation result. (a) Original image, (b) Segmented image. 

3.3   Color Adjacency Matrix (CAM) 

Objects in images usually have some colorful flat regions adjacent to each other, 
which produces some spatial information about the object of interest. Examples of 
those images include the ones in the FOCUS system [8]. We mainly focus on the 
characteristics of those adjacent regions. Along the boundaries of these adjacent 
regions, we extract color adjacency information and utilize color pairs which can be 
extracted from the color adjacency.  
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Fig. 3. Result of object extraction 

In order to extract color pairs, we use 3x3 mask at each pixel. Among the pairs of 
the center pixel and its neighbors, the pair with the maximum color difference is 
defined as “color pair”. When the color difference is over a threshold value, it is 
defined as an “edge”. Color pairs can be identified by computing the color vector 
angular distance (CVAD) [11,12]. Many researchers have studied the measures based 
on the angle of a color vector, which produces perceptually admirable retrieval results 
in RGB domain. Regarding the color vector angular distance it is known that the 
angular measures are chromaticity-based, which means that they operate primarily on 
the orientation of the color vector in the RGB space and are robust against intensity 
changes [13]. Among these measures, we choose vector angle-based distance measure 
proposed by Androutsos. It is a distance measure based on the angular distance 
between two vectors. Also, it is a combinational distance measure, which is composed 
of an angle and magnitude [13]. CVAD measure is shown in equation (1), 
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where xi and xj is three-dimensional color vector of the center and its neighbor, 
respectively. The normalization factor of 2/π in angle portion is attributed to the fact 
that the maximum angle which can possibly be attained is π/2. Also, the 22553 ⋅  
normalization factor is due to the fact that the maximum difference vector which can 
exist is (255,255,255) and its magnitude is 22553 ⋅ . Extracting color pairs using 
equation (1), we can make the color adjacent matrix (CAM). We utilize not every 
color pair but some of them. Therefore, we have to choose color pairs to be used as a 
feature, prior to making CAM. We choose color pairs when the number of 
corresponding color pairs exceeds a threshold value. The threshold values are 
determined by experiments. In order to determine color pairs, we use equation (2). As 
shown in equation (2), the element of each color pair in CAM is assigned 1 or 0.  
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Where N(Ci, Cj) is the number of color pairs (Ci, Cj) and Th is a threshold value. Fig. 2 
shows how color pairs are extracted and how CAM is constructed by equation (2). 

3.4   Candidate Region Extraction 

Given color adjacency matrix for the query image, we search for candidate regions in 
DB image, where the object of interest may exist. After segmenting a DB image, each 
segmented region is assigned a dominant color. Each pair of adjacent regions are 
selected as candidate regions if color adjacency matrix of query image with 
corresponding dominant color pair is equal to 1. Fig. 4 shows how the candidate 
regions are extracted from DB image. 

 

Fig. 4. Candidate region extraction 

3.5   Color Correlogram 

Among the candidate regions in DB image, the similarity between the query image 
and each candidate region is computed by using color correlogram [6]. Color 
correlogram expresses how the spatial correlation of pairs of colors changes with 
distance. Color correlogram is given by equation (3). 
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Here I is an n x n image. Colors are quantized into m colors c1, c2, c3, … , cm . For a 
pixel p = (x,y) ∈  I,  I(p) denotes its color.  Ic   ≡     {p | I(p) = c}. Given any pixel of 
color ci in the image, γ(k)

ci,cj  gives the probability that a pixel at distance k away from 
the given pixel is of color cj. 

3.6   Similarity Measure 

To determine the similarity between a query image and DB images, the metric given 
in equation (4) is computed. 
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Where I is the query image, I’ is a DB image, and d is the distance between pixels. 
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4   Experimental Results 

For the experiment, FOCUS DB images which include 25 query images are used [2]. 
We evaluate the performance in terms of object extraction and image retrieval. Fig. 5 
shows some query images used in the experiment. 

 

Fig. 5. Some of the query Images 

To evaluate the performance of the retrieval, we use the ANMRR metric that is the 
performance measure of MPEG-7 standards for color and texture, which is computed 
by equation (5) [14]. 

In equation (4), NG(q) implies the number of images in each category, GTM 
represents the largest number among NG(q)’s, and Q represents the number of query 
images. 
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ANMRR is a normalized measure for the average ranking and the value is always 
between 0 and 1. The smaller the ANMRR, the better the performance. 

As shown in Table 1, the average performance of the proposed algorithm has been 
improved by 12% over DAS method. 
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Table 1. Performance comparison(ANMRR) 

Method ANMRR 

FOCUS 0.313 

Proposed Method 0.276 

5   Conclusions 

In this paper, we proposed an object-based image retrieval method using dominant 
color pairs. Query image is constructed by selecting regions of interest after the image 
is segmented. From the segmented query image, we extract dominant color pairs 
between adjacent regions at the boundary and we compose color adjacency matrix. 
From DB images, we extract candidate regions by using color adjacency matrix 
composed from the query image. To measure the similarity between the query image 
and candidate regions in DB images, the color correlogram technique is used. By 
Experimental results, it has been shown that errors caused by background colors have 
been reduced, resulting in the performance improvement over the existing methods. 
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Abstract. Real-time object tracking is recently becoming very important in
many video processing tasks. Applications like video surveillance, robotics, peo-
ple tracking, etc., need reliable and economically affordable video tracking tools.
Most of current available solutions are, however, computationally intensive and
sometimes require expensive video hardware. In this paper, we propose a new
object tracking algorithm for real-time video that relies in the combination of a
similarity measure with an euclidian metric. This approach infers the trajectory
of a moving object by applying a very simple optimization method which makes
the tracking algorithm robust and easy to implement. Experimental results are
provided to demonstrate the performance of the proposed tracking algorithm in
complex real-time video sequence scenarios.

1 Introduction

Real-time vision is an ideal source of feedback for systems that must interact dynami-
cally with the real world. Current applications for real-time vision tracking of moving
non-rigid objects range from traditional problems, such as robotic hand eye coordina-
tion and robot navigation to more recent areas of interest, such as surveillance, face
recognition, user interface, video compression, etc. Most of these tasks are generally
involved in very complex environments, making the process a challenge for the vision
research community. The main challenge in designing a robust visual tracking algo-
rithm is the inevitable variability in the images of the tracked object over time. Various
factors can be responsible for such variations, e.g., changes in the viewpoint or illumi-
nation, agile motion, change in shape, object reflectance, or partial occlusions of the
target. Under these conditions, therefore, it may be very difficult to detect and track an
object in a video sequence or image frames.

This paper presents a simple but robust real-time tracking algorithm based on rep-
resenting objects through their color statistical distributions. This approach will prove
to be robust to environment changes such as partial occlusions, affine transformations
[1], variations in illumination, and changes in the camera positions. To track a moving
object, identified previously, we use the histogram [2] as the distribution model that
will characterize the target object; however, a good approximation depends on the un-
derlaying metric that one uses to define the quality of the approximation. The main
contribution of this work relies then in the distance expression used to locate the target.
This distance combines a similarity measure with an euclidian metric, such distance
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combination will prove to yield error surfaces with helpful features. These features will
then be exploited to find the next object-target position applying a very simple and
fast optimization method. The simplicity of the method proposed here and the experi-
mental results indicate that the suggested tracking algorithm is robust and efficient to
several environmental changes. Moreover, this algorithm requires minimal and inex-
pensive video equipment for its implementation. During the experiments, a basic and
inexpensive web-cam that records 20 frames per second was used.

Related research works to the approach presented in this paper include the contin-
uous adaptive mean shift system [3], called CAMSHIFT, which is proposed for face
tracking. In [4], Comaniciu et al. proposed a real-time tracking algorithm for non-rigid
objects that considers the use of a color histogram to model the target-object. Based
on this color histogram, a similarity measure using the Bhattacharya coefficient is per-
formed between the target object and the candidate object distribution. Other related
work is presented in [6], where the Kullback-Leibler distance is used to yield the error
surfaces in the tracking algorithm; in this work, a trust-region method is applied to solve
the optimization problem.

The rest of the paper is organized as follows. The problem formulation and mathe-
matical notation are presented in Section 2. Section 3 introduces the proposed tracking
algorithm. The integration and set up of the experiments are discussed in Section 4.
Performance evaluation of the tracking algorithm and some results are also presented
in Section 4. Finally, some conclusions are drawn in Section 5 with a short remark on
future work.

2 Problem Formulation

The primary goal of this work is to track a moving object that may be non-rigid, with
different colors and/or texture patterns. It is then considered that an object may have
different colors, texture patterns, partially occluded or changing its position by rotating
in depth or changes in camera position. In order to capture the characteristics of this
complex environment, we make use of a histogram representation of the target object
given by its RGB color probability distribution. Following this, the color space is di-
vided into n bins, where a single-valued bin function b is defined by the pixels’s RGB
values as b : y �→ {1, ..., n}where y is any pixel’s coordinates (x, y) in the image. Thus
an object can be represented by its color distribution using a color histogram. To char-
acterize the object of interest inside the scene, we defineA(x) as a square area centered
at the pixel position x. The area A(x) represents the target-object in the current frame
of a video sequence. Thus the object color probability distribution can be defined as

px(u) =
∑

y∈A(x)

δ(b(y)− u) (1)

where δ is the Kronecker delta function. Assuming that the target probability distrib-
ution does not change in subsequent frames, we can simplify its notation to p(u). In
the same way, the probability distribution of an area enclosed by A(x) in subsequent
frames is defined as

qx(u) =
∑

y∈A(x)

δ(b(y)− u). (2)
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Using the above definition, the tracking problem can be transformed to a search prob-
lem where the distance function is given by f(x) = D(p, qx), where D(p, qx) can
be interpreted as a measure of similitude between p and qx. It is important to high-
light the fact that such distributions can be seen as vectors in a n-dimensional space.
Notice that each component of these vectors denotes the bin-value of the histogram,
therefore, it will always be zero or greater than zero. There exist different types of
measures to compute similarity between a target distribution and candidate distribu-
tions. Among these distance functions are for example, the Kolmogorov-Smirnov (KS)
distance [7] defined as DKS(p, qx) = maxu |p(u) − qx(u)|, the Bhattacharya (BC)
coefficient [6], DBC(p, qx) =

∑n
u=1

√
p(u)qx(u), and the Kullback-Leivler (KL) dis-

tance [6], D(p, qx) =
∑n

u=1 p(u) log(p(u)/qx(u)) . Once a distance measure function
is obtained, the tracking problem becomes an optimization problem formulated as:

x̂ = arg min
x

f(x). (3)

From (3), it is evident that the performance of a tracking algorithm depends on the
distance surface and the optimization method applied.

3 Tracking Algorithm

For tracking a moving non-rigid object in video, detecting the shape and position of the
target is the primary task. Since the shape is subject to projections from a 3D space to
a 2D image space, objects may suffer of some deformation due, principally, to affine
transformations, then it is fundamental to search for a tracking method which must be
robust to such transformations. In this section, we propose a novel tracking algorithm
based on a hybrid distance function that combines a similarity measure and an euclidian
metric. This hybrid distance function aims to provide a similarity measure between
two object distributions which can be ”robust and efficient” to different changes in the
environment.

In what follows, we describe the proposed hybrid distance measure. In order to pro-
vide a measure of similarity, we also use the histogram representation but unlike other
approaches, the normalized cross-correlation between the target-object histogram and
the candidate region histogram is considered. Recall that a histogram can be seen as a
vector, therefore, we define the normalized cross-correlation distance as

D1(p, qx) = (1− pT qx

‖p‖‖qx‖). (4)

It is important to emphasize that (4) provides a measure that does not depend on the his-
togram’s magnitude. This consideration aims to avoid the problem of scaling, leaving
only the angle information available in the inner product between two regions’ his-
tograms. Therefore, any change in the target-object histogram (vector) magnitude will
have little effect in the distance measure defined in (4). Notice that D1(p, qx) will be
always positive or zero, and will have a minimum value when p and qx are collinear.

Towards a better understanding of this measure we show the following experiment.
It consists on representing an object histogram pattern by a random vector. Aiming
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Fig. 1. Pattern and Random Histograms

to emulate the scaling effect and small variations on an object histogram, other five
different random vectors are considered with the following characteristics: i) each ele-
ment on each vector is considered to be a random variable with uniform distribution in
the interval [0, 5], and ii) the random vectors are generated such that the angle, θi, be-
tween each random vector and the object-histogram vector satisfies that cos(θi) > 0.95,
i = 1, 2, ..., 5. Each element of the object histogram is also generated as a uniform
random variable with a distribution on [0, 5]. An outcome of this experiment is pre-
sented in Figure 1. Notice how the shapes of the histograms follow the shape of the
object histogram pattern. All vectors having the same angle with the pattern vector
can be interpreted as points lying on the surface of a hyper-cone around the pattern
vector, then their distance measure using (4) would yield similar values. These dis-
tance values will create a distance surface with undesired flat regions as it will be
shown later. Due to these flat regions on the distance surface generated by (4), it can
mislead the optimization methods, principally gradient-based methods. Therefore, an
extra euclidian distance (ET) term is incorporated in (4) resulting in a new distance
function

D2(p, qx) = (1− pT qx

‖p‖‖qx‖) + λ‖p− qx‖ (5)

where λ controls the contribution of the ET term in (5).
Another consideration that has to be taken into account is the effect yielded by an

object that gets close to the camera or it moves away from it. From the histogram view-
point, these two effects may be interpreted as the representation of two different objects,
therefore, to mitigate these effects we define λ to be a parameter that depends on the
angle between p and qx. The final distance measure function can then be rewritten as

D3(p, qx) = (1− pT qx

‖p‖‖qx‖)(1 + λ‖p− qx‖). (6)
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Fig. 2. Ball’s location: a) initial position and b) final position

To compare this new Similarity/Euclidian distance function (SE) with those de-
scribed in the previous section, the following experiment is carried out. This experiment
consists in moving a ball over an area with an homogeneous surface and color changing
background, see Figure 2. To run this experiment, the ball’s position is captured in two
time instants. The initial and final positions are shown in Figure 2 a) and b) respectively.

Figure 3 shows the surfaces computed using the distance functions KS, BC, KL and
the proposed SE distance. The target distribution is set to be the pixels belonging to the
area containing the ball. Analyzing these surfaces, it is observed in Figure 3 a) that the
KS distance presents a non-flat surface around the initial ball’s position with many pro-
nounced local-minimal. The characteristics of this surface indicate that finding a global
minimum represents a very difficult task due to the fact that an optimization algorithm
may get trapped very easily in a local minima. In contrast, the BC and KL distance
present many flat regions, making difficult the optimization process to any algorithm
based on gradient information, see Figure 3 b) and c). In [6] a tracking algorithm is
presented based on the KL distance and comparisons are made with the Mean-Shift
tracker [4]. In [6] a trust-region optimization method [8] is employed, obtaining, in
some cases, similar results that the Mean-Shift algorithm. The principal reason of using
this type of optimization methods is due to saddle points yielded by the BC and KL
distances, as shown in Figure 3; although these optimization methods can avoid saddle
points, the implementation is more complex and requires generally expensive equip-
ment with high frame rate per second. Finally, Figure 3 d) presents the surface yielded
by the proposed SE distance. The principal characteristics of this surface are that it is
smooth and has very few flat regions, compared to the BC and KL distances. This plot
also shows a prominent slope toward the region with minimal value, where the maxi-
mal correlation exists. Due to these properties, a very easy and fast optimization method
may be envisaged to find the target position in subsequent frames.

3.1 Optimization Algorithm

The optimization problem described in the previous section involves to find the global
minimum on the surface generated by the SE distance. Since the structure of this
particular global optimization problem is too complex to apply analytic optimization
approaches, we consider the implementation of the Nelder-Mead (NM) optimization
algorithm [9]. Although this algorithm provides a weak asymptotic guarantees, it
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Fig. 3. a) KS, b) KL, c) BC and d) SE distance surfaces

generates a near-optimal solution quickly making the implementation fast and simple.
This method attempts to minimize a scalar-valued nonlinear function using only func-
tion values, falling in the class of direct search methods. The NM method maintains at
each iteration a nondegenerate simplex, a geometric figure in n dimensions of nonzero
volume that is a convex hull of n + 1 vertices. In our case, the function values are the
SE distance which depend on the pixel position x = (x, y) of a center windowA(x), so
that a convex hull has only 3 vertices. Each iteration begins with a simplex, specified by
its 3 vertices and associated function values, then one of more test points are computed,
along with their functions. The iteration terminates with another simplex in which at
least a point of the vertices is better or equal, in terms of function values, to the last ones.

The NM algorithm has four main parameters: reflection (�), expansion (χ), contrac-
tion (γ), and shrinkage (σ). Typical values of these parameters are: � = 1, χ = 2, γ =
1/2, σ = 1/2. The outline of a single iteration of the NM algorithm can be summarized
as follows:

1. Order. Order the n+1 vertices xi to satisfy that f(x1) ≤ f(x2) ≤ ... ≤ f(xn+1).
2. Reflect. Compute the reflection point as xr = x + �(x − xn+1), where x =∑n

i=1 xi/n is the geometric center of a polygon calculated as the average location
over n vertices. The worst point is excluded. For simplicity, lets define fr = f(xr)
and fi = f(xi) for i = 1, 2, ..., n+ 1. If f1 ≤ fr ≤ fn accept the reflection point
xr and terminate the iteration.

3. Expand. If fr ≤ f1 (the best point in the simplex), compute the expansion point
xe = x +χ(xr − x) and evaluate fe = f(xe). If fe ≤ fr, accept xe and terminate
the iteration; otherwise (if fe ≥ fr), accept xr and terminate the iteration.
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4. Contract. If fr ≥ fn, the algorithm performs a contraction operation between x
and the better between xr and xn+1. If fn ≤ fr < fn+1, an outside contraction is
performed, i.e. xoc = x − γ(xr − x) and evaluate foc = f(xoc). If foc ≤ fr, it
accepts xoc and terminate the iteration; otherwise, go to next step (shrinkage).

On the other hand, an inside contraction xic = x − γ(x − xn+1) is performed
when fr ≥ fn+1, then evaluate fic = f(xic). If fic ≤ fn+1, accept xic and
terminate the iteration; otherwise, go to step 5.

5. Shrinkage. Evaluate f at the n points vi = x1 + σ(xi − x1), for i = 2, ..., n+ 1.
These points are the new vertices of the simplex in the next iteration.

3.2 Object Tracking Optimization Procedure Via NM Algorithm

Given the color distribution p of the target-object and its pixel position x0 in the pre-
vious frame, we can use the NM algorithm to solve the search problem formulated
in section 2. Therefore, the procedure to get an estimate of the object location in the
current frame can be divided into three main steps:

1. Define the vertices of a simplex at the locations x0, x0 − (0, d)T , x0 + (d, 0)T

where we set the value of d equal to 5 (pixels).
2. Iterate n times the NM-Algorithm, beginning with the simplex defined in step 1,

and using as function the SE distance in (6) at the different points of the vertices.
After the iterative process is finished, the new target object position is set to be the
best vertex of the last simplex found.

3. Set x0 the best point found in the last simplex, get the current frame, and go to 1.

4 Real-Time Implementation and Experimental Results

To verify and test the proposed tracking algorithm, some real-time experiments have
been conducted. The experiments are carried out using a basic web camera with a max-
imum frame rate of 20 frame per second (fps). The camera has been connected via
an USB port to a PC with a 3.0 GHz Xeon (TM) CPU running under a Microsoft
Windows XP operating system. We have implemented all camera interfaces, image
processing routines and optimization algorithm using the JAVA language (TM). It is
important to highlight that in order to show the simplicity and easy implementation, we
have employed a conventional and inexpensive vision equipment. Moreover, our cur-
rent implementation runs without any code optimization. In order to demonstrate the
robustness and efficacy of our approach, we have tested the tracking algorithm with
three different scenarios. Figures 4-6 show several key frames from these experiments
and the tracking window. Notice that these sequences contain many difficult scenar-
ios which a real-world tracker would likely to encounter. The experiments presented
in this section were repeating several times and in all cases they showed the same
results.

Tracking a man’s face. The first video sequence shown in Figure 4 corresponds to a
man moving along of a small office. Figure 4 a) shows the initial tracking point and the
following frames (Figure 4 b) to e)) demonstrate the stability of the proposed algorithm
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Fig. 4. Human face as target-object

to maintain the tracking of the target-object. Notice that Fig. 4 e) shows a difficult
tracking frames when the man turns his head to the right. For this experiment, the RGB
space has been divided into 16×16×16 bins, setting λ = 0.2 and the tracking window
to a 26× 36 rectangular area.

Tracking an homogenous object. In a second experiment, a red object controlled by
a crane has been set as the target object. The object is set to follow a predetermined
trajectory, in any of the (x,y,z) coordinates of a cubic structure, controlled by the crane.
The web-cam lens has been placed in front of one of the faces of the crane’s structure
forming a parallel plane. We have tested the trajectory tracking algorithm by setting a
trajectory where the target-object moves closer and away from the camera’s position.
This effect intends to test the robustness of the algorithm to scale-transformation of the
target-object. Figure 5 shows four different frames of the video sequence. It can be seen
how the target-object is tracked successfully by the proposed algorithm.

Tracking a car. One last experiment is shown in Figure 6. This experiment consists on
tracking a car that moves back and forth to different speeds. The web-cam is set about
1.60m above of a flat surface in such a way that all movements can be captured by
the camera. The used car has 8 different speeds ranged form 11.2 cm/s to 134.0 cm/s
approximately. The main purpose of this experiment is to investigate the robustness of
the proposed algorithm as a function of the object’s speed. To evaluate the tracking
competence of the proposed SE algorithm, the MS algorithm is also implemented and
experimental results are compared under the same scenario. The video sequence shown
in Figure 6 a) and b) illustrates the performance of the MS tracking algorithm. Figure 6
c) and d) shows the corresponding performance results when the SE tracking algorithm
is applied. Results in Figure 6 a) are obtained when the car is moving at the speed of
44.5cm/swhile those obtained in Figure 6 b) are for a speed of 134cm/s. It is observed
from these results that the MS algorithm performs successfully when the car moves at
low speed. Increasing the car’s velocity has resulted in the MS algorithm to be incapable
of tracking the car as the object is lost completely. On the other hand, Figure 6 c) and
d) illustrate the capability of the SE algorithm to track the car’s trajectory during all the
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Fig. 5. Tracking a scale-transformed object

Fig. 6. Results of tracking a car at different speeds using the MS-algorithm (panels a and b) and
SE-algorithm (panels c and d)

experiment when the car’s velocity was either 44.5cm/s or 134cm/s. The same perfor-
mance has been achieved by repeating the experiment but changing the car’s velocity
in the range from 44.5cm/s to 134cm/s linearly.

5 Conclusions and Future Work

In this paper, we have introduced a new tracking algorithm based on the histogram in-
formation of the target-object and a distance measure (SE distance) composed by two
terms: similarity and euclidian. The proposed SE distance function comprises some
properties that makes it suitable for real-time object tracking. These properties allow us
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the implementation of a simple and fast algorithm for the optimization problem formu-
lated in this paper. For this, we have applied the well-know Nelder-Mead optimization
algorithm. A number of experiments have been carried out to test our approach. The
results obtained here are encouraging and support our speculation about the applica-
bility of the SE distance function for real-time object tracking. As part of the results,
a comparison between the SE and MS tracking algorithms was also performed. This
comparison revealed that the proposed algorithm outperforms the MS algorithm as a
function of the increment in the object’s velocity. Future research focuses on extend-
ing the proposed algorithm to the problem of multiple object tracking, and to a further
analysis of the critical parameters such as the bin number n or the λ parameter.
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Abstract. The need to perform isomorphism testing is emerging re-
cently in many application domains such as graph-based data mining
for discovering frequent common patterns in a graph database. Due to
the complex nature of graph representations, the isomorphism testing
between labeled graphs is one of the most time-consuming phases dur-
ing the mining process. The canonical form of a graph that serves as
the isomorphism certificate needs O(n!) to produce for a graph of order
n, or Θ(Πc

i=1(|πi|!)) if vertex invariants are employed to divide n ver-
tices into c equivalence classes with |πi| vertices in each class i. In this
paper, we propose a new algorithm to perform isomorphism testing of
labeled graphs with worst case time complexity O(Σc

i=1(|πi|!)), in which
the product of all |πi|! terms is replaced by the sum of the terms and the
asymptotic notation is changed from big theta to big oh. To the best of
our knowledge, this proposed model is the latest work that focuses on
the dealing of the isomorphism testing of labeled graphs. The result of
this algorithm is directly applicable to the fields of graph isomorphism
testing for labeled graphs.

1 Introduction

Graphs are suitable for modeling a variety of real-world complex structures with
the benefits of being capable of characterizing the spatial, topological, and geo-
metric properties among the objects in the modeled data sets [11]. In many appli-
cation areas, objects are symbolized as vertices in a graph and the relationships
between two objects are represented as edges joining these two corresponding
vertices. Furthermore, each vertex and edge is assigned a label to denote the
class to which an object belongs and the attributes of relations that held be-
tween objects, respectively. In a molecular structure, an atom corresponds to a
vertex and a bond between two atoms is represented as an edge. The vertices
are assigned labels that stand for the atom types (e.g. C, H) and the labels
of edges are the bond types or the relative 3D orientations between a pair of
atoms [1][10]. In the geographical information systems (GIS), objects or spatial
elements are vertices while the relationships between two objects are edges that
hold the information of adjacency, connectivity, and containment [16]. Another
example is the field of image retrieval and similarity evaluation, in which vertices
denote the recognized objects in an image and edges are the spatial relationships
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between pairs of objects. The labels of vertices and edges are the class names to
which objects belong and the type of relationships between objects, respectively
[7][8][15]. Taking the molecular biology as an example, mining the frequent topo-
logical structures in order to identify novel RNAs or protein structures is vital for
researchers in this field [1][10]. Finding frequent common chemical substructures
are also helpful for toxicologists to classify new toxic substances [9].

The subgraph isomorphism testing problem is known to be an NP-complete
problem while it remains an open question that whether the graph isomorphism
testing is NP-complete or polynomial solvable [2][6]. Some researchers classified
this kind of problems as ISO-complete (isomorphism-complete) problems [6].
Since labeled graphs are polynomial-reducible to normal graphs, which are those
graphs with no labels but only with vertex identifiers, it remains challenging for
the efforts on labeled graphs.

Most of the previous works are dedicated to normal graphs [3][4][5]. Among
these efforts, the NAUTY algorithm is known to be one of the fastest algorithms
for normal graph isomorphism [11][12][18]. The vertices are divided into several
sets with the same vertex invariants, which include the degree of a vertex and
the numbers of its neighbors having certain degrees. Then it checks the graph
isomorphism between the corresponding subsets of vertices in a brute force man-
ner [5][13]. However, NAUTY does not allow graphs to have edge labels hence
it is not applicable to the isomorphism testing of labeled graphs [11][12]. An
algorithm named VF2 [4] that improves the data structures employed to make
it suitable for matching graphs with large number of vertices and edges. In some
kinds of graphs and in graphs of certain orders, it outperforms NAUTY while
in other situations it does not. The VF2 algorithm is similar to NAUTY in that
they can only be adapted to normal graphs. As for labeled graphs, FSG [11]
combines several types of vertex invariants to partition the vertices into equiv-
alence classes. The canonical code of a graph is defined to be the vertex labels
followed by the concatenation of the columns of the upper triangular adjacency
matrix over all possible permutations of the vertices, where a vertex can only
be permutated within the class it belongs. If the vertices of a graph are parti-
tioned into c classes π1, π2, . . . , πc, then the number of different permutations
need to be considered in order to find the canonical code is Πc

i=1(|πi|!), which
is claimed to be substantially faster than the n! permutations required by the
earlier approaches [11]. The length of a candidate code is Θ(n2) for a graph
with n vertices, hence comparing a pair of candidate codes takes Θ(n2) time.
Since there are exactly Πc

i=1(|πi|!) candidates, the total time needed to obtain
the canonical code is Θ(n2Πc

i=1(|πi|!).
In this paper, we propose a new algorithm CISC (Class-wise ISomorphism

testing with limited baCktracking) to perform the isomorphism testing of labeled
graphs.CISC combines the benefits of backtracking and dynamic programming
to improve the overall performance. The theoretical worst case time complexity
is O(nΣc

i=1(|πi|!)), in which the product of all |πi|! terms is replaced by the sum
of the terms and the asymptotic notation is changed from big theta to big oh,
compared with Θ(n2Πc

i=1(|πi|!). For example, if a labeled graph with 20 vertices
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is divided into 5 vertex classes with the sizes 3, 5, 6, 4, and 2, the number of all
candidate codes is 3!×5!×6!×4!×2!(= 69120000). The contribution of this work,
which will be stated in the following paragraphs, is to substitute the product
with summation as upper bound, it becomes 3! + 5! + 6! + 4! + 2! (= 872).

The remaining of the paper is organized as follows. Section 2 is the definitions
about labeled graphs and proofs of some lemmas of our proposed algorithm. In
section 3, we will introduce the algorithm. The discussion about finer partition
is included in section 4. Section 5 concludes our work with some remarks.

2 Background and Definition

A labeled graph is a graph that the vertices and edges are assigned labels ac-
cording to the properties they possess. The labels of edges convey the types of
relationships between two vertices. Note that the labels of vertices (or edges) are
not necessarily different, many vertices (or edges) in a graph can be assigned the
same labels. Similar to normal graphs, each vertex of a labeled graph is given a
vertex id, denoted as vi or wi, to recognize a vertex from the others. The vertex
ids are given in arbitrary and do not possess any further meaning. The labeled
graph G in Fig. 1 gives us some examples such as l(v2) = B and l(v2, v3) = x,
where l is a function that maps every vertex and edge a label.
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Fig. 1. Labeled Graphs

Two labeled graphs are isomorphic if we can find a one-to-one and onto func-
tion between the vertices of these two graphs where the vertex labels, edge labels,
and adjacency relations are preserved through the mapping.

Definition 1 (Isomorphism of Labeled Graphs).G = (V,E, LV , LE , l) is isomor-
phic to G′ = (V ′, E′, L′

V , L
′
E, l

′), iff there exists a bijective function f : V → V ′

such that: 1. ∀u ∈ V, l(u) = l′(f(u)). 2. ∀u, v ∈ V, (u, v) ∈ E ↔ (f(u), f(v)) ∈ E′.
3. ∀(u, v) ∈ E, l(u, v) = l′(f(u), f(v)).

For example, we can find a bijection f such that f(v1) = w3, f(v2) = w1, f(v3) =
w2 between graphs G and G’ in Fig. 1. Isomorphism is a symmetric relation (also
a reflexive and transitive relation), which is denoted as G ∼= G’. Some approaches
employ the canonical codes as isomorphism certificates to determine the isomor-
phism of two labeled graphs [9][11]. A canonical code is an identifier of a graph
such that two graphs are isomorphic to each other if and only if they have the
same canonical codes. Canonical codes can be defined by any reasonable repre-
sentation. For example, it can be the smallest string obtained by concatenating
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all the vertex labels with the columns of the upper triangular entries of the
adjacency matrices over all possible permutation of vertices [11]. The time com-
plexity to obtain the canonical code of a graph of order n is O(n!). For example,
there are 3! possible permutations for the 3 vertices in graph H of Fig. 1. The
canonical code is obtained by the order (v2, v3, v1), which corresponding to the
canonical code AAAxyz. In order to reduce the number of possible permuta-
tions, the vertex invariants are popularly employed by many recent works [11].
Vertex invariants are some inherent properties of the vertices that are preserved
across isomorphism mappings such as vertices labels and degrees. Vertices with
the same values of the vertex invariants will be partitioned into the same equiv-
alence class. If vertices of a graph are partitioned into c classes π1, π2, . . . , πc,
the time complexity to obtain the canonical code is Θ(n2Πc

i=1(|πi|!)) [11].
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Fig. 2. Two Isomorphic Labeled Graphs

Definition 2 (Vertex Signature). For a vertex v withm neighbors v1, v2, . . . , vm,
the signature of vertex v is a string defined as: sig(v) = l(v)l(v, vp(1))l(vp(1))
l(v, vp(2))l(vp(2)) . . . l(v, vp(m))l(vp(m)), where
p(1), p(2), . . . , p(m) is a permutation of 1, 2,. . . ,m,
l(v) is the vertex label of vertex v, l(vp(k)) is the vertex label of vertex vp(k),
l(v, vp(k)) is the edge label of edge (v, vp(k)).
l(v, vp(k)) ≤ l(v, vp(k+1)) and l(vp(k)) ≤ l(vp(k+1)) if l(v, vp(k)) = l(v, vp(k+1)).

Therefore the signature of a vertex with m neighbors is the vertex label of the
vertex followed by m pairs of edge label and vertex label. The vertex signatures
of sig(v3) in G1 of Fig. 2 is CxAyBzD and AxCyA for sig(v4). The comparisons
of vertex signatures are performed as string comparisons. For a vertex v of degree
m, the time to acquire the signature is O(m logm), which is the time to sort the
pairs of edge label and vertex label. The neighbors with larger/smaller vertex
signatures of a vertex v are called the larger/smaller neighbors of v. Hence the
larger neighbor of vertex v3 of graphG1 in Fig. 2 is v1, while the smaller neighbors
of v3 are v2 and v4. Also, all the vertices with the same vertex signatures as vertex
v are called the peer vertices of v. We can define the graph signature of a graph
from vertex signature as follows.

Definition 3 (Graph Signature). For a graphG with n vertices v1, v2, . . . , vn, the
signature of G is a string defined as: Sig(G) = sig(vp(1))sig(vp(2)) . . . sig(vp(n)),
where p(1)p(2) . . . p(n) is the permutation of 1 ∼ n, and
sig(vp(k)) ≤ sig(vp(k+1)), 1 ≤ k ≤ n− 1, sig(v) is the signature of vertex v.
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The graph signature of graph G1 in Fig. 2 is the concatenation of sig(v4), sig
(v5), sig(v2), sig(v7), sig(v3), sig(v6), sig(v1), sig(v8). The upper bound to obtain
the graph signature of a labeled graph with n vertices and m edges is O(n2 logn+
m logm), which is the time to sort the symbols within each vertex signature and
then sort all the vertex signatures. The length of a graph signature is O(n+m),
which is the same order of the size of the adjacency list [17]. The equality of two
graph signatures is the necessary condition for these two graphs to be isomorphic.
Therefore we can employ graph signatures as the first-step filter of isomorphism
testing. The performance gain brought by this filter is that with this polynomial-
time effort, one can declare the dismissal even the time-consuming matching
process has not begun yet. This property is proved as lemma 1 in the appendix.

The relation ”equal vertex signature” is an equivalence relation on the vertices
of a labeled graph, since it is trivial to see that equality of vertex signatures is
reflexive, symmetric, and transitive. Hence the vertices of a graph are parti-
tioned into equivalence classes where all vertices in the same class have the same
signatures. We define the ordered partition on a graph as follows.

Definition 4 (Ordered Partition). The vertices of a labeled graph G are par-
titioned by the vertex signatures into c classes, the ordered partition π(G) =
π1(G), π2(G), . . . , πc(G) satisfies the following properties :
1. For all vertices u, v ∈ πk(G), sig(u) = sig(v), ∀k, 1 ≤ k ≤ c
2. For all pairs of vertices u ∈ πk(G), v ∈ πh(G), sig(u) < sig(v) if k < h

For the vertex signatures defined in definition 2, the ordered partitions on graph
G1 and G2 of Fig. 2 are π(G1) = {π1(G1) = {v4, v5}, π2(G1) = {v2, v7},
π3(G1) = {v3, v6}, π4(G1) = {v1, v8}} and π(G2) = {π1(G2) = {w7, w8}, π2(G2)
= {w3, w4}, π3(G2) = {w5, w6}, π4(G2) = {w1, w2}}, respectively. Each vertex
v belongs to a unique class, which is denoted as class�(v). The vertices within a
class are ordered by their vertex ids. For example, class�(v3) = 3 and π2,2(G1) =
v7 in Fig. 2. We define π4(G1) as the largest class of the partition π(G1) and
π1(G1) as the smallest class.

Due to the limit of the paper size, the lemmas are stated and proved in
the appendix. Lemma 2 states that a vertex of G1 can only be mapped to a
vertex in the corresponding class of G2, i.e., the class numbers of vertices are
preserved across the isomorphism mappings. Lemma 4 states that for a pair of
vertices (v, w), v ∈ πk(G1), w ∈ πk(G2), v cannot be mapped to w if any larger
neighbor vi of v cannot be mapped to any larger neighbor of w. Lemma 5 reveals
that G1 is isomorphic to G2 if and only if we can find local bijections between
each pair of classes πk(G1) and πk(G2).

3 The Proposed Algorithm

The key features of the proposed algorithm CISC are the following:

1. it compactly encodes the vertex invariants into vertex and graph signatures
and performs signature comparisons in linear time;
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2. it combines the spirits of backtracking and dynamic programming and limit
the backtracking occur only between each pair of corresponding classes, thus
achieve the performance to the upper bound of O(Σc

i=1(|πi|!)) instead of
Θ(Πc

i=1(|πi|!));
3. it uses efficient techniques by which the feasibility testing of two vertices can

be conducted by considering only a portion of their neighbors (larger neigh-
bors only), thus reduces the time needed in most practical computations.

3.1 Algorithm CISC

CISC employs the graph signatures of two labeled graphs as the first-step filter
according to lemma 1. The testing process can be immediately terminated and
returns a false signal when a pair of unequal graph signatures is encountered.
Otherwise two ordered partitions according to these graph signatures will be
made. The algorithm then tries to find local bijections between each pair of
corresponding classes ( πk(G1) and πk(G2)), from the largest classes (k = c) to
the smallest ones (k = 1). From the fact of lemma 5, the testing procedure fails
if there exists any pair of corresponding classes between which no bijection can
be found. The procedure for finding the local bijection follows the principle of
backtracking. During the matching process, the local bijections of larger classes
that have already been computed are references.This is the key spirit of dynamic
programming during the problem solving process [14]. Due to the paper size limit,
only the main program and procedure Class T est is listed as below.

Algorithm. Isomorphism Test(G1, G2)
Input : two labeled graphs G1 and G2
Output : If G1 ∼= G2 return True, return False otherwise
Begin
1: Calculate the graph signatures of G1 and G2
2: If Sig(G1) �= Sig(G2) Then return False // first-step filter
3: Make ordered partitions π(G1) and π(G2) from Sig(G1) and Sig(G2)
4: For class�← |π(G1)| downto 1 Do // the number of classes of π(G1)
5: If Class T est(class�) Is False Then //not all vertices can be mapped
6: return False
7: return True
End Algorithm

Procedure. Class T est(class�)
Input : class�: a class number of π(G1)
Output : return True if πclass(G1) can be mapped to πclass(G2)
Begin
1: m← the number of vertices in the class πclass(G1)
2: GlobalFlag ← False //if at least one solution exists
3: Call DFS Traverse(0,m, class�) //find all possible mappings
4: return GlobalFlag
End Class T est
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The procedure Class T est(class�) searches the local state space in a depth
first search (DFS) style [14] to find all possible local bijective functions between
a pair of classes πclass(G1) and πclass(G2). The class with the largest class� is
performed Class T est first. A procedure Feasibility T est called by Class T est
performs the feasibility testing of the pair of vertices (v, w), where v ∈ πclass(G1)
and w ∈ πclass(G2) (v and w have the same class number in G1 and G2, respec-
tively). The whole process of feasibility testing includes two phases: peer test
and larger − neighbor test. Peer test is to verify the preservation of adjacency
and edge labels for the already matched peer vertices of v (the vertices in the
same class as v). Taking an example from Fig. 2, when v4 in G1 and w7 in G2
are under feasibility testing, we need to perform peer test between each mapped
vertices pair such as v5 in G1 and w8 in G2. The second phase larger-neighbor
test is to assure that every larger neighbor vi of v can be mapped to a larger
neighbor wj of w in graph G2. Since class�(vi) > class�(v) and we start the
mapping from the classes with larger class numbers, all the vertices that can be
mapped by vi have already been found. For the vertices pair v4 and w7 again,
the larger-neighbor test will be performed on the pair v3 and w5 since v3 is a
larger neighbor of v4 and w7 a larger neighbor of w5.

3.2 Correctness Proof

Theorem 1. Algorithm CISC is correct, i.e., 1) if CISC reports that no iso-
morphism exists, there is indeed no isomorphism. 2) if CISC reports that the
isomorphism exists, then the reported function is correct.

Proof:
1) No false dismissal occurs, because:

1. Class T est will search the whole local state space tree in DFS style if nec-
essary, thus all possible matching solutions between πi(G1) and πi(G2) will
be verified, and

2. Feasibility T est(v, w) only considers the larger neighbors of this pair of
vertices v and w, since we do not check the possible smaller neighbors, nor the
neighbors of neighbors, etc. Hence a promising pair only satisfies necessary
constraints.

2) No false alarm occurs because:

1. The preservation of vertex labels is assured since a vertex v in class πi(G1)
can only be mapped to a vertex w in class πi(G1), while vertices in the
corresponding classes have the same vertex labels.

2. The preservation of edge labels is assured. Suppose v1, v2 ∈ V (G1), w1, w2 ∈
V (G2), where f(v1) = w1, f(v2) = w2, by the reported isomorphism function
f . Also suppose that l(v1) = l(w1), l(v2) = l(w2) , but l(v1, v2) �= l(w1, w2),
then only 3 cases about the class numbers of vertices v1 and v2 may exist:
(a) class�(v1) = class�(v2): this case is impossible since peer test excludes
this possibility. (b) class�(v1) < class�(v2): v2 and w2 must pass the feasi-
bility test before (v1, w1) is tested since larger classes are handled earlier. In
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feasibility test(v1, w1), if l(v1, v2) �= l(w1, w2), then w1 will not be mapped
by v1 if v2 is mapped to w2, thus f(v1) �= w1, which contradicts the assump-
tions. (c) class�(v1) > class�(v2) : analogous to case (b), which is impossible.

3. The preservation of adjacency relations is assured. The proof is similar to
the previous one. Due to the limit of paper size, it is omitted.

3.3 Complexity Analysis

The dominating part of CISC is step 4 in the main program, the Class T est
loop, which is the sum of the time needed to execute Class Test on each class.
The maximal number of nodes in the local search space tree for a class with |πi|
vertices is |πi|!. Thus the maximal number of nodes in these c state space trees is
O(Σc

i=1(|πi|!)). The work on each node of a search tree is the feasibility testing of
a vertex pair (v, w), where v ∈ V (G1) and w ∈ V (G2). The feasibility testing is
a linear-time work and the reasons are stated as follows. Since feasibility testing
is composed of two parts (peer test and larger-neighbor test) as stated above,
the procedure peer test needs at most |πi| edge label comparisons, |πi| < n. The
procedure larger-neighbor test verifies the larger neighbors of vertex v and stops
as soon as one of the larger neighbors is not recorded to be mapped to any larger
neighbors of vertex w. The number of the larger neighbors of a vertex is at most
n-1. Therefore, the worst case time complexity is O(nΣc

i=1(|πi|!)).

4 Conclusion

The proposed algorithm CISC (Class-wise ISomorphism testing with limited
baCktracking) utilizes the specific feature of labeled graphs to compactly encode
the vertex invariants into vertex signatures and performs signature comparisons
in linear time. It limits the backtrackings occur only within the same partition
class, thus achieve the performance upper bound of O(Σc

i=1(|πi|!)) instead of
Θ(Πc

i=1(|πi|!)). The result of CISC is directly applicable to those fields that
need to perform graph isomorphism testing of labeled graphs such as finding
the frequently recurring subpatterns of graph-modeled domains in geographical
information systems, bioinformatics, and image retrieval, etc.
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Appendix

Lemma 1. Given two graph signatures Sig(G1) and Sig(G2) of labeled graphs
G1 and G2, respectively. G1 is not isomorphic to G2 if Sig(G1) �= Sig(G2).

Proof : we prove this lemma by showing that if G1 is isomorphic to G2, then
Sig(G1) = Sig(G2). Since G1 ∼= G2, there exists a bijection f that maps each
vertex vi of G1 to a vertex f(vi), namely wi, of G2. It is easy to see that
sig(vi) = sig(wi), because otherwise some of the preservations of edge labels,
vertex labels, or adjacency relations must be violated between these two ver-
tices. Since the graph signature of a graph is the string obtained by sorting all
the vertex signatures in this graph, these two graph signatures must be equal.
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Lemma 2. Let π(G1) and π(G2) are the ordered partitions of labeled graphs
G1 and G2, respectively. If G1 ∼= G2 and f is the isomorphism function, then
class�(v) = class�(f(v)), ∀v ∈ V (G1).

Proof : From lemma 1 we know that sig(v) = sig(f(v)), for all v of G1. Since
the classes of an ordered partition is in increasing order of vertex signatures
and no two classes have the same signatures, it follows that v and f(v) must in
the corresponding classes of two partitions π(G1) and π(G2), hence class�(v) =
class�(f(v)).

Lemma 3. Let π(G1) and π(G2) are the ordered partitions of labeled graphs G1
and G2, respectively. If G1 ∼= G2, then:
1. sig(πk(G1)) = sig(πk(G2)), 1 ≤ k ≤ c, c is the number of partition classes
2. |πk(G1)| = |πk(G2)|, 1 ≤ k ≤ c

Proof : let f be the isomorphism function, from lemma 2 we have class�(v) =
class�(f(v)) for all v in G1. Therefore vertices in the corresponding classes of
two ordered partitions have the same vertex signatures. Furthermore, since f is
one-to-one and onto, the numbers of vertices in the corresponding classes of two
ordered partitions must be identical.

Lemma 4. For any vertices v ∈ πk(G1), w ∈ πk(G2), and a larger neighbor vi

of v (vi adjacent to v and class�(vi) > class�(v)), if vi cannot be mapped to any
larger neighbor of w in graph G2, then v is impossible to be mapped to w by any
isomorphism function.

Proof : suppose there is an isomorphism function f that maps v to w and maps
vi to a vertex wj in G2. Vertex wj is not adjacent to w as assumed. From the
definition of isomorphism we have l(v, vi) = l(w,wj), which is a contradiction
since we know that vi is adjacent to v but wj is not adjacent to w. Thus no such
isomorphism function f exists. Actually, this lemma holds for all neighbors of v,
but if we can find a vi that is a larger neighbor of v that cannot be mapped, it is
by no chance that v can be mapped to w. In other words, each larger neighbor
of a vertex v in G1 can be mapped to a larger neighbor of a vertex w in G2 is
only a necessary condition for v to be mapped to w.

Lemma 5. Let π(G1) and π(G2) are the ordered partitions of labeled graphs
G1 and G2, respectively. If we cannot find a bijection that maps each vertex
v ∈ πk(G1) to a vertex w ∈ πk(G2), for some k, 1 ≤ k ≤ c, then G1 is not
isomorphic to G2.

Proof : since no bijection exists between π(G1) and π(G2), there exist at least
one vertex v ∈ πk(G1) that cannot be mapped to any vertex of πk(G2). From
lemma 2 we know that v cannot be mapped to a vertex in the classes other than
πk(G2). Thus no bijection exists that map v to any vertex of V (G2), G1 is not
isomorphic to G2.
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Abstract. Precise camera calibration is a core requirement of location system 
and augmented reality. In this paper, we propose a method to estimate camera 
motion parameter based on invariant point features. Typically, feature informa-
tion of image has drawback, it is variable to camera viewpoint, and therefore in-
formation quantity increases after time. The LM (Levenberg-Marquardt) 
method using nonlinear minimum square evaluation also has a weak point, 
which has different iteration number for approaching the minimal point accord-
ing to the initial values and convergence time increases if the process run into a 
local minimum. In order to complement these shortfalls, we, first propose 
constructing invariant features of geometry using similarity function and 
Graham search method. Secondly, we propose a two-stage camera parameter 
calculation method to improve accuracy and convergence by using 2D 
homography and LM method. In the experiment, we compare and analyze the 
proposed method with existing method to demonstrate the superiority of the 
proposed algorithms.  

1   Introduction 

Ubiquitous computing involves every computer being connected, invisible to the 
user's eyes, always available regardless of time and place, incorporated into our  
everyday lives and offers an autonomous support for people. Especially, the ubiqui-
tous location-based service (u-LBS), that provides location information of objects 
such as people and things leads the van of these services, localization technique is an 
important elementary technology to implement such services. Methods for acquiring 
location information include using sensors, using vision technology and combining 
the two approaches. Sensors such as the odometer and the inertial navigation system 
(INS) yield accurate data only when the inherent error of sensor itself is resolved. If 
we use the vision technology that recognizes the location with image information, we 
can get more accurate data than the sensor. However, extracting visual characteristic 
data for recognition is not an easy task. A typical example of vision-based localization 
is employing artificial marks to recognize the location. Such application has disadvan-
tages of generating mismatches during camera operation because image feature  
information is varying according to the camera viewpoint, so must set numerous  
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assumptions and restrictions [1]. The nonlinear minimization method being used to 
evaluate the camera's extrinsic factors calculates an optimized solution by minimizing 
the error. However, the number of iterations for approaching the minimal point varies 
according to the initial values and the time required for convergence increases if the 
process runs into a local minimum point [2]. In order to complement these shortfalls, 
we first propose constructing improved feature models using mathematical tools from 
projective geometry for identification. Invariant vector in this paper is a characteristic 
value of corner point unrelated to the camera viewpoint. Secondly, we propose a two-
stage calculation method to improve accuracy and convergence by using the informa-
tion acquired by homography as initial values of the LM method. A block diagram of 
proposed framework is shown in Fig.1. 

 

Fig. 1. Block Diagram of Proposed Configuration 

2   Methodology 

2.1   Cross Ratio, PPIV, Feature Extraction 

In order to extract features unrelated to the viewpoint, this paper uses cross ratio of 
five points on a single plane defined in projective geometry. According to the theo-
rem, when there are five points in a homogeneous coordinate system of a two-
dimensional space, if the points exist on a single plane, and three of the five points are 
not on a same line, cross ratios of two independent projective invariant values exist as 
shown in Eq. (1) [3]. 
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)( 431mted   is the matrix determinant calculated with coordinate data ( yx, ) of the cor-

ner points 43,1 ,ccc . Since cross ratio is permutation-sensitive like most projective 

invariants, we employ the permutation invariant J vector as descriptor since its value 
is bounded between 2.0 and 2.8 , therefore, does not suffer from instabilities due to 
singularities, and it can provide direct point to point correspondences across matched 
quintuples. Eq. (3), which indicates each element of the five 2-dimensional invariant 



434 J. Cha and G. Kim 

 

J vectors are calculated with Eq.(2), and it is called PPIV (Projective and Permuta-
tion Invariant Vector) in geometry [4]. Each of the five points is in a 1:1 mapping 
relationship with each invariant vector )(iJ .  
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In order to reduce the amount of calculation and create robust feature models, sali-
ent map of the image can be used, and the corner points are extracted using the KLT-
CD algorithm [5] within the salient region. The salient map is based on the theory that 
the distinctive area of the image has a higher value than other smooth areas [6]. The 
KLT-CD algorithm differentiates the image within the region in x and y direction as 
shown in Eq.(4), multiplies the transposed matrix and adds all the matrix determinants 
in the region.  
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Since matrix Z contains the pure texture information, analyzing the eigenvalue of 
Z  allows categorization of characteristics. If two of the unique values are large, it 
signifies that there are corner points to be extracted. The permutation combination is a 
set of numbers of cases arranged in order by drawing five points from the corner 
points within the region without duplication. PPIV  for each permutation combination 
is calculated using Eq.(1), (2) and (3). Fig.2 displays the image of the process of ex-
tracting corner points using the KLT-CD algorithm 

                                                                                                
                                                      
     
                             
                                                                                            

  (a)original image  (b)differential image(x) (c)differential image(y)    (d)result image 

Fig. 2. Process of Corner Points Extraction 

2.2   Learning and Recognition  

If the PPIV  were to be preserved under projective transformation, the first condition 
is that there must not be three points that exist on a single line because it causes the 
matrix determinant to be 0, creating a cross ratio of 0 or . Secondly, the points must 
be on an identical plane. The restriction of coplanarity stems from the requirement of 
invariance of the cross ratio. In order to eliminate permutation combinations with 
three points on a single line, a Grimm matrix [3] was used in experiment. For the 
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purpose of checking whether the points are on an identical plane, each vector was 
checked to see if the value was between 2.0 and 2.8. In this paper, we call quintuple 
points after collinearity and coplanarity test as feature model candidate. The vector 
ordering techniques [7] was applied to the feature model candidates to extract robust 
outliers. This approach based on the Euclidean distance from mean invariant vector as 
Eq. (5), Eq (6). 

iPPIV  in Eq.(5) is the vector of the i th feature model candidate, 

where the superscript j  in Eq.(6) denotes the j th vector component. 

,:,)/1(
1

0
candidatedelomfeatureqPPIVqPPIV

q

i imean

−

=
=  (5) 

=

−=
4

0

2)(
j

j
mean

j
ii PPIVPPIVd . 

(6) 

2.3   Matching Using Similarity Function and Graham Search Method  

If matching is performed for all feasible blocks by searching the entire salient map, it 
increases the time complexity as well as the mismatch rate. Therefore, we propose a 
method for conducting the matching stage for only the blocks with a high degree of 
similarity between two blocks based on a similarity assessment function. A similarity 
function 

NR uses a correlation equation as shown in Eq.(7).  

mn

nmmn
NR

σσ
μμμ −

=  
(7) 

Where 
nμ , 

mμ denote the mean in N, M, mnμ  is the mean intensity value of the pixel-

wise product values of the pixels from two window positions, M, N. And 

nnnnn μμμσ −= is the standard deviation in N. 

While matching has been performed solely based on the PPIV value in previous 
studies [8], it is irrational to use only the PPIV  value that has instabilities due to noise 
or small distortions in corner detections. In turn, this study applied the threshold value 
(0.08). Then a convex hull test was performed using the Graham searching algorithm 
to filter incorrect matching candidates, and get point- to-point correspondences. Num-
ber of points and neighboring relations, corresponding points lie on the convex hull 
are preserved during projective transformation [9]. Therefore, convex hull test can be 
additionally used to determine accurate 1:1 correspondence of a feature models. The 
Graham searching method uses back tracking that makes up for the disadvantages of 
the conventional method with numerous searching rounds. It assigns candidates to a 
solution set and finds an optimal solution through back tracking method. Whereas a 
general algorithm requires an exponential time, Graham searching algorithm only 
involves a polynomial time since is completely eliminates the solutions not meeting 
the conditions. Fig. 3 displays the process of seeking points on the convex hull using 
the Graham algorithm.  
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(a)                    (b)                   (c)                   (d)                      (e) 

Fig. 3. Search Process of Graham Search algorithm 

From the five points, select 0P with the least y-axis value and the greatest x-axis 

value as the axis point in Fig.3(a). Align the remaining points around 0P  with the 

angle with the positive x direction as the key in Fig.3(b). Then as shown in Fig.3(c), 
consider the three points 210 ,, PPP  as the points on the convex hull and add as another 

point 
3P on the convex hull. In order to verify whether 2P is a point on the convex 

hull, check if 123 ,, PPP are in the counter clockwise direction in Fig.3(d). If not, elimi-

nate 
2P on of the three points as a point on the convex hull. In Fig.3 (e), 

4P  is again 

added as a point on the convex hull, the direction of 
234 ,, PPP is examined, and 

4P is 

considered as a point on the convex hull.  
From the set of feature model candidates, the most outliers according to Eq.(6) were 

finally selected as robust feature models. Their graphical representation, along with the 
corresponding values of the invariant vectors ,20, ≤≤ iPPIVi

is given in Fig. 4(left). 

These three candidates constitute robust feature models. During navigation same scene 
is viewed from a different vantage-point in Fig. 4(right)). Under a similar procedure 
coplanar quintuples are extracted and successful matches with reference image are 
examined. These quintuples constitute the recognized feature models. 

     

Fig. 4. Robust Feature Model Identified during learning(left) and Recognized Results(right) 

Finally, a transformation matrix of two images is calculated using feature model 
with determined point-to-point correspondence. It is obtained from the solutions of 
the linear system constituting the eight equations [10]. 

2.4   Camera Motion Parameter Estimation 

This section describes a method for estimation of the camera motion factors using the 
acquired feature model set.  
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2.4.1   Coordinate Transformation 
Where there is a 2-dimensional image coordinate yx,  that corresponds with the  

3-dimensional coordinate system under the perspective projection, the image coordi-
nates '' ,yx  according to translation and rotation can be expressed with 8 variables  

as in Eq.(8). If camera rotation is not substantial and the focal length is large and 
consistent, the relationship between the 3-dimensional coordinates and the corre-
sponding 2-dimensional image coordinates can be expressed with an affine model as 
in Eq.(9) [11].  
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Furthermore, the camera rotation data including the focal length ( f ), tilt angle (α ), 

pan angle ( β ) and swing angle ( γ ) can be extracted from the affine factors in Eq.(9). 

2.4.2   Initial Value Estimation by Homography 
Extraction of the camera motion factors using image can be regarded as a problem of 
finding a 2-dimensional homography. This is due to the fact that when points on a 
single plane in a 3-dimensional space are expressed in 2 dimensions under perspective 
projection, movements of these points are expressed with a 3x3 homography matrix 
[12]. If the homogeneous coordinates of the reference image is TWYXX ),,(= , and 

that of the input image Twyxx ),,(= , and the correspondence relation between the two 

coordinates is xX ↔ , if the relationship in Eq.(10) is satisfied, there exists a homo-
graphy matrix M between two images.  

[ ])( trr 21== MMxX
 

(10) 

In the experiment, a homography matrix was calculated using the direct linear 
transformation algorithm from the correspondence relationship of the four points of 
the extracted feature models. Assuming that the internal parameters are known, we 
can obtain the first two column vectors, and the remaining column vectors can be 
acquired using orthogonality of the camera's rotation matrix R with a cross product 
(

21 rr × ) of Eq.(11). 
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Once the rotation matrix R is calculated, the rotation information of each axis is in-
ferred as in Eq.(12). 
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However, since the obtained γβα ,, are induced from a periodic function ( antins , ), 

there is the ambiguity of yielding different angles at similar values. Therefore, we use 
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these data as initial values of the LM algorithm during the experiment to obtain the 
final solution with improved accuracy and convergence. 

2.4.3   Nonlinear Minimizing Method by Levenberg-Marquardt 
The LM algorithm is one of the minimization methods using nonlinear minimum 
square evaluation [2]. If the object function correctly approximated to a localized  
2-dimensional function, the Gauss Newton method should be applied. Otherwise, a 
gradient reduction method is applied. The LM algorithm defines the average square 
error to evaluate the similarity between the output and the actual output. In turn, if the 
object function based on the affine model in Eq.(13) is denoted as )(2 aχ , it can be set 

as Eq.(14). 
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In Eq.(14), '
iy denotes the i th input feature model,  

iσ  the i th data variance, and 

iw the weight value of 0 or 1. If the object function of Eq.(14) is approximated to the 

form of a second-order equation for the factor a using Taylor series, it can be ex-
pressed as Eq.(15).   

aDaada ⋅⋅+⋅−≈
2

1
)(2 rχ  (15) 

In the above equation, d denotes the first-order differential matrix of the factor 
a for the object function, and D denotes the Hessian matrix, which is the second-
order differential matrix of the factor a . Furthermore, the factor a  can be calculated 
with the reverse-Hessian method as in Eq.(16). Conversely, if the above equation 
cannot be approximated to a second-order equation, it should be resolved with a gra-
dient reduction method as in Eq.(17). 

[ ]curcurinm aDaa (21 χ∇−⋅+= −
  

(16) 

)(2
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3    Experimental Results  

The proposed algorithm has been implemented and experimentally verified in an 
indoor environment. The image was captures with Nikon Coolpix 3200 and standard-
ized into 640×480 pixels. For the feature models recognition experiment, three robust 
feature models were extracted from the reference image through learning, and the 
recognition rate was calculated using 50 input images with different camera views. 
Table 1 displays the recognition results. CR is the percentage of correct recognitions 
of robust feature models, and MR (Miss-Recognitions), FP (False-Positives) and FN 
(False-Negatives) are percentage of incorrect recognitions, recognitions of other fea-
ture models as robust models and elimination of robust feature models, respectively. 
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Table 1. Recognition Results of Feature Model 

Feature Model CR MR FP RN 

L1 48(96%) 1(2%) 0(0%) 1(2%) 

    L2 45(90%) 1(2%) 3(6%) 2(4%) 

    L3 49(98%) 0(0%) 1(2%) 0(0%) 

Total 47.3(94.6%) 0.7(1.4%) 1.3(2.7%) 1(2%) 

 
From the way that comparison of recognition rates using the conventional 

method and the proposed method of using the similarity function and the Graham 
search algorithm, the recognition rate of the proposed method was 94.6%, a 1.3% 
improvement from the conventional method of 93.3%. Furthermore, when the robust 
feature models were not included, the rate decreased from 2.7% to 2%, indicating that 
performance had been improved for the proposed method. 

Figure 5 compares the accuracies when motion parameter is obtained with the  
homography matrix and using the improved LM algorithm for 10 different images 
with known rotation information. The x axis contains index of 10 images used in the 
experiment and the y axis displays difference between known rotation data and the 
data acquired from homography and the data obtained by using the improved LM 
algorithm with homography’s results as initial values of LM. Since the rotation in-
formation obtained from homography is induced from a periodic function, there is a 
significant error between the actual rotation data. However, when the LM algorithm is 
deployed, the result improved substantially.  

 

Fig. 5. Accuracy Comparison 

4   Discussion  

In this paper, we proposed a method for extracting features unrelated to the camera 
viewpoint to calculate the camera's motion factors. Projective and point permutation 
invariant vectors have been employed to characterize feature patterns. The method 
proposed for the motion factor calculation involves making up for the disadvantages 
inherent in the conventional LM algorithm to improve convergence and accuracy, 
allowing extraction of optimal camera motion factors. Features used in this paper 
exist on a coplane, and there are restrictions under indoor environments where there is 
a geometric model. In turn, there must be continuous studies on extracting features 
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that is robust to the outdoor noise and without restrictions. Additionally, uncertainty 
issues due to total or partial occlusions of stored features at recognition need further 
research. 
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Abstract. We propose a new approach for automatically generating individ-
ual vessels to 3D(three-dimensional) model. The modeling process is carried 
out in two steps. The first step consists of selecting automatically two sets of 
corresponding feature points between standard and individual vessels. In the 
second step, 3D model of individual vessels is performed by warping with 
corresponding feature points. The 3D model of vessels provides patients with 
better and cleaner visualization without extensive training to understand ves-
sels geometry.  It saves reviewing time for physicians since 3D model may be 
performed by a trained technician, and may also help visualize dynamics of 
the vessels. 

Index term: Angiogram, vessel, feature point, image warping. 

1   Introduction 

In the late 1970s, quantitative coronary arteriography(QCA) was developed to quan-
tify vessel motion and the effects of drugs on the regression and progression of  
coronary artery disease[1]. So far, QCA has been the only technique that allows the 
accurate and reliable assessment of the morphologic changes within the entire coro-
nary vasculature over a certain period of time (regression/progression studies), despite 
its known limitations [2]. Local QCA evaluations are providing a good accuracy for 
2D analyses of stenoses. However, global evaluations of vessel segments or vessel 
subsystems are not very common. The inaccuracy of visual interpretation of an-
giograms has been well documented, and has motivated the development of auto-
mated methods for quantifying arterial morphology. Accurate descriptions of arterial 
trees would be useful for quantitative diagnosis of atherosclerosis, for surgical or 
treatment planning, for monitoring disease progress or remission, and for comparing 
efficacies of treatments [3]. 
                                                           
* Corresponding author. 
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This paper describes a new method for automatically generating individual vessels 
to 3D model. 3D model provides many important anatomical measurements that  
neither are available, nor can be accurately measured in 2D. For example, the pro-
jected length of a vessel is shorter in the projected views. Torque and the curvature of  
vessels are virtually impossible to estimate from 2D views. The 3D model of vessels 
provides patients with better and cleaner visualization without extensive training to 
understand vessels geometry. It saves reviewing time for physicians since 3D model 
may be performed by a trained technician, and may also help visualize dynamics of 
the vessels. 

The structure of the paper is as follows. In Section 2, we describe the two major 
stages of our algorithm. Experimental results obtained for clinical datasets are dis-
cussed in Section 3. Finally, we discuss conclusion in Section 4. 

2   Methodology 

We propose a new approach for automatically generating individual vessels to 
3D(three-dimensional) model. The modeling process is carried out in two steps. The 
first step consists of selecting automatically two sets of corresponding feature points 
between standard vessels and individual vessels. In the second step, 3D model of 
individual vessels is performed by warping with corresponding feature points.   

Overall system configuration is as shown in Fig. 1.  

 

Fig. 1. Overall system configuration 

2.1   3D Model Acquisition of Standard Vessels  

Coronary arteriography is accomplished by hand-injecting small quantities of ra-
diopaque contrast material (3-5ml) directly into the orifice of each coronary artery 
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with preformed catheters placed under fluoroscopic quidance [4].  The catheters are 
inserted into the arterial system either through the brachial artery, the femoral artery, 
or into the radial artery. Because of the complex structure of the coronary tree, the left 
coronary system is usually depicted from four to six different angiographic views 
[direct frontal, left anterior oblique(LAO), right anterior oblique(RAO), and several 
cranial and caudal projections], and the right coronary system usually from two 
views(LAO and RAO views) because of its simpler structure. To quantify the 3D 
model of vessels, the angles of vessel bifurcation are measured with references to 
LCX, Lt.main, and LAD, as shown in the Table 1. Evaluating the angles of vessel 
bifurcation from six different angiographic views can reduce the possible measure-
ment error when the angle from a single view is measured.  

Table 1. Measured angles of vessel bifurcation from six different angiographic views 

 
RAO30 

CAUD30 
RAO30 
CRA30 

AP0 
CRA30 

LAO60 
CRA30 

LAO60 
CAUD30 

AP0 
CAUD30 

1 69.17 123.31 38.64 61.32 84.01 50.98 

2 53.58 72.02 23.80 51.75 99.73 73.92 

3 77.28 97.70 21.20 57.72 100.71 71.33 

4 94.12 24.67 22.38 81.99 75.6 69.57 

5 64.12 33.25 31.24 40.97 135.00 61.87 

6 55.34 51.27 41.8 80.89 119.84 57.14 

7 71.93 79.32 50.92 87.72 114.71 58.22 

8 67.70 59.14 31.84 58.93 92.36 70.16 

9 85.98 60.85 35.77 54.45 118.80 78.93 

10 47.39 60.26 34.50 47.39 67.52 34.79 

Average 68.67 66.18 33.21 62.31 100.83 62.69 

Standard 
deviation 

14.56 29.07 9.32 15.86 21.46 13.06 

 
The Table 1 shows the results of measuring the angles of vessel bifurcation from 

six different angiographic views for randomly selected ten individuals regardless of 
gender and age, and the average and standard deviation of each individual’s meas-
urements.  

The Fig.2 shows the results of generating a 3D model of standard vessels from six 
different angiographic views.  
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Fig. 2. 3D model of standard vessels from six different angiographic views 

2.2   Extraction of Feature Points  

We used the KLT(Kanade-Lucas-Tomasi) algorithm to extract the feature points from 
the standard and individual vessels. The standard vessels are projected onto a 2D 
plane.  The basic principle of the KLT is that a good feature is one that can be tracked 
well, so tracking should not be separated from feature extraction [10]. A good feature 
is a textured patch with high intensity variation in both x and y directions, such as a 

corner. Denote the intensity function by ),( yxg  and consider the local intensity varia-

tion matrix  
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The symmetric 22 ×  matrix Z of the system must be both above the image noise 
level and well-conditioned. The noise requirement implies that both eigenvalues of 
Z must be large, while the conditioning requirement means that they cannot differ by 
several orders of magnitude. Two small eignvalues mean a roughly constant intensity 
profile within a window. A large and a small eigenvalue correspond to a unidirec-
tional pattern. Two large eigenvalues can represent corners, salt-and-pepper textures, 
or any other pattern that can be tracked reliably.  

In practice, when the smaller eigenvalue is sufficiently large to meet the noise crite-
rion, the matrix Z is usually also well conditioned. This is due to the fact that the 
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intensity variations in a window are bounded by the maximum allowable pixel value, 
so that the greater eigenvalue cannot be arbitrarily large. 

As a consequence, if the two eigenvalues of Z are 1λ and 2λ , we accept a window 

if 

T>),min( 21 λλ  (2) 

where T is a predefined threshold. 
We extracted automatically two sets of corresponding feature points between stan-

dard and individual vessels.  

2.3   Image Warping 

We have warped the standard vessels with respect to the individual vessels. Given the 
two sets of corresponding feature points, },{ 82,1 pppP = and },{ 82,1 qqqQ = , 3D 

model of vessels is performed by warping of the standard vessels. Here, P is a set of 
feature points in standard vessels and Q is a set of one in individual vessels. 

In this work, standard vessels warping is performed by applying the elastic 
TPS(Thin-Plate-Spline) interpolation function[6] on the two sets of feature points. 

The TPS are interpolating functions, representing the distortion at each feature 
point exactly, and defining a minimum curvature surface between feature points. A 
TPS function is a flexible transformation that allows rotation, translation, scaling, and 
skewing. It also allows lines to bend according to the TPS model. Therefore, a large 
number of deformations can be characterized by the TPS model. 

The TPS interpolation function can be written as 

=

−+=
8

1

||)(||)(
i

ii xxKWAxh  (3) 

Where A  are the affine transformation parameters matrices, iW are the weights of the 

non-linear radial interpolation function K , and ix are the feature points. The function 

)(rK is the solution of the biharmonic equation )0( 2 =Δ K  that satisfies the condition 

of bending energy minimization. 

3   Experimental Results 

We simulated the system environment that is Microsoft Windows XP on a Pentium  
3GHz, Intel Corp. and the compiler used was VC++ 6.0. The image used for experi-
mentation was 512× 512. Each image has a gray-value resolution of 8 bits, i.e., 256 
gray levels. 

The Fig. 3 shows the results of generating a 3D model of standard vessels from six 
different angiographic views. 
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Fig. 3. 3D model of standard vessels in six views 

The angiogram shows the different shape of images according to individual vessel. 
The 3D model of standard vessels is projected onto a 2D plane because angiogram is 
in 2D.  The Fig. 4 shows the result of extracting the feature points by applying the 
KLT algorithm to the projected standard vessels. 

Fig. 4. Feature points automatically extracted from projected standard vessels 

Fig. 5. Feature points automatically extracted from individual vessels 
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The Fig. 5 shows the result of extracting the feature points by applying the KLT al-
gorithm to the vessels extracted from the angiogram.  

The Fig. 6 shows the results of modifying the standard vessels to suit the model of 
individual vessels using the TPS interpolation function. The Fig.6(a) indicates the 
result of extracted eight feature points from the standard and individual vessels. And 
the Fig.6(b) shows the result of generating an 3D model of individualized vessels by 
inverse projection onto the modified 2D standard model. 

(a) Extraction of corresponding feature points from two vessels 

(b) 3D model of individual vessels in six views 

Fig. 6. Automatic generation result of individual vessels to 3D model 

The Fig. 7 shows the results of overlaying the 3D model of standard vessels quanti-
fied from the Table.1 data onto the angiograms. 
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Fig. 7. Overlaid 3D model of standard vessels on six different angiographic views 

4   Conclusion 

We proposed a simple and effective algorithm to automatically generating of individ-
ual vessels model. The 3D model of vessels enables patients to visualize their pro-
gress and improvement. Such a model should not only enhance the level of reliability 
but also provides speedy and accurate identification. In order words, this method can 
expect to reduce the number of misdiagnosed cases. 
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Abstract. Based on IBMR techniques, this paper study energy distri-
bution of reflection light from object surface and a method is presented
to separate elements of specular and diffuse reflection in an image. The
ray projected from object surface to images includes diffuse and specular
energy distribution. The ray projected from object surface to images in-
cludes energy distribution from ambient light, diffuse and specular light.
The ray intensity of diffuse reflection or ambient light is irrelevant to
viewpoint, but that of specular reflection is relevant to viewpoint and
will change with the moving of viewpoint. This paper suppose that the
minimal energy of reflection lighting in n corresponding points is energy
brought by diffuse reflection and ambient light, so diffuse and specular
reflection element are separated.

The separated energy distribution of diffuse light depicts the reflection
ability and weight of colors, and that of specular propagation depict the
brightness of object surface. Appointed new specular and diffuse ratio to
the separated images, scene images with different reflectance properties
of the objects surfaces can be obtained, and virtual images with different
ratio of energy distribution from specular and diffuse reflection can be
reconstructed, furthermore it can be achieve to change the object colors
and brightness only based on images.

When rendering images, characteristic of object surface are often ad-
justed to acquire satisfying visual impression. IBMR techniques have
recently received much attention as a powerful alternative to traditional
geometry-based techniques for image synthesis. Based on IBMR, this
paper present a method to separate energy distribution of diffuse and
specular reflection in an image. If re-distributing ratio to the separated
images, then the surface characteristic of object in image can be changed,
and different impression of images can be obtained.

In the method, inputs are only a few calibrated images, algorithm is
simple. Object surface reflection character, geometric model of the scene
and the position of lighting are not needed.

Keywords: Image-Based Modeling and Rendering (IBMR), Energy Dis-
tribution, Specular Reflection, Diffuse Reflection.
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1 Introduction

In image reconstructing, the reflectance properties of object surfaces are often
modulated in order to obtain content visual effects. For this reason a number
of methods have been introduced to simulate various effects, which increase the
realism of generated images. Among these effects are specular reflection and
refraction, diffuse inter-reflection, spectral effects, and various others.

The traditional methods for calculating realistic images are Global illumina-
tion. Ray tracing follows all rays from the eye of the viewer back to the light
sources. Radiosity simulates the diffuse propagation of light starting at the light
sources. They are mostly due to the interaction of light with the surfaces of
various objects, and are in general very costly to simulate.

The importance of generating realistic images from images has significantly
increased during the last few years. But it is difficult to simulate various reflec-
tional effects for images based rendering techniques, because reflection char-
acters of object surface are unknown only from images, so seldom methods
are put forward. Image-Based Lighting(IBL) techniques[1][2][3] recover the re-
flectance properties of all surfaces in a real scene. But geometric model of the
scene and the position of lighting are needed in IBL, and its arithmetic is very
complicated.

In this paper an image-based rendering method is presented to separate spec-
ular and diffuse reflection elements in an image. Appointed new specular and
diffuse reflectance ratio to the separated images, scene images with different re-
flectance properties can be obtained and novel images with different ratio of
energy distribution from specular and diffuse reflection can be reconstructed
based on IBMR techniques.

The separated energy distribution of diffuse light depicts the reflection ability
and weight of colors, and that of specular propagation depict the brightness of
object surface. If we re-distribute ratio to the two parts, then it can be achieve
to change the object colors and brightness based on images.

2 The Algorithm of Separating Energy Distribution of
Specular and Diffuse Reflection[4]

The goal of global illumination is to compute all possible light interactions in a
given scene, and thus obtain a truely photorealistic image. All combinations of
diffuse and specular reflections and transmissions must be accounted for.

The ray intensity of diffuse reflection or ambient light(thereinafter for sim-
ple we only mention diffuse reflection, refer to the both) is irrelevant to view-
point(part of constant energy), but that of specular reflection is relevant and
will change with the moving of viewpoint(part of non-constant energy). So
let

Ci(mi, ni) = Di(mi, ni) + Si(mi, ni) (1)
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Fig. 1. Sketch map – separating energy distribution of specular and diffuse reflection

Where i = 1,2,3 . . . . . . k, indicates the image from ith viewpoint, (mi, ni) is
images coordinate of ith image, Ci(mi, ni) is the color of pixel (mi, ni) on ith

image, Di(mi, ni) is the part of constant energy of the pixel(mi, ni), Si(mi, ni)
is the part of non-constant.

The intensity of diffuse reflection remains constant at any viewpoint, so the
diffuse reflection energy from k correspondent points (on k images), projected
by a space point P on object surface, are constant value, supposed D(mp, np),
so let:

D1(m1,p, n1,p) = D2(m2,p, n2,p) = . . . . . . = Dk(mk,p, nk,p) = D(mp, np) (2)

While intensity of specular reflection is variational to different viewpoints, so the
energy from k correspondent points are different value, that is:

S1(m1,p, n1,p) �= S2(m2,p, n2,p) �= . . . . . . �= Sk(mk,p, nk,p) (3)

A space point P on object surface project to k images, generate k image points,
list k equations:

C1(m1,p, n1,p) = D(mp, np) + S1(m1,p, n1,p)
C2(m2,p, n2,p) = D(mp, np) + S2(m2,p, n2,p)

. . . . . . . . . . . .
Ck(mk,p, nk,p) = D(mp, np) + Sk(mk,p, nk,p)

(4)

Camera calibration of intrinsic and extrinsic parameters and finding
corresponding points are the base work. The method in [5] is adopted to camera
calibration. Scene model can be recovered from scene images and the camera
calibration parameters[6][7]. Then the corresponding points on n images can be
obtained[8][9][10].

The k images can be shot by a camera from k viewpoints, so Ci(mi,p, ni,p),
(i=1,2,3. . . . . . k) are known variable. D(mp, np), Si(mi,p, ni,p), (i=1,2,3. . . . . . k)
are unknown variables. In Formula 4, totally there are k equations and k+1
unknown variables.
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We suppose that the minimal reflection energy in k corresponding points is
energy brought by diffuse reflection and ambient light, namely the constant
energy part, shows in Figure 1. so the minimal value is D(mp, np) in Formula 4,

D(mp, np) = min (C1(m1,p, n1,p), C2(m2,p, n2,p), . . . . . . Ck(mk,p, nk,p)) (5)

Thus we obtain D(mp, np), and the unknown variables number in Formula 4 is
reduced from k+1 to k, then Si(mi,p, ni,p), (i = 1,2,3. . . . . . k) in Formula 4 can
be obtained, thus diffuse and specular reflection element are separated. Having
computed all the pixels in images, energy distribution of diffuse and specular
reflection in k images are separated. It is shown in Figure 2.

1 = +

2 = +
a b c

Fig. 2. Figure a are images of input. Figure b and c are images of energy distribution
from diffuse and specular reflection, respectively separated from Fig. a.

Figure 2(a) is two of five images shot from five viewpoints. There are two
source lights in the scene, so there are two highlight regions on the spherical
surface, which lie at middle and right from the Figure 2(a). Figure 2(b) and
Figure 2(c) are the separated images from Figure 2(a) using the method we
presented above, respectively with energy distribution of diffuse and specular
lighting. From Figure 2(c) two highlight regions on the spherical surface are
very clear, it show that the energy distribution of diffuse and specular lights are
separated on the whole.

In addition, we suppose that the minimal energy value in k corresponding
points is the constant value (Figure 1), in fact certain energy from specular
reflection must be contained in the minimal value, but it is least in condition of
only k images. Although it is impossible to separate the two reflection elements
entirely, our method can do its best to separate them with only a few known
images. Of course error will be decreased if there are more input images.
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3 Analysis of Energy Distribution on the Separated
Images

Due to specular reflection, object surface can have a vivid impression. In image
reconstructing, the reflectance properties of object surfaces are often modulated
in order to obtain content visual effects, but it can not be acquired only from
images.

The visual effect of compute-generated images can be adjusted by changing
reflectance ratio of specular and diffuse lights. Object surface looks glorious
under bigger ratio of specular reflectance, and gloom under less, even coarse if no.
Diffuse reflectance refers to material characteristic, such as color and reflectance
ability.

The ray from object surface to observer includes ambient light, diffuse light
and specular light, which is depicted in Phone illumination model[11].

I =

[
IaKa +

∑
i

Ii(Kd cos θi)

]
+
∑

i

Ii (Ks cosn αi) (6)

Where Ka , Kd , Ks is reflection coefficient of ambient light, diffuse light and
specular light. Light source, scene model and viewpoints are determinate on
images, so in Formula 6, Ia , Ii , θi , αi , n and Ka are determinate.

Now we respectively multiply coefficient to the separated images, to change
the ratio of specular and diffuse energy distribution. Multiply coefficient χ to
diffuse energy and γ to specular energy,

I1 =

[
IaKa + χ

∑
i

Ii(Kd cos θi)

]
+ γ

∑
i

Ii (Ks cosn αi) (7)

= χ

[
1
χ
IaKa +

∑
i

Ii(Kd cos θi)

]
+ γ

∑
i

Ii (Ks cosn αi) (8)

Above we merge ambient light to diffuse light, so if we multiply coefficient to
it, in fact I2 is got,

I2 = χ

[
IaKa +

∑
i

Ii(Kd cos θi)

]
+ γ

∑
i

Ii (Ks cosn αi) (9)

Above the distinction ΔI between I1 and I2 is,

ΔI = I1 − I2 = (1− χ)IaKa (10)

Because ambient light IaKa generally is weak comparing with diffuse and spec-
ular light, its influence to image color is week, so ΔI can be ignored.

Appointed new specular and diffuse reflectance ratio to the separated images,
scene images with different reflectance properties can be obtained and novel
images with different ratio of energy distribution from specular and diffuse re-
flection can be reconstructed based on IBMR techniques.
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4 Experiment Results

Now we re-distribute ratio to the separated images from Figure 2a(1). In Fig-
ure 3, a is the original image[Figure 2a(1)], the other images are result taken
different ratio, comparing them with a, the color and brightness of specular
highlight on the object are changed respectively.

a. Input image b. χ=1,γ=0.5 c. χ=1,γ=2 d. χ=0.9,γ=1 e. χ=1.2,γ=1

Fig. 3. Images –modulating energy distribution of specular and diffuse light

Fig. 4. Image color curve(left) and Image pixels statistics curve(right)

From color curve and pixels statistics curve, let’s analyze the change of the
images which are re-distributed energy. The three curves in Figure 4 are respec-
tively color curve of Figure 3(c), input image( Figure 2a(2) ) and Figure 3(b).
The image color on highlight due to specular reflection changed obviously af-
ter modulating the radio of specular energy distribution. And three curves in
Figure 5 are respectively pixels statistics curve of input image, Figure 3(d) and
Figure 3(e). The energy of images transferred on the whole after modulating the
radio of diffuse energy distribution.

Above method of modulating the energy distribution is based absolutely on
images. Without knowing characteristic of object surface, energy distribution
of specular and diffuse reflection are modulated by re-distributing ratio to the
separated images.
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5 Application and Conclusions

When rendering images, characteristic of object surface are often to acquire
satisfying visual impression.

IBMR techniques have recently received much attention as a powerful alter-
native to traditional geometry-based techniques for image synthesis. Based on
IBMR, this paper present a method to separate energy distribution of diffuse and
specular reflection in an image. If re-distributing ratio to the separated images,
then the surface characteristic of object in image can be changed, and different
impression of images can be obtained.

In the method, inputs are only a few calibrated images. Reflection character
of object surface, geometric model of the scene and the position of lighting are
not needed.

Many techniques have been presented about camera calibration and image
based modeling. Different methods are adopted to different kind of scenes. It is
a key to accurately find the corresponding points on input images and precisely
calibrate the input images when using the method in this paper.
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Abstract. A numerical analysis is made of the supersonic separation of air-
launching rocket from the mother plane. Three-dimensional Euler equations 
have been numerically solved to capture details of steady/unsteady flow fields 
and transient behavior of the launching rocket during separation stage. Various 
types of interaction between shock and expansion waves are clarified with 
concomitant effects on the separation process. As extracting important design 
factors, which have major influences on the stability of separation, a guideline 
on the design of supersonic air-launching rocket is given. 

1.   Introduction 

1.1   Air-Launching Method 

An increasing interest in the dedicated launch system for the small satellites is widely 
spreading[1]. Studies on the air-launching rocket(ALR) with high thrust, high 
efficiency, and small weight are going on in diverse areas[2-5]. Typical examples of 
being successful at present are Pegasus[4] and SpaceshipOne[5], and both of them 
developed in U.S.A.: the Pegasus is a three-stage solid rocket launched at the altitude 
12,000m and the Mach number 0.8. It can launch small satellites to the low altitude 
orbit. SpaceshipOne is a manned suborbital spacecraft with hybrid rocket motor. It 
separates at altitude 5,000m from the White Knight, aircraft with two turbofan 
engines, and climbs to 100km, then dives, glides and lands. 

Recently, for several years, the development of supersonic air-launching system 
including the rocket engine, mission, trajectory and the system design has been 
performed by the authors[2,3,6]. In those studies, three-stage air-launcher with a 
hybrid-type rocket as a first stage was designed. Emphasis has been given to the safe 
and efficient launching. Air-launching method, especially launching at supersonic 
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speed from the mother plane, has many promising advantages: low satellite delivering 
cost into the space, use of a higher expansion-ratio than that at ground, a small drag 
loss during the mission, and no restrictions on the launch site and launch angles[6]. 
When the ALR launches at supersonic speed, the transonic flow instabilities can be 
effectively removed. On the other hand, it appears some unstable behaviors caused by 
the shock interaction between the ALR and the mother plane. Thus, shock interaction 
phenomena related to aerodynamic forces during the separation should be 
investigated to guarantee a success of supersonic launching[6]. 

In this study, the supersonic separation of the ALR from the mother plane and the 
behavior of the ALR after the separation will be analyzed by the numerical method 
and investigated the shock-expansion wave interaction between the ALR and mother 
plane. A guideline for the safe separation will be proposed for the design of 
supersonic ALR. 

1.2   Configuration of the Supersonic Air-Launching Rocket in the Present Study 

Mission of the ALR  and the preliminary design results are as follows[3]: 

Mother Plane: F-4E Phantom  
TOGW: 1228.9kg  
Total length: 6.5m  
Maximum outer diameter: 0.6m  
Maximum payload: 7.5kg  
Target orbit: 700km circle orbit 
Required velocity: 7503.9m/s  
1st stage propulsion system: hybrid rocket engine 
2nd and 3rd stage propulsion system: solid rocket motor 

 

Figure 1 shows a conceptual drawing of the ALR installed on the mother plane,  
F-4E phantom. Figure 2 shows the control surfaces of the ALR. To secure the tail 
bump angle for the safe take-off of the mother plane, the ALR has designed as  
X-shaped 4-control surfaces (fins) of which total area is 0.1887 m2. 

 

Fig. 1. Schematics of the ALR installed on F-4E Phantom
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Fig. 2. Control surface shape and location  

In this study, the center of gravity is determined by using the TMD (Tactical 
Missile Design) equation as shown in Eq.(1) [10]. The center of gravity of the ALR is 
located at 3.51m from the nose. 
 

        XCG = ( Xsubsystem1Wsubsystem1 + Xsubsystem2Wsubsystem2 +······) / Wtotal .                        (1) 

2   Computational Methods  

Three-dimensional compressible Euler equations are solved numerically to investigate 
the flow field around the mother plane and the ALR. For this work, we employed both 
of in-house code, AADL3D[11] and the commercial software CFD- Fastran[12]. 
CFD-Fastran adopted the scheme for spatial difference based on flux vector splitting 
by Van Leer  and MUSCL-scheme to improve accuracy. Minmod limiter is 
implemented to control oscillatory behaviors of the solution. Time difference terms 
are treated by fully implicit LU-SGS scheme[12]. 

In AADL3D, Roe’s FDS(flux difference splitting) scheme is implemented for the 
spatial discretization with the MUSCL for higher order expansion and fully implicit 
LU-SGS scheme is used for time integration. Also, the minmod limiter is used to 
remove solutions with an oscillation[11]. 

The governing equations for flow fields are as follows 
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For the analysis of unsteady supersonic separation behavior, a six-degree-of-
freedom trajectory simulation has performed by which the aerodynamic force and 
moment on the ALR at each time step are integrated. As time step advances and the 
ALR moves to a new position, the velocity field and aerodynamic loads are re-
calculated. Above procedure is recursively continued to reach the drop length at 
which the ALR is outside the influence of the mother plane, approximately the 
vertical distance being twice of the rocket length[13]. 

3   Numerical Results of Rocket Separation from the Mother Plane 

3.1   Numerical Simulation Model and Grids System 

For the numerical analysis of rocket separation from the mother plane, the complete 
geometry of the ALR located under the simplified mother plane is considered (see 
Fig. 3). The whole ALR configuration is shown in figure 3. 

 

(a) Rocket arrangement 

 

(b) Surface grid system 

Fig. 3. Configurations of the Mother plane and air-launching rocket 

After performing several cases of test run together with a grid sensitivity check, 
three-dimensional body fitted grid system is constructed as in Fig. 3(b), which 
consists of 15 multi-blocks and overlap structured grids. To enhance the numerical 
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stability and efficiency, the mother plane of Ogive-cylinder type modified to an 
infinite length along the downstream direction of the body. In fact, the wake flow 
does not influence on the upstream flow because the flow is supersonic. 

3.2   Analysis Conditions for the Rocket Separation 

In order to simulate the ALR separation, initial conditions for the rocket launching are 
given as follows: 

Launching velocity, M : 1.5  
Launching altitude: 12,000m  
Free stream pressure: 19399 N/m2    
Free stream temperature: 216.66 K  
Center of gravity, XCG (From Nose): 3.51 m  
TOGW (Take Off Gross Weight): 1241.13 kg  

Moment of Inertia (assuming rigid body), Izz : 4470.9 kg m2  
Launching angles, (angle of attack, sideslip angle, roll angle): 0° 

From the symmetric conditions on the x-z plane, no rolling or yawing movement is 
allowed. 

3.3   Result and Discussions  

Figures 4 and 5 show the results of steady-state numerical simulation, which is initial 
flow field just before the separation of rocket from the mother plane. As shown in  
Fig. 4, the oblique shock at the nose of the mother plane, and the bow shock around 
the nose of the ALR are noticeable. As expected, the supersonic free stream induces a 
strong shock and expansion waves near the fore body of the rocket, and those are 
reflected on the under-surface of mother plane and go back again and again to the 
rocket. It is clearly seen in Fig.5 that the reflected shock and the expansion waves 
wrap around the rocket surface by which a significant pressure change is caused. 

 

Fig. 4. Steady state pressure contours in the symmetric plane  

A localized lower pressure region is noticed near the upper corner of the fore body 
of the rocket, due to the reflected expansion wave from the mother plane [see  
Fig. 5(a)]. In a little downstream region, the effect that the fore body shock reflected 
from the mother plane wraps around the rocket forms relatively high-pressure region 
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near the lower body of the rocket. This localized pressure difference between the 
lower ( 00 9090 <<− θ ) and upper half ( 00 27090 << θ ) surface of the rocket gives rise 
to initial pitch-up motion during the separation stage. The circumferential angle, θ , 
around the rocket is defined in Fig. 6. 

Above arguments may become clear by plotting the axial distribution of bottom 
( 00=θ ) and top ( 0180=θ ) surface. In fig.7, it shows the surface pressure distribution 
along the axial direction on the rocket surface at various fixed circumferential. 
Generally, the surface pressure is highest at the nose (x=0.0) where nearly normal 
shock occurs and it decreases very rapidly along the downstream direction because 
the shock angle, at the same horizontal location corresponding to the concerning 
rocket surface, inclines [see the pressure distribution over 02.00 << x ]. The trend 
becomes reverse by the impact of reflected shock from the mother plane [see the 
pressure distribution over 1.002.0 << x ]. However, the pressure decreases again near 
the corner turning around the rocket fore-body by the presence of expansion wave, 
where the flow is somewhat over-expanded [see the pressure distribution over 

15.01.0 << x . Finally, as over-expansion effect gradually disappears, the pressure 
monotonically converges to a constant value along the downstream up to fin position 
[see the pressure distribution over 0.115.0 << x ]. 

 

(a)Top view 

 

(b)Bottom view 

Fig. 5. Pressure contours on the surfaces of mother plane and rocket 

In the region 1.002.0 << x , the shock wave reflected from the mother plane wraps 
around the rocket body and the wave effect is concentrated at 00=θ , hence a higher 
pressure region is formed near the bottom surface ( 00=θ ) of the rocket than the top 
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surface ( 0180=θ ). The pressure difference between lower pressure top-region and 
higher pressure bottom-region gives rise to upward-lift of which aerodynamic center 
is located at a certain position in 1.002.0 << x , which is far ahead of the center of 
gravity of the rocket. Therefore, the pitch-up moment is generated at early stage of the 
rocket separation. In the region 15.01.0 << x , opposite phenomenon exists but the 
effect on the resultant moment is very limited due to the smallness of the magnitude 
of pressure difference and the length of momentum arm from the center of gravity of 
the rocket. 

Pressure increment around the rear-body is mainly due to the presence of the 
control surfaces (fins). In this region, the pressure difference is negligible so that the 
contribution of this region on initial pitch-up motion of the rocket is minor. 

 

Fig. 6. Definition of circumferential angle 

Utilizing the result of steady-state analysis as an initial flow condition, numerical 
computation has done to investigate three-dimensional unsteady separation of the 
rocket from the mother plane. The computation has been carried out for t=1.5 
seconds. When t=1.5s, the separation distance defined as smallest length between the 
mother plane and the ALR becomes twice of the rocket length, and all interferences 
between the mother plane and rocket disappear. To demonstrate two representative 
cases, i.e., stable and unstable separations, computations have conducted for the cases 
of rocket body geometry with/without control surface (fin). 

 

Fig. 7. Surface pressure distributions along the axial direction at t=0 
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In the case of rocket geometry without fin, the rocket undergoes significant pitch-
up motion during the separation as shown at Fig. 8. On the surface of under-body near 
the nose, high-pressure zone is formed at early times, and is broadening to the 
downstream as time increases. On the other hand, low-pressure zone is rapidly 
spreading over the whole upper surface as time increases [see the pressure contour at 
t=1.5s in Fig.8]. By the interaction of surface pressure distribution mentioned above, 
clockwise pitch-up moment strengthens monotonically as time increases. In this case, 
there is no recovery force to pitch-down.  

 

Fig. 8. Pressure contour and transient behavior of the rocket without control surface during 
separation process 

Fig.9 shows time history of the pitch angle in the case of the ALR geometry 
without fin. A slight pitch-down motion is noticed till to t=0.4s after launching and 
then the pitch-up moment is generated and the rocket sets in successive nose-up 
motion after t=0.4s. As a result, the rocket motion becomes eventually unstable and is 
set into the stall behavior at large times. 

 

Fig. 9. Time history of the pitch angle in the case of ALR without fin 

Figure 10 shows transient motion of the rocket with fin. By the counter action of 
fin to pitching moment induced by surface pressure distribution near the nose, the 
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rocket is stably separating from the mother ship, and sustaining a small pitch angle 
within a proper limitation. The mechanism on stable separation is elucidated in the 
following reasoning. At the initial state, very small pitch-up moment, due to surface 
pressure near the nose (nose effect), is forced to the rocket. As time and pitch-up 
angle increase, fin effect to recover the original positioning of the rocket emerges and 
this restoring force by fin overwhelms initial pitching-force by the surface pressure 
distribution near the nose. At those times, the rocket turns into pitch-down motion. As 
time goes on, one (nose/fin) effect dominates the other (fin/nose) effect alternately. 
Figure 11 shows the repeating procedure of pitch-up and down motion by restoring 
pitching moment due to the relative magnitude of nose and fin effects.  

 

Fig. 10. Pressure contour and transient behavior of the rocket with control surface during 
separation process  

 

Fig. 11. Pitching moment of the ALR along the time 

4   Conclusions  

In this study, the supersonic separation of the rocket from the mother plane and the 
behavior of the rocket after the separation have been investigated.  



466 Y.M. Ji et al. 

 

The shock and the expansion waves generated at the rocket nose are reflected from 
the mother plane and wrap around the rocket, which results in a significant pressure 
change on the rocket surface and induces a pitching motion. To demonstrate typical 
stable and unstable separation processes, two cases of rocket geometry (rocket 
with/without control surfaces) were investigated:  

By the presence of properly designed control surfaces, the pitch-up motion can be 
stabilized through the competing between destabilizing and stabilizing behaviors, and 
safe separation is secured.  
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Abstract. Effect of grid resolution on the statistics of passive scalar in a com-
plex shear layer was investigated using a direct numerical simulation technique. 
The grid resolution in the shear layer which was generated from the interaction 
of main and injected streams strongly influences the subsequent evolution of the 
passive scalar. Dissipation, integral length-scale, skewness and flatness factors 
of the passive scalar are sensitive to the numerical resolution away from the 
wall where coherent structures grow very rapidly.  

1   Introduction 

Direct numerical simulation (DNS) resolves all the scales of fluid motion. Conceptu-
ally it is the simplest approach and, when it can be applied, it is most accurate and 
complete in the level of description provided. The drawback of DNS is of course its 
very large computational cost, and the fact that this cost increases rapidly with the 
Reynolds number. However, DNS studies have proved extremely valuable in many 
previous studies in revealing the physics of turbulence and turbulent flows.  

For the turbulent flow in an injection-driven channel, an accurate prediction of the 
flow is of direct importance in many practical applications such as those in combus-
tion chamber and transpiration cooling. Since turbulence plays a critical role in the 
evolution and dispersion of passive scalar, a better understanding of the flow charac-
teristics will be very useful for the efficient design and operation of various thermal 
systems.  

Even though a significant development has been made to the prediction method of 
velocity field in wall-bounded channel with transpired walls (Beddini [1]), relatively 
much less effort has been made in the calculation of passive scalar transport in spite 
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of its practical importance. Many of earlier investigations had to rely on RANS type 
approach or relatively simple instrumentations and thus, an inherent limit was  
imposed in understanding the behavior of turbulent passive scalar field. As the flow 
situation becomes more complex, the Reynolds analogy between the flow and passive 
scalar deteriorates further and, thus, the analysis for the passive scalar becomes much 
more difficult. The present work mainly intended to examine the effect of numerical 
resolution on the passive scalar transport in complex flow situation. In line with the 
purpose of this study, a direct numerical simulation technique which gets solutions of 
governing equations without turbulence model was adopted.  

The focus will be restricted to turbulence statistics such as turbulent Prandtl num-
ber, turbulent diffusivity and integral length-scale of the passive scalar which are 
usually hard to obtain directly from the measurements. Even though those statistics 
will require a significantly long averaging time, an attempt of getting perfectly 
smooth data by averaging over such a long period of time was not made in the present 
work. Instead, all the statistics were averaged over a time span which is sufficiently 
long enough only for up to the second-order statistics on the consideration of compu-
tational cost.  

A brief description of numerical methodology will be provided in the next section 
and then, several statistical results will be discussed.  

2   Description of Numerical Methodology 

2.1   Governing Equations 

Assuming that the flow is incompressible, the following non-dimensional equations 
for velocity and passive scalar were solved on a rectangular, staggered grid (Harlow 
& Welch [2]).  
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All the variables are made dimensionless using an inlet bulk velocity and a half  
channel height. For convenience, the superscript * will be dropped hereinafter. The 
governing equations are integrated in time using a semi-implicit scheme. A low stor-
age, 3rd order Runge-Kutta scheme was used for treating convective terms explicitly 
and the Crank-Nicolson scheme for viscous terms semi-implicitly. All the spatial 
derivatives are approximated with second order central difference scheme. For more 
numerical details, see Na [3].  
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2.2   Computational Details 

Three-dimensional, rectangular computational domain consists of a streamwise extent 
of 26h and a spanwise extent of 6.5h. Here h is the half channel height. The constant 
wall injection starts along both upper and lower wall from the location of x/h=13.4. 
The strength of wall injection, defined by the ratio of applied wall injection to the 
inlet bulk velocity, was set to 0.05. This is quite a strong injection and results in a 
strong acceleration of the flow in the main flow direction to satisfy global mass con-
servation. Thus, the pressure gradient (which does not appear in the mean concentra-
tion equation) is one of important terms in the mean momentum equation budget for 
the streamwise velocity component. The Reynolds number based on the inlet bulk 
velocity and a half channel height is 2250.  

For the passive scalar, it was assumed that the bottom wall is maintained at a con-

stant temperature (or concentration), wT− , and the top wall at wT . The Prandtl num-

ber was assumed to be 1 so that the working fluid can be thought of as a gas (instead 
of liquid). In order to prevent the numerical instability for the passive scalar, a widely 
used QUICK scheme (Leonard [4]) was employed for the convective terms of the 
passive scalar equation.   

The no-slip boundary condition is used along the wall except in a region where 
constant blowing is applied. The flow is assumed to be homogeneous in the spanwise 
direction, justifying the use of periodic boundary condition in that direction.  

In order to assess the effect of numerical resolution, a series of computations were-
conducted and the test cases considered in the present paper are summarized in the 
following table.  

Table 1. Test cases performed 

Name of test cases Number of numerical grids 
CASE1 257 x 129 x 129  4.3 million grids 
CASE2 257 x 257 x 129  8.5 million grids 
CASE3 513 x 257 x 129  17 million grids 
CASE4 513 x 257 x 257  34 million grids 

 
The geometry of the present injection-driven flow contains several regions of  

non-negligible gradients in the wall normal direction, which requires a very careful 
distribution of grid spacing. The CASE3 uses a 513x257x129 grid system and this 
gives the resolution of approximately x+Δ ≈ 7.5, 

miny+Δ ≈ 0.0056, 
maxy+Δ ≈ 1.8, 

z+Δ ≈ 7.5 in terms of wall unit. When 257 grid points are used in the spanwise direc-
tion (CASE4), the grid spacing in the sapnwise direction becomes 3.8 in wall unit. 
Judging from the turbulence studies reported in the literature, it can be said that  
the present resolution is more than good for resolving the simple channel flow at 
comparable Reynolds number.  
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(a) CASE1 

 

(b) CASE2 

 

(c) CASE3 

 

(d) CASE4 

Fig. 1. Comparison of ' 'T v−  contours obtained with different resolutions 

3   Results and Discussion 

The turbulent heat flux in the wall-normal direction is likely to be influenced most by 
the grid resolution in the shear layer formed in the middle of the channel. A series of 
contour plots in Figure 1 show the effect of resolution on ' 'T v−  in (x-y) plane. Over-
all behavior is qualitatively similar but it definitely shows the differences especially in 
the shear layer after x/h>15. However, it can be said that, from an engineering point 
of view, the resolution of CASE1 is reasonably acceptable in catching the relevant 
flow physics. .  

Turbulent diffusivity and turbulent Prandtl number at x/h=24 are compared in  
Figures 2-3. A non-negligible variation with the numerical resolution is realizable in 
both figures. Compared with the simple channel flow, turbulent diffusivities are sig-
nificantly enhanced due to the turbulent activities in the developing shear layer. The 
turbulent Prandtl number also exhibits a qualitatively different distribution across the 
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channel. Since new turbulent structures are being generated rapidly in the shear layer, 
sufficient resolution should be provided to capture the correct growth rate of those 
structures and thus, the grid resolution is thought to be responsible for the differences 
seen in these figures.  

 

Fig. 2. Distribution of turbulent diffusivity at x/h=24 

 

Fig. 3. Distribution of turbulent Prandtl number at x/h=24 

A similar behavior of resolution-dependence can be seen in the distribution of dis-
sipation of passive scalar. As the resolution gets better, smaller scale motions are 
better resolved and this results in a higher dissipation rate as shown in Figure 4. In 
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Fig. 4. Dissipation of passive scalar at x/h=24 

 

Fig. 5. Integral length-scale of passive scalar 

order to understand the turbulence maintenance mechanism, the correct prediction of 
dissipation is very important. Unfortunately, the simulation with more grid points than 
CASE4 was not possible due to the prohibitively high computational cost and it is not 
sure if the further improvement can be obtained with in Figure. Using the information 
of rms fluctuation and dissipation of passive scalar, one can define the integral length-
scale shown in Figure 5. In the shear layer formed in the middle of the channel, the 
coherent structures which came from the upstream interact with the injected stream 
originating from the walls. In this process, the existing structures may be broken into 
smaller ones or smaller scale motions are newly born in this region. This possibility is 
illustrated in Figure 5. In any case, a better resolution gives a smaller length scales at 
different locations. This result can be also noticed in Figure 6 where instantaneous 
passive scalar fields are displayed in (x-z) plane at y/h=0.43. 
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(a) CASE1 

 

(b) CASE2 

 

(c) CASE3 

 

(d) CASE4 

Fig. 6. Instantaneous concentration field in (x-z) plane at y/h=0.43 

Finally, in Figures 7 and 8, skewness and flatness factors at x/h=24 obtained from 
CASE3 and CASE4 are compared. Note that they are calculated from 3rd and 4th order 
statistics, respectively. Both factors exhibit very high values close to the wall suggest-
ing that the passive scalar is significantly disturbed (or modified by the wall injec-
tion). Skewness factor, which is a measure of intermittency, is significantly different 
from its Gaussian value of zero up to y/h=0.65. Flatness factor in the middle of the 
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Fig. 7. Skewness factor of passive scalar 

 

Fig. 8. Flatness factor of passive scalar 

channel fluctuates around Gaussian value of 3 similar to the simple channel but it 
increases very rapidly in the vicinity of the wall.  As expected from the previous  
results, Figures 7-8 show that the higher-order statistics between 0.05 < y/h < 0.4 are 
also influenced by the resolution in the developing shear layer.  

4   Summary 

Direct numerical simulations were performed with different numerical resolutions in 
the injection-driven turbulent channel which is characterized by non-negligible 
streamwise inhomogeneity with an objective of analyzing the effect of grid resolution 
in complex flow situation. In the present configuration, the complexity of the  
flow came from the shear layer formed by the interaction of main flow with the wall 



 Effect of Grid Resolution on the Statistics of Passive Scalar 475 

 

injection. This inhomogeneity not only renders the computational analysis very  
expensive but also makes the quality of prediction be influenced by the grid resolution 
used.  

A close investigation of the results suggests that the dissipation and integral length 
scale of passive scalar are strongly affected by the number of grids. When the resolu-
tion is sufficiently high, the turbulent Prandtl number turned out to be rather constant 
in the outer layer ( y/h> 0.2). Regardless of the presence of large 2-D roller-type struc-
tures, which usually can be observed in the mixing layer, a proper resolution for the 
smaller scale motions present in the developing shear layer should be guaranteed for 
the accurate prediction of subsequent evolution of the passive scalar. 

Acknowledgement 

This work was supported by grant No. R01-2004-000-10041-0 from the Basic Re-
search Program of the Korea Science & Engineering Foundation.  

References 

1. Beddini, R. A.: Injection-Induced Flows in Porous-Walled Duct, AIAA J., vol. 24, no. 11 
(1986) 1766-1772.  

2. Harlow, F. H. and Welch, J. E.: Numerical Calculation of Time Dependent Viscous Incom-
pressible Flow of Fluid with Free Surface, Phys. Fluids, vol. 8 (1965) 2182-2189.  

3. Na, Y.: Direct Numerical Simulation of Turbulent Scalar Field in a Channel with Wall  
Injection. Numerical Heat Transfer, Part A (2005) 165-181.  

4. Leonard, B. P.: A Stable and Accurate Convective Modeling Procedure Based on Quadratic 
Upstream Interpolation, Comput. Meth. Appl. Mech. Eng., vol. 19 (1979), 59-98.  



 

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 476 – 483, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Test of Large Eddy Simulation in Complex Flow  
with High Schmidt Number 

Yang Na1,* and Seungmin Lee2 

1 CAESIT, Dept. of Mechanical Engineering, Konkuk University, 
Hwayang-dong 1, Gwangjin-gu, Seoul 143-701, Korea 

yangna@konkuk.ac.kr 
2 Dept. of Mechanical Engineering, Konkuk University, 

Seoul 143-701, Korea 
minisgood@naver.com 

Abstract. Turbulent concentration field with Sc=50 was investigated via large 
eddy simulation. Dynamic mixed model for the passive scalar was tested in a 
strong shear layer. Both mean and rms eddy diffusivities were shown to be  
reduced in the middle of the channel as the Schmidt number becomes large.  
A sudden increase of SGS turbulent Prandtl number in the vicinity of the  
wall suggests that more careful choice of filter size is required to capture the 
subgrid-scale dynamics correctly in this region when analyzing high Schmidt 
number flow.  

1   Introduction 

Turbulence in fluids is considered as one of the most difficult problems of modern 
physics. Direct numerical simulation (DNS), known as one of the most accurate and 
complete analysis tools, is supposed to resolve all the spatial scales of turbulence and 
naturally it requires an extremely high computational cost. In large eddy simulation 
(LES), on the other hand, only the dynamics of the larger scale motions are computed 
explicitly while the effects of small scales are represented by simple subgrid scale 
(SGS) models. Generally, industrial, natural, or experimental configurations involve 
Reynolds numbers that are far too large to allow direct numerical simulation and the 
only possibility then is large eddy simulation.  

The literature indicates that significant development has been made for the predic-
tion of a turbulent velocity field, but much less effort has been done in the calculation 
of passive scalar transport. One of the ingredients in understanding turbulent transport 
of a scalar between a flowing fluid and a solid surface is to analyze the behavior of 
the fluctuating concentration field in the diffusive sublayer where almost all of the 
change of mean concentration or temperature can occur at high Schmidt (Sc) or 
Prandtl (Pr) numbers. In addition to the fact that the diffusive sublayer lies entirely in 
the viscous sublayer, a passive interaction of concentration field with coherent struc-
tures very close to wall makes the analysis much more difficult compared to the case 
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of mass transfer at low or moderate Schmidt number and this is reflected in the many 
controversies of the behavior of mass transfer coefficient. The present work is moti-
vated by the need for the practical methodology for predicting high Schmidt number 
concentration fields. Among many SGS models available, dynamic mixed model 
(DMM) proposed by Zang et. al [1] combined with finite difference formulations, 
which most conveniently uses filters in physical space, was tested in a shear layer 
resulting from the interaction of main and injected flows.  

In several previous LES studies, DMM has been shown to produce better results in 
a wide range of turbulent flows than the dynamic Smagorinsky model (DSM) of Ger-
mano et al.[2]. Even though Calmet & Magnaudet [3] showed the success for the high 
Schmidt number mass transfer problem with DMM, definitely more evidences in 
more complex flow situations will be required to assess the feasibility of LES meth-
odology and this motivates the present work.  

In the next section, numerical methodology will be briefly explained and then  
instantaneous and statistical results will be discussed. 

2   Numerical Methodology 

2.1   Governing Equation  

For incompressible flows, the filtered governing equations in a conservative form for 
the LES of a passive scalar are given as follow: 
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where the overbar denotes a grid-filtering operation. The effect of unresolved subgrid 

scales is represented by the following residual stress tensor ijτ  and residual scalar 

flux vector jq . 

ij i j i ju u u uτ = − , (4) 

j j jq Tu Tu= − . (5) 

All the terms in equations (1)-(3) are resolved except ijτ  and jq  which should be 

obtained through the appropriate LES models. Details of how to integrate governing 
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equations and to calculate ijτ  and jq  using DMM approach are explained in Lee & 

Na [4] and will not be repeated here. 

2.2   Computational Details 

The streamwise extent of the computational domain is 26h and the spanwise extent is 
6.5h, where h is the half-channel height. In order to provide physically realistic turbu-
lence to the region of main interest with uniform wall injection, a periodic channel 
(without wall injection) with a length of about 12h was placed in front of the region of 
the injection-driven flow regime.  

The Reynolds number defined by the inlet bulk velocity and half-channel height 
was set to 2250, while Schmidt number (or equivalently, Prandtl number) was set to 
50. A total of 129 grids were used in the streamwise direction, 65 grids in the span-
wise direction, and 97 grids in the wall-normal direction.  

No-slip boundary condition was used at both upper and lower walls except in the 
region where constant blowing was applied (x/h>13). The strength of the wall injec-
tion defined by the ratio of injected velocity to the inlet bulk velocity was set to 0.05. 
Due to this strong wall injection, the flow experiences a rapid acceleration (or equiva-
lently large convective term) in the main flow direction. For the passive scalar field, 
the temperature (or concentration) at the wall was set to –Tw and that of the top wall 
was Tw.  

A box filter was applied as both grid and test filters and no explicit filtering was 
done in the normal direction. The only adjustable parameter of the SGS model is the 
ratio of filters and the value of 2 was chosen for the present study.  

 

Fig. 1. Mean concentration profiles with two different resolutions 
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Fig. 2. Concentration fluctuations with different resolutions 

3   Results 

For the calculation of statistical quantities, averages were obtained over the homoge-
neous spanwise direction and time of about 40 h/Ub. This period of time may not be 
enough for the very smooth higher order statistics but it is sufficient for the purpose of 
the present study.  

The adequacy of the numerical resolution was assessed by examining the mean and 
root-mean-square (rms) concentration (or temperature) fluctuations at several repre-
sentative streamwise locations. Figures 1-2 compares the progression of mean and 
rms fluctuations of temperature profiles. These progressions suggest that profiles 
deviate significantly from that of lower Schmidt number flows. Since the temperature 
gradient is extremely large near the wall, a higher resolution gives significant im-
provement especially in this region. Distribution of concentration (or temperature) 
fluctuations in the injection-driven region showed sizable departures as well. How-
ever, the result at x/h=9.1 indicates that a better resolution in the wall-normal direc-
tion does not improve the solution in the absence of wall blowing. Thus, a shear layer 
generated away from the wall requires a higher resolution for the better prediction of 
concentration field.  

In order to understand how the concentration field is modified due to the change of 
Schmidt number, the present result was compared with that of Sc=1 in Figure 3. As 
shown clearly in the figure, peaks of concentration fluctuations were moved away 
from the wall. This feature is thought to be directly associated with the growing lifted 
shear layer that results from the interaction of the main flow with the wall injection. 
In Figure 4, the instantaneous concentration fields at two different (x-z) planes are 
presented. At y/h=0.065, the streak-like structures are totally disappeared due to the 
lifted boundary layer.  
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Fig. 3. Comparison of fluctuations with Sc=1 

 

(a) y/h=0.065 

 

(b) y/h=0.42 

Fig. 4. Instantaneous concentration fields in two (x-z) planes 

However, the fact that the those structures are present at y/h=0.42 suggests that 
they do not die but just move away from the wall probably due to the action of wall 
injection.  
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Fig. 5. Distribution of friction temperature 

 

Fig. 6. Comparison of eddy diffusivity 

The friction temperature shown in Figure 5 indicates that the concentration bound-
ary layer was totally displaced away from the wall after x/h=13 regardless of Schmidt 
number. The fact that the conduction heat transfer rate (or concentration gradient) at 
the wall decays faster than the skin friction coefficient (or velocity gradient) implies 
that hydrodynamic and thermal boundary layers react differently to external forces 
such as strong wall injection.  

Eddy diffusivity at x/h=24 are compared for Sc=1 and 50 in Figure 6. It is seen that 
both mean and rms concentration field were reduced throughout the channel. The fact 
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that a significant variation of the SGS turbulent Prandtl number with Schmidt number 
was not noticed except in the vicinity of the wall in Figure 7 suggests that eddy vis-
cosity was also reduced due to the higher grid resolution (or higher cutoff wave-
number). However, a sudden increase near the wall is worth of notice. This rapid 
increase of SGS turbulent Prandtl number close to wall is thought to be directly re-
lated to an insufficient resolution of thin concentration boundary layer. A concentra-
tion field with high Schmidt number is expected to have a very large mean gradient 
(or equivalently extremely thin boundary layer) and will require a significant grid 
concentration. Since the present work intends just to test the feasibility of LES for the 
high Schmidt number, an attempt of using more grid points than 97 in the wall-normal 
direction was not made. 

 

Fig. 7. Comparison of SGS turbulent Prandtl number 

4   Summary 

The importance of integrated or combined analysis is rapidly growing thesedays. In 
many combined studies such as in the present work, an accurate prediction of flow is 
a prerequisite for the subsequent analysis of heat and mass transfer. Since a passive 
scalar was assumed here, two-way coupling was not considered this time and the 
concentration field was assumed not to influence the flow field.   

From a practical engineering standpoint, the algorithm of dynamic mixed model of 
Zang et al. [1] was extended to the prediction of passive scalar and tested in the case 
of Sc=50. To assess the feasibility of the DMM, the model was applied in a strong 
shear layer generated from the interaction of mean and injected flows. This prelimi-
nary test shows the possibility of using DMM for the high Schmidt number flow.  

Away from the wall, eddy diffusivity is reduced as the Schmidt number increases. 
Since the eddy viscosity is unchanged, a lower value of eddy diffusivity results in a 
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reduced SGS turbulent Prandtl number. However, the reason why the SGS turbulent 
Prandtl number decreases is not clear. Since high Schmidt number concentration field 
is associated with a much wider range of length scales than the velocity field, the size 
of the filter (or cutoff wave-number) for the concentration field is likely to play an 
important role in the analysis. This issue will be further investigated. 
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Abstract. We present a simple idea to simulate dynamic fracture and fragmen-
tation of a propulsion system exposed to an extreme condition, such as a fire. 
The system consists of energetic materials confined in a steel cylinder. The 
strain failure model of the confinement is a modified Johnson-Cook model with 
a statistical failure distribution. By using the size distribution data of the frag-
ments from the thermal explosion tests, the failure strain distribution can be 
empirically obtained and then entered into the model. The simulated fracture 
and fragment sizes are compared with the experimental records. 

1   Introduction 

In the energetic materials community, there is an interest in using computer simula-
tions to reduce the number of experiments for weapons design and safety evaluation. 
Models and numerical strategies are being developed for the heating of energetic 
materials until reaction (cookoff). Munitions exposed to a fire are of great concern. In 
this case, time scales for behaviour can range from days to microseconds. During the 
relatively slow heating phase, the response of an energetic materials system is paced 
by thermal diffusion and chemical decomposition, while the mechanical response is 
essentially a quasi-static process. As the decomposition reactions accelerate, heat is 
generated faster than it can diffuse. Product gases are formed and the resulting pres-
sure rises accelerate the energetic and containment material response. The resulting 
thermal explosion can range in violence from a pressure rupture to a detonation. 

A number of investigators have modeled slow cookoff experiments. Chidester et
al. [1] calculated explosion times for HMX- and TATB-based explosives subjected to 
varying confinement and thermal environments. Tarver and Tran [2] improved ther-
mal decomposition models for HMX-based plastic bonded explosives and attained 
reasonable predictions for ignition time using the thermal-chemical code, Chemical 
TOPAZ. These thermo-chemical models were expanded to include hydro effects, and 
the earlier models were evaluated against small-scale tests. It was recognized that the 
models required further development and needed to be benchmarked against well-
instrumented cookoff experiments. More recent modeling efforts have focused on 
wall strain rates as a measure of cookoff violence.  
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In the modeling work of this study, the process of cookoff is not separated into two 
regimes. Instead, a single calculation is performed for the heating, ignition, and ex-
plosive phases of cookoff. Coupled thermal, mechanical, and chemical models are 
used during all of these stages to account for effects such as chemical decomposition, 
burning, thermal expansion, and the closing of gaps. It is seen that the modeling of 
thermal explosions requires computational tools and models that can handle a wide 
variety of physical processes and time scales. 

We consider the explosive LX-10 which has an HMX base [3]. The LX-10 has a 
nominal composition of 95% HMX and 5% Viton by weight.  

In this paper, we investigate the response of confined HMX-based materials in our 
Scaled Thermal Explosion Experiment (STEX). The focus is placed on the simulating 
of fracture and fragmentation of the confinement material, namely AerMet 100 steel. 
Efforts are made to compare the measured fragment sizes of explosively driven steel 
pipe. A numerical approach involving variable mass-scaling allows the calculation of 
coupled thermo-chemical-mechanical results over the widely varying time scales 
associated with the heating and explosive processes. 

2   Experiment 

In order to provide a database to test models, the STEX is designed to quantify the 
violence of thermal explosions under carefully controlled conditions [4]. The cylin-
drical test, shown in Fig. 1, is designed to provide ignition in the central region of the 
cylinder. The confinement vessel consists of AerMet 100 with heavily reinforced end 
caps which confine the decomposition gases until the tube wall fails. A length to 
diameter ratio of 4:1 is used for which the ID is 4.49 cm and the interior length is 20.3 
cm. The wall thickness is 0.3 cm for LX-10, giving an approximate confinement pres-
sure of 200 MPa. Ullage (air space) was included to allow for expansion of the HE 
without bursting the vessel prior to ignition. The total ullage that is present in the 
vessel was 8.66% for LX-10. 

A feedback control system is used to adjust three radiant heaters to control the wall 
temperature at location no. 1 of Fig. 1(b). The thermocouples at location nos. 2 and 3  

Fig. 1. (a) Photograph of the STEX vessel. (b) Schematic of the model domain. 
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on the end caps are controlled with separate control loops. The wall thermocouple 
temperature is increased at 1 C/h until explosion.  The lower and upper thermocouples 
are maintained at 4 and 9 C, respectively, below the wall temperature to provide  
for ignition near a plane half way between the two end caps.  A probe with 5 thermo-
couples is used to monitor the internal temperature of the HE (see Fig. 1(b)). Two 
hoop strain gauges were used to measure the radial expansion of the tube at the axial 
mid-plane. 

3   Models 

3.1   Chemical model 

The four-step, five-species reaction mechanism for HMX is 

 

(1) 

where A and B are solid species (  and  phase HMX), C is solid intermediate, D and 
E are intermediate and final product gases, respectively. Here ri is the mass reaction 
rate, Zi is the frequency factor, and Ei is the activation energy for reaction i. Also j 
the mass concentration for species j = A, B, C, D, E.  

The mechanism for Viton is a single-step, endothermic reaction:  

 (2) 

The rate parameters in the above mechanisms for LX-10 are adjusted to fit  
One-Dimensional-Time-to-Explosion (ODTX) measurements. The values are given  
in [5]. 

After the chemical reactions have progressed significantly into the faster regime 
of cookoff in which changes are occurring on the time scale of the sound speed, a 
switch is made to a burn front model in which reactants are converted completely to 
products in a single reaction step. The burn front velocity, V is assumed to be a 
pressure-dependent function, and it takes the form, where V is in mm/s and P is in 
MPa.  

This change in models is made for several reasons. First the Arrhenius models de-
scribed above may not apply at the elevated temperatures and pressures of the burn 
process. The burn rate model is more useful since it can employ measured burn rates 
as described below. Finally, the computational effort required for the Arrhenius model 
is prohibitively large as a result of the fine mesh spacing and small time steps required 
to model the narrow burn front.  In contrast, solutions for the burn rate model can be 
obtained with practical amounts of computation time.  
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3.2   Thermal Model  

The time-dependent thermal transport model includes the effects of conduction, reac-
tion, convection, and compression. The constant-volume heat capacity is constant for 
each reactant. The thermal conductivities of the solid species A, B and C are taken to 
be constant, whereas the effects of temperature are included for the gaseous species. 
The thermal properties for materials A, B and C are reported in [5] and use available 
measured values for LX-10. The heat capacity, cv, for gases D and E is assigned the 
same constant-volume value used in the gamma-law model. The temperature-
dependent thermal conductivity is estimated at 1 kbar and T = 2000 C using Bridg-
mann's equation [6] for liquids in which the sound velocity is calculated using results 
from Cheetah [7]. 

As for the mechanical model, the discussion is quite involved and the readers are 
referred to the Refs. [8,9]. 

3.3   A Modified Johnson-Cook Failure Model for AerMet 100    

Simulations of an explosively-driven, steel cylinder were performed using the  
Johnson-Cook Failure Strain (JCFS) Model. The effects of the heterogeneous 
microstructure were considered by incorporating Gaussian (spatial) distributions of  
the JCFS parameters (D1 in Eqn. 2). The parameters used in the model are listed in 
Table 1. Fragmenting material motion was considered to be Lagrangian throughout 
the simulation. The idea is that the failure strain could not be constant in a material 
else it would fail simultaneously over a dynamically loaded body with infinitesimally 
small fragments [11].                 

(3)

(4)

4   Results 

One-dimensional results are not discussed here and the readers are referred to Ref. 
[5,8,9,10]. Two dimensional simulations are performed for the STEX system LX-10. 
This system is assumed to be axisymmetric, and a cylindrical wedge was selected for 
the calculation domain. In Fig. 2, calculated temperatures of the STEX system are 
plotted versus time, along with measured curves. The measured and calculated tem-
peratures are shown at an internal location (no. 6 in Fig. 1(b)) and the control location 
(no. 1 in Fig. 1(b)). The predicted and measured internal temperature curves are in 
good agreement for LX-10, and the predicted explosion temperature (TC no. 1) of 182 
C agrees very well with the experimental value of 181.5 C.  

Studies were conducted to assess the accuracy of the calculations and the repro-
ducibility of the measurements. The model simulations were repeated with the refined 
meshes and are numerically accurate to less than a degree. Thus, the model results are 
numerically accurate and the measurements seem to be reproducible. 
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Fig. 2. Prediction of thermal response of confined LX-10

In Figs. 3, calculated vessel wall hoop strain for the STEX system is shown with 
the measurement over the duration of the tests. The results confirm the accuracy of 
the hoop strain measurements and the Gruneisen EOS for AerMet 100.  Near the 
ignition point, decomposition gases pressurize the vessel, and measured strains are 
greater than the empty-vessel results. 
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Fig. 3. Experimental and calculated hoop strain records from the slow heating to the thermal 
runaway phase for LX-10 

Figure 4 shows retrieved fragments from the actual STEX run of LX-10. The size 
distribution varies on the orders of several centimeters. Figure 5 shows three-
dimensional numerical simulation of the same system. A distinct fracture pattern is 
observed and also the size of the unfailed zones (i.e. fragments) is on the order of 1-2 
centimeters.    

2 cm2 cm

Fig. 4. Retrieved fragments from explosively driven AerMet 100 pipe 
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Table 1. Parameters used in the current fracture model of AerMet 100 steel 

 Johnson-Cook Failure Coefficients 

1D 0.1 +/- 20% standard deviation 

2D 0.156 (Chabildas et al., 2001) 

3D 0.296 (Chabildas et al., 2001) 

Fig. 5. Crack initiation on outer layer of AerMet 100 steel pipe, loaded at center by HMX 
spherical deflagration  

Fig. 6. Variation of D1 parameter affecting the fragment size of metal pipe 
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To understand the mechanism of present JCFM, we modified and varied D1 pa-
rameter. The percent deviation of an assumed Gaussian distribution of the parameter 
is varied from 10, 20, and 30% as shown in Fig. 6. As the width of the bell-shaped 
distribution increases, the size of the crack (in red) in the simulation increases also. 
The unfailed zones which we identify as fragments are larger, and their presence is 
less frequent with increasing distribution width. 

5   Conclusions 

A numerical investigation was performed to validate the experimental results for the 
thermally-induced explosion of the HMX-based explosive, LX-10. A particular 
interest is placed on the modeling of fracture and fragmentation of the AerMet 100 
containment of LX-10, upon thermal explosion. A continued effort is needed to build 
a tool that can confidently address the fragmentation and also the violence of a 
thermal explosion system. 
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Abstract. In this work, a multiobjective design optimization frame-
work is developed by combining GAs and an approximation technique
called Kriging method which can produce fairly accurate global approx-
imations to the actual design space to provide the function evaluations
efficiently. It is applied to a wing planform design problem and its re-
sults demonstrate the efficiency and applicability of the proposed design
framework. Furthermore, to improve the efficiency of the propsed method
using adjoint gradients two different approaches are tested. The results
show that the adjoint gradient can efficiently replace computationally
expensive sample data needed for constructing the Kriging models, and
that the adjoint gradient-based optimization techniques can be utilized to
refine the design candidates obtained through the approximation model
based genetic algorithms.

1 Introduction

The conceptual and preliminary phases of the design of aerospace systems in-
volve searching for either improved or optimal combinations of design variables
within large design spaces. Because of the nonlinearities and complex inter-
actions among the design variables and disciplines, realistic high-dimensional
multidisciplinary design optimization(MDO) problems are more likely to have
multimodal search spaces than single discipline design problems. Typical MDO
problems are also multiobjective in nature. Unlike single-objective optimization,
multiobjective optimization may result in a set of optimal solutions which repre-
sent the trade-off surface between the conflicting criteria. These non-dominated
solution points are called Pareto optimal solutions. Once the set of optimal so-
lutions is identified, the designer has the freedom of choosing one solution out
of many possible alternatives based on experience, prior knowledge and other
criteria or constraints particular to the current design problem. The traditional
optimization methods used for single objective optimization has the shortcom-
ings of identifying such Pareto solutions, which result in the need for better
global and multiobjective optimization frameworks to fully realize the benefits
of conducting MDO.

Genetic Algorithms(GAs), pioneered by John Holland, have recently been
gaining much attention as a popular choice for various real-world engineering
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problems largely due to their robustness and simplicity. GAs have many advan-
tages that make them suitable for MDO. Because they operate with a population
of possible solutions rather than a single candidate, they are less likely to get
stuck in a false local minima. Furthermore, a number of Pareto optimal solu-
tions may be captured during one run of GA. They are relatively simple and
easy to use and don’t require any auxiliary information such as gradients other
than the evaluation of the (possibly) multiple objective functions. These merits
make GAs very appealing as more reasonable candidate optimization tools for
MDO. [1]

One of the biggest drawbacks of GAs, however, is that they require hundreds,
if not thousands, of function evaluations to achieve a reasonable improvement
within the design space. Thus, the robustness of the method comes with the
price of low computational efficiency; therefore, their use is often infeasible for
high-fidelity models since the cost of carrying out the necessary function eval-
uations can be exorbitantly high. The efficiency of GAs has to be improved in
some way before they can be truly used in high-fidelity MDO. Given prior work
with computationally inexpensive and efficient approximation techniques such
as Kriging method, which can produce fairly accurate global approximations to
the actual design space, the combination of GAs with these approximation mod-
els becomes an obvious approach to overcome the problems of GAs mentioned
above. Since the computational cost to estimate the objective function once the
approximation model is constructed is almost trivial, the slow convergence rate
and the large computational burden to obtain many function evaluations for GA
methods are not significant any more.

The Kriging technique has been recognized as an alternative to the traditional
Response Surface method in generating approximation models for global and
multidimensional optimization. This is due to its abilities to interpolate sample
data and to model a function with multiple local extrema. To fully exploit the
advantage of the Kriging method, however, a large number of sample data points
should be spread out to fill the design space. This can be very costly and even
impractical in high-dimensional design optimization using high-fidelity analysis
codes. The cost of constructing a Kriging model can be greatly reduced by
incorporating secondary information such as values.

The focus of CFD applications has shifted to aerodynamic design since the
introduction of control theory to Aerodynamic Shape Optimization(ASO) in
transonic flow by Jameson [2, 3] in 1989. This control theory approach is often
called the adjoint method, since the necessary gradients are obtained via the
solution of the adjoint equations of the governing equations of interest. The
adjoint method is extremely efficient since the computational expense incurred in
the calculation of the complete gradient is effectively independent of the number
of design variables. In fact this method has become a popular choice for design
problems involving fluid flow and has been successfully used for the aerodynamic
design of complete aircraft configurations [4, 5, 6, 7].

In this work, our intention is to investigate the efficiency and suitability of
replacing computationally expensive sample data with the cheaply obtained
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gradients through the adjoint method when constructing the Kriging model to
be used in multiobjective genetic algorithms. For this purpose, we have chosen
the wing planform design problem of Boeing 747 configuration to improve both
aerodynamic and structural performances. Another approach of using the ad-
joint and Kriging methods to improve the overall design process is also proposed
and tested, in which the automatic design procedure that uses Computational
Fluid Dynamics(CFD) combined with the adjoint gradient-based optimization
techniques is utilized to refine the design candidates obtained through the ap-
proximation model based genetic algorithms.

2 Implementation

2.1 Overview of Kriging Method

The Kriging technique uses a two component model that can be expressed math-
ematically as

y(x) = f(x) + Z(x), (1)

where f(x) represents a global model and Z(x) is the realization of a stationary
Gaussian random function that creates a localized deviation from the global
model [8]. If f(x) is taken to be an underlying constant [9], β , Equation (1)
becomes

y(x) = β + Z(x), (2)

which is used in this paper. The estimated model of Equation (2) is given as

ŷ = β̂ + rT(x)R−1(y − f β̂), (3)

where y is the column vector of response data and f is a column vector of length
ns which is filled with ones. R in Equation (3) is the correlation matrix which
can be obtained by computing R(xi,xj), the correlation function between any
two sampled data points. This correlation function is specified by the user. In
this work, the authors use a Gaussian exponential correlation function of the
form provided by Giunta, et al. [10]

R(xi,xj) = exp

[
−

n∑
k=1

θk|xi
k − xj

k|2
]
. (4)

The correlation vector between x and the sampled data points is expressed as

rT(x) = [R(x,x1),R(x,x2), ...,R(x,xn)]T. (5)

The value for β̂ is estimated using the generalized least squares method as

β̂ = (fTR−1f)−1fTR−1y. (6)
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Since R is a function of the unknown variable θ, β̂ is also a function of θ. Once
θ is obtained, Equation (3) is completely defined. The value of θ is obtained by
maximizing the following function over the interval θ > 0

− [ns ln(σ̂2) + ln |R|]
2

, (7)

where

σ̂2 =
(y − f β̂)TR−1(y − f β̂)

ns
. (8)

In order to construct a Kriging approximation the only data required are
the function values at a number of pre-specified sample locations. For many
computational methods, secondary information such as gradient values may be
available as a result of the analysis procedure. Alternatively, the gradient vector
can be computed with very little additional cost, as is the case in the adjoint
method [11]. Gradient information is usually well cross-correlated with the func-
tion values and thus contains useful additional information. The efficiency and
accuracy of Kriging models can be greatly improved by incorporating these sec-
ondary function values [12].

2.2 Multiobjective Genetic Algorithms

Unlike single-objective optimization where only one optimal solution is pursued,
a typical multiobjective optimization problem produces a set of solutions which
are superior to the rest of the solutions with respect to all objective criteria
but are inferior to other solutions in one or more objectives. These solutions
are known as Pareto optimal solutions or nondominated solutions. A genetic
algorithm can use the above defined dominance criteria in a straightforward
fashion, to drive the search process toward the Pareto front. Due to the unique
feature of GAs, which work with a population of solutions, multiple Pareto
optimal solutions can be captured in a single simulation run. This is the primary
reason that makes GAs highly suitable to be used in multiobjective optimization.

A recent study by Coello[13] proposed a micro-GA based multiobjective op-
timization utilizing an external file to store nondominated vectors found in pre-
vious generations to accelerate the multiobjective optimization procedure. The
method implemented additional elitism strategy and adaptive grid-type tech-
nique to accelerate the convergence and to keep the diversity in Pareto front.
Micro-GAs is a specialized GA that works with a very small population size
of usually 3-6 and a reinitialization process. The previous studies showed that
micro-GAs achieved a faster convergence rate than simple GAs. In the present
research, some of the ideas of Coello’s work were adopted to a single objective
micro-GA along with the traditional Goldberg’s Pareto ranking approach in or-
der to develop an efficient and robust design framework. The authors modified
a micro-GA originally developed by Carroll [14] from CU Aerospace for that
purpose.

Once fairly accurate global approximation models are constructed with com-
putationally efficient techniques such as the Kriging method, combining them
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with GAs becomes an obvious choice to overcome the computational burden pre-
sented by GAs. Since the computational cost of estimating the objective function
through the approximation models is trivial, the slow convergence rate of GAs
leading to many generations and function evaluations to get to the optimal so-
lution would not matter any more.

2.3 Aerodynamic Shape Optimization

In order to find optimum aerodynamic shapes with reasonable computational
costs, it is useful to regard the wing as a device which controls the flow in order
to produce lift with minimum drag. An acceptable aerodynamic design must have
characteristics that smoothly vary with small changes in shape and flow condi-
tions. Consequently, gradient-based procedures are appropriate for aerodynamic
shape optimization. One of the main issues affect the efficiency of gradient-based
procedures is the actual calculation of the gradient.

A cost effective technique is to compute the gradient through the solution of
an adjoint problem, such as that developed in references [2, 3]. The essential idea
may be summarized as follows. For flow about an arbitrary body, the aerody-
namic properties that define the cost function I are functions of the flowfield
variables (w) and the physical shape of the body, which may be represented by
the function F . Then

I = I(w,F)

and a change in F results in a change of the cost function

δI =
∂IT

∂w
δw +

∂IT

∂F δF .
Using a technique drawn from control theory, the governing equations of the
flowfield are introduced as a constraint in such a way that the final expression
for the gradient does not require reevaluation of the flowfield. In order to achieve
this, δw must be eliminated from the above equation. Suppose that the governing
equation R, which expresses the dependence of w and F within the flowfield
domain D, can be written as

R(w,F) = 0. (9)

Then δw is determined from the equation

δR =
[
∂R

∂w

]
δw +

[
∂R

∂F
]
δF = 0.

Next, introducing a Lagrange multiplier ψ, we have

δI =
∂IT

∂w
δw +

∂IT

∂F δF − ψT

([
∂R

∂w

]
δw +

[
∂R

∂F
]
δF
)
. (10)

With some rearrangement

δI =
(
∂IT

∂w
− ψT

[
∂R

∂w

])
δw +

(
∂IT

∂F − ψT

[
∂R

∂F
])

δF .
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Choosing ψ to satisfy the adjoint equation[
∂R

∂w

]T

ψ =
∂IT

∂w
(11)

the term multiplying δw can be eliminated in the variation of the cost function,
and we find that

δI = GδF ,
where

G =
∂IT

∂F − ψT

[
∂R

∂F
]
.

The advantage is that the variation in cost function is independent of δw, with
the result that the gradient of I with respect to any number of design variables
can be determined without the need for additional flow-field evaluations.

In the case that the flow governing equation is a partial differential equation,
the adjoint equation is also a partial differential equation and appropriate bound-
ary conditions must be determined. It turns out that the appropriate boundary
conditions depend on the choice of the cost function, and may easily be derived
for cost functions that involve surface-pressure integrations. Cost functions in-
volving field integrals lead to the appearance of a source term in the adjoint
equation.

The cost of solving the adjoint equation is comparable to that of solving the
flow equation. Hence, the cost of obtaining the gradient is comparable to the
cost of two function evaluations, regardless of the dimension of the design space.

The formulation of control theory to aerodynamic design problems using the
compressible Euler and Navier-Stokes equations as the mathematical model has
been fully illustrated in the author’s previous works [15, 16].

2.4 Planform Optimization

The shape changes in the wing section needed in order to improve the tran-
sonic wing design are quite small. However, in order to obtain a true optimum
design, larger scale changes such as changes in the wing planform (sweepback,
span, chord, section thickness, and taper) should be considered. Because these
directly affect the structural weight, a meaningful result can only be obtained
by considering a cost function that accounts for both the aerodynamic charac-
teristics and the weight.

Following the previous works by Leoviriyakit, [17, 18] we redesign both wing
section and planform to minimize a cost function including both drag and struc-
tural weight terms of the form:

I = α1CD + α2CW , (12)

where CW is a dimensionless measure of the wing weight, which can be estimated
either from a statistical formula or from a simple analysis of a representative
structure, allowing for failure modes such as panel buckling. To estimate the
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wing weight, a realistic model should account for both planform geometry and
wing loading, but it should be simplified enough that we can express it as an
analytical function. An analytical model to estimate the minimal material to

t

b/2
C2

C3

C1

Fig. 1. Simplified wing planform
of a transport aircraft

resist material and buckling failures has been
developed by Wakayama [19]. When shear
and buckling effects are small, they may be
neglected, resulting in a simplified model de-
veloped by Kroo [20]. In his work the wing
structure is modeled by a structure box, whose
major structural material is the box skin. The
skin thickness varies along the span and re-
sists the bending moment caused by the wing
lift. Then, the structural wing weight can be
calculated boase on material of the skin. We
folllow the analysis developed by Kroo for the
present work. Readers can find the detailed
description of the wing sturcture model and
the necessary formulation of the adjoint boundary condition using this model in
one of the author’s previous paper [17].

The wing section is modeled by surface mesh points, and the wing planform is
modeled by the design variables shown in figure 1 as root chord (c1), mid-span
chord (c2), tip chord (c3), span (b), sweepback(Λ), and wing thickness ratio (t).

The gradient with respect to planform variation can be computed by inte-
grating point-gradients projected in the planform movement direction. In fact,
using this planform-gradient information, it has been shown that both drag and
structural weight can be improved simultaneously with the use of the steepest
descent method [18].

2.5 Flow Solver and Adjoint Solver

The flow solver and the adjoint solver chosen in this work are codes developed
by Jameson et al [21, 22, 23]. The flow solver solves the three dimensional Euler
equations by employing the JST scheme, together with a multistage explicit time
stepping scheme. Rapid convergence to a steady state is achieved via variable
local time steps, residual averaging, and a full approximation multi-grid scheme.
The adjoint solver uses the similar techniques. In fact much of the software is
shared by the flow and adjoint solvers.

3 Results

3.1 Validation of Adjoint Method for Wing Shape and Planform
Optimization

Planform-Gradient Accuracy. To verity the accuracy of the aerodynamic
and structural gradients with respect to planform variables calculated by the ad-
joint method, the comparision of the adjoint gradients with the finite-difference
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gradients has been performed and presented by Leoviriyakit [18] The case chosen
was the Boeing 747 wing fuselage combination at normal cruising Mach 0.85 and
a fixed lift coefficient CL = 0.45.

Boeing 747 Wing-Body Configuration Wing Redesign. As a reference
point, we first modified only the wing sections to eliminate the shock drag, while
the planform of the baseline Boeing 747 was kept unchanged. The total cost
function, I = CD + 0.07CW has reduced from 0.01435 to 0.01324. The total
wing drag was successfully reduced from CD = 0.01090 to CD = 0.00985 and
CW was slightly reduced from 0.0494 to 0.0485.

Boeing 747 Wing Planform Optimization. Boeing 747 Wing Planform
Optimization has been performed while the wing sections has also been modified.
The total cost function, I = CD+0.07CW has reduced from 0.01435 to 0.01228 in
15 design iteration. This results show that the additional reduction was achieved
by including the wing planform optimization in this design.

3.2 Kriging Model-Based Multiobjective Genetic
Algorithms(MOGA)

One design cycle of the Kriging-based MOGA were performed. Using a latin
hypercube sampling(LHS) technique[24, 25, 26], 29 sample points around the
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Fig. 2. One design cycle of the Kriging-based
MOGA

baseline design were selected and
the values of their design objec-
tives were assigned by a CFD
code. The sample data points are
plotted as green asterisks and the
baseline design point is shown as
a blue star in Figure 2. The loca-
tions of sample data points form a
Pareto-like distribution. This im-
plies that the baseline design is al-
ready close to the optimal Pareto
front. This also means that only
a small amount of improvement
in objective functions values is
expected to be achieved. Kriging
model was then generated based
on the sample data and used for both function evaluations in the MOGA search.

The estimated components of the Pareto set from the Kriging-based MOGA
search procedure are plotted as black circles whereas the CFD validation results
of the Pareto set are shown as red asterisks in the figure. The objective val-
ues of the estimated Pareto set from the Kriging-based MOGA and their CFD
validation calculations were fairly well matched while some of the values of the
drag estimations had discrepancies with their CFD counterparts especially at
the lower range of CD value. We can infer that this discrepancy was resulted
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from the lack of sample data points since only 28 samples were used to generate
the Kriging model. The accuracy is expected to be improved as more sample
points are included. The estimation has produced a number of good design can-
didates which were all better than the 28 sample points and baseline design.
This figure validates the efficiency and accuracy of the Kriging-based MOGA
design framework.

The same procedure was repeated to check the applicability of adjoint gradient
implementation for generatig Kriging models. At this time, only 12 sample data
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Fig. 3. One design cycle of the Kriging-based
MOGA using Adjoint

were used to construct the Krig-
ing model with the supplements
of adjoint gradient information at
each sample point(total 78 gradi-
ents). As shown in Figure 3 the
Kriging-based MOGA estimation
resulted in a large amount of over-
estimation for CD values; how-
ever, the CW estimations were
relatively well matched with the
CFD validation data. In addition,
the CFD validation results for the
gradient enhanced Kriging model
case were very close those for the
original Kriging model case shown
in Figure 2. As the design cycle
iterates, the error can be minimized since the trust region of design space also
reduces. This result indicate that using adjoint gradient for Kriging model is a
valid alternative to improve the efficiency of design process.

3.3 Design Refinement Using Adjoint Method

In this design example, the second approach of using the adjoint method to en-
hance the approximation model-based GAs has been tested. One of the designed
configurations provided by GAs was selected as a new base configuration and
then the adjoint shape optimization method refined the configuration. Fig. 4
shows the refinement result after 20 design iterations. The total cost function
has reduced from 0.01378 (I of the new base configuration) to 0.01211.

4 Conclusions

The applicability and efficiency of using approximation model-based GAs for
multiobjective optimization has been demonstrated. A new hybridization strat-
egy implementing adjoint gradient information for the Kriging model construc-
tion was proposed and its advantage to reduce the computational cost to collect
the required sample data for Kriging model has been validated using a pre-
liminary test case. Another approach of using the adjoint and Kriging methods
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Mach: 0.850    Alpha: 2.118                                                     
CL:  0.450    CD: 0.00889    CM:-0.0692    CW: 0.0460               
Design:  20    Residual:  0.9458E-02                                            
Grid: 193X 33X 33                                                               
Sweep: 36.0789   Span(ft):  206.02                                              
C1(ft):  52.74   C2:  32.00   C3:  11.93                                        
I:  0.01211                                                                     

Cl:  0.338    Cd: 0.03281    Cm:-0.1185    T(in):58.9018         
Root Section:  16.1% Semi-Span

Cp = -2.0

Cl:  0.531    Cd: 0.00354    Cm:-0.1879    T(in):23.9847     
Mid Section:  50.4% Semi-Span

Cp = -2.0

Cl:  0.357    Cd:-0.01884    Cm:-0.1555    T(in):12.9948    
Tip Section:  88.1% Semi-Span

Fig. 4. Solution after 20 adjoint design iterations, Euler drag and wing weight mini-
mization at fixed CL = 0.45, Boeing 747 wing and planform refinement design. Initial
Cp : − − −, Redesigned Cp : .

to improve the overall design process is also proposed and tested, in which the
adjoint gradient-based optimization techniques is utilized to refine the design
candidates obtained through the approximation model based genetic algorithms.
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Abstract. In general the design of exterior panel contains a number of faces 
composed of surfaces. It makes the design process repetitive and time-
consuming task and entails errors or incompleteness such as skipped faces or 
discontinuity in the result. Furthermore those errors occurred in the design stage 
cause delay in the die design.  In this paper, an algorithm to automate the 
tedious face work is proposed. The proposed algorithms not only automate the 
face work but also can reconstruct skipped surfaces or fix the discontinuous 
faces. The main advantages of the proposed algorithm are reduction of design 
lead time and to make die design process easier by generating the panel shape 
from one skin. 

1   Introduction  

In designing outer panels of an automobile the panels are composed of many faces (1). 
The individual faces are defined by dividing a surface with neighboring curves. Then 
a skin is created by assembling those faces. These processes are usually tedious and 
repetitive tasks and take a lot of time since too many surfaces should be divided into 
faces. For these reason incomplete design results are passed to the next process with 
many errors. The common errors are as follows; some surfaces or faces are omitted in 
the design, there exists discordance of crossed lines among neighboring surfaces, or 
some discontinuous points (3, 4). These errors should be fixed manually to move on to 
the next process, die design (1).  

In this study an algorithm based on CATIA is proposed to search and restore 
omitted surfaces and to automate the time spending face design process.  

The phase data and geometric data of the elements such as points, lines, faces, and 
solids are open to the public. Also, the algorithm for developer's correction or 
reconstruction and some user environment programs for 3D modeling work are 
released as well. Thus, we decided to develop our algorithm with CATIA (5).  
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2   Algorithm for Searching Skipped Surfaces  

The procedure to search skipped surfaces in the automotive outer panel design is as 
follows.

2.1   Defining the Outer Boundary Curve and the Punch Profile in Exterior 
Panel 

Step 1.  Select a boundary curves.  
Step 2.  Obtain the two end points of the selected curve and then search the curves 

connected to those end points.  
Step 3.  If more than three curves intersect at one end point, the tangential vectors 

from each end point are searched and the tangential continuous curve is 
selected.  

Step 4.  Find end points of newly selected curve and repeat the same procedure until the 
last end point meet with the other end point of the curve selected in Step 1.  

Step 5.  If those two points does not meet, that means the boundary curve is 
discontinuous or there are wrong selected curves. In this case, create a circle 
centered at disconnected end point with radius of 30 mm or 50 mm and 
inform the designer to select a curve manually and then repeat Step 3 and 
Step 4.  

Step 6.  If the last two end points meet at a point, the resulting curve would be a 
closed curve and indicate the curve with red color (6).  

An example of generated outer boundary curve is shown with thick line in Fig. 1. 
Also, the blank curve is created in the same way for the punch profile in the panel. 

 

Fig. 1. The Outer Boundary Curve in Roof Exterior Panel
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2.2   Searching the Skipped Surfaces 

Step 1.  Select a face on the outer panel.  
Step 2.  A boundary curve of the face is searched. If the boundary curve is either the 

outer boundary curve  or punch profile in the panel, skip and search another 
boundary curve among the elements in 3 dimensional space.  

Step 3.  Search a neighboring face containing the boundary curve searched in Step 2 
by analyzing the logical link among the elements.  

Step 4.  A skin is generated by connecting neighboring face to the face selected in 
Step 1.  

Step 5.  Repeat connecting neighboring faces to form a skin until the skin meets the 
closed outer boundary curve of the panel (7).  

Fig. 2 shows a skin generated by the above procedure. It has a punch profile to 
describe the surface of design and skipped surfaces from design department because 
of the lead time pressure. 

 

Fig. 2. Searching the Skipped Surfaces in Quarter Outer Panel 

2.3   Filling the Skipped Surfaces 

Skipped faces are created when only the surface work is performed without face work 
in design department or when the surface work on panel is skipped.  

In the former case, the algorithm described in section 4 is used to generate faces 
automatically and in the latter case, the algorithm described in section 3 is used to 
reconstruct the skipped surfaces and then create a skin by connecting the surfaces 
each other. 
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3   Algorithm for Reconstructing Surface 

This algorithm is to reconstruct a skipped surface from the boundary curves of 
neighboring faces.  

3.1 Determination of Intersected Boundary Curves 

In Fig. 3 various shapes of skipped faces in the exterior panel design are shown. 
Intersecting boundary curves are determined according to the number of neighboring 
boundary edges on u and v axis.  

(a) 3 edged (b) 4 edged

(c) 6 ~ 8 edged (d) 8 edged  

Fig. 3. Various shapes of Skipped surfaces 

If the boundary edges are like (c) or (d) in Fig. 3, skipped faces are divided by the 
Ferguson curve and a patch of skipped face is created by the dividing curves. Fig. 4 
shows the skipped face divided by Ferguson curve (8). 

3.2   Reconstructing Surface and Creating Face 

Once the intersecting boundary curves are determined, Coons patch is created  
with tangential vector of neighboring boundary curves and boundary faces as shown 
in Fig. 5.  

If the skipped face has three boundary curves as shown in Fig. 3 (a), the surface 
will be created by sweeping the profile curve on the u axis along the two trajectory 
curves on the v axis(9,10).  

The surface created by the above method would be the same shape as the original 
design in case (a) and (b) in Fig. 3. However, in case (c) and (d) in Fig. 3 the created 
surface would be different form the original design. But the differences would be very 
small.  
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Fig. 4. Examples of skipped face division using the Ferguson curve 

Next, the whole surface will be created with the patch.  

 

Fig. 5. Generation of Coons patch using the boundary edge and tangent vector 

3.3   Algorithm for Continuation of Discontinuity Between Faces 

Although an automobile is designed in 3 dimensional space, the design results are 
displayed in 2 dimension on computer monitor or draft. Thus the skipped faces 
searched by the automated generation algorithm look like (b) in Fig. 6.  

(a)  modeling (b)  monitor view 
 

Fig. 6. Discontinuous region between adjacent faces 

The following procedure is applied to fix the discontinuities between the faces.  

Step 1.  Select one face among the two adjacent discontinuous faces and divided it 
into quarter.  

Step 2.  Fill the discontinuous region by generating coons patch with the tangential 
vector of the boundary curve and the boundary face for the neighboring faces.  
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4   Face Automated Generation Algorithm 

This algorithm is used to generate faces when the panel designer performs only the 
surface works and leaves the face work undone. The algorithm uses the intersection 
curves between a surface with unfinished face work and neighboring surfaces with 
finished face work.  

As shown in Fig. 7, the intersection curves between the faces are generated and 
then the generated   intersection curves are trimmed by tracing algorithm (11) at the 
intersection points. Then, generate a face by sewing each surface with the trimmed 
intersection curves.  

The region where the faces are generate is determined by generating iso-parametric 
curves on each surfaces and check in the number of intersecting points as shown in 
Fig. 8 (12).  

After reconstructing the surfaces, face work is performed to create a skin.  

(a) Generation of Intersection curves 
using boundary surfaces 

(b) Face Auto-generated 

 

Fig. 7. Face Auto-generation

Isoparametric curve

Intersection point < 2 : out 
Intersection point ≥ 2 : Face boundary  

Fig. 8. Scan curve algorithm 
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5   An Example of Implementing the Proposed Algorithm 

In this section, to demonstrate the effectiveness of the proposed algorithm "Auto-
Generation Program for Skipped Surface in Die Design" is applied to the surface 
model of car panel in CATIA environment (13-15).  

The program is implemented on IBM RS/6000 and CATIA Version 4.1.5 with core 
modeler (CATGEO and CATMSP) is used for graphic software.   The program is 
developed with C++ and IUA for GUI (4-5).  

The program is applied to the "Front Fender Panel" of a real automobile shown in 
Fig. 9.  

Distort part

Fig. 9. A Product design shape of Front Fender using CATIA  

Fig. 10. A Restoration of the original shape in the developed program 
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Fig. 11. Result of shape after surfacing process by the developed program

In the panel design there are some surfaces and faces omitted discordance of 
crossed lines among the neighboring surfaces, or some discontinuous points due to the 
mistakes of the designers.  Fig. 10 shows the regenerated shape using the developed 
program and Fig. 11 shows the 3D shading results of auto regeneration shape.  

6   Conclusion  

In this study an algorithm for finding and reconstructing the skipped surfaces is 
suggested. The proposed algorithm can automate repetitive and time-consuming face 
work and reconstruct the skipped or discontinuous surfaces on the panel design with a 
simple program. 

In addition the design lead-time can be reduced by automating the time-consuming 
face work process and the die design process. Also, the next process, die design, 
becomes easier since the panel is generated as a skin.  
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Abstract. A Design Space Model has been developed to find a design require-
ments by analyzing design sensitivity and by searching for the feasible design 
region. In addtion, the best configuration concept that satisfies the design re-
quirements has been identified using Quality Function Deployment and the 
Configuration Concept Selection Matrix. These Concept Selection Process can 
contribute to reduce the time and effort during early design stage.  

1   Introduction 

In design, the requirement definition and the concept selection are exceptionally in-
fluential and therefore need close attention.  In the early stage of conventional design 
process, a designer establishes the design requirements based on market survey or 
customer needs to sketch various configuration concepts among which the most suit-
able concept is selected through comparisons and analyses to perform the aircraft 
concept design. However, whether the results of this process are practically applicable 
in the design process or not, and how thoroughly they can satisfy the needs of  
customers have rarely been fully considered. Also, the selection of configuration 
concepts through comparison-based methods requires considerable time and effort 
and can be highly influenced by subjective judgments of designers.  Thus, not all the 
configuration concepts selected in this way could be optimal to satisfy the design 
requirements. Furthermore, not many studies on the feasibility of design requirements 
and basic configuration concept in the early-stage design process have been done in 
spite of their great importance. 

In this study, we have developed a Design Space Model to reduce the time and ef-
fort consumption required for comparisons and analyses and make the identification 
of design requirements more efficient by analyzing the sensitivity of design variables 
and marking the applicable design space. In addition, we have established a process to 
identify the best configuration concept that satisfies the design requirements using 

                                                           
* Corresponding author. 
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Quality Function Deployment (QFD) and the Configuration Concept Selection Ma-
trix. A regional jet transport with the capacity of 100 passengers was designed as an 
example and a proof of these processes. 

2   Pre-conceptual Design Process 

2.1   Best Concept Selection Process 

The overall process was roughly divided into three stages: Requirements Analysis, 
Determination of Feasibility and Design Requirements, and Concept Development.  
The overall selection process was based on customer requirements and was arranged 
to specify the design requirements and concepts.  Figure 1 shows brief relations and 
flow of the overall process [1].  

 

Fig. 1. Pre-conceptual Design Process 

2.2   Requirements Analysis 

As low-price regional airlines, which are already popular in Europe, North America, 
and Southeast Asia, have started to emerge in Korea, a regional transport with the 
capacity of 100 passengers was selected for the design. In order to specify the cus-
tomer requirements, we counted the number of airlines in each continent, the number 
of the aircraft(of the kind aforesaid) they possess, and the number of airports located 
within 2,000km from major cities and estimated the number of aircraft to be sold in 
10 years. In result, it was estimated that about 220 aircraft could be sold for five years 
from mass production [2].  The customer requirements based on this result are: 
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- Short-distance takeoff & landing 
  - Large capacities with passenger-favorable aspects 
  - Low operation and maintenance cost 
  - Environmental considerations (e.g. noise and gas) 
  - All-weather capability flights 
  - Ability to fly outside the Korean Peninsula  
    (In case of exports and operations after reunification) 

Table 1. Forecast Sales of Each Regional Area for 5 years 

Area West 
Asia 

Southeast  
Asia 

Far 
East  
Asia 

Oceania 
The 

Americas. 
Canada 

Middle 
South 

America 
Total 

Forecast 
Sale Log 20 50 66 33 45 15 229 

2.3   Determination of Feasibility and Design Requirements 

2.3.1   Mission Profile 
Figure 2 shows the mission of an aircraft to be designed according to the above re-
quirements of customer. This plane are operated by two pilots, two crews. 100 pas-
sengers can be accommodated and the maximum payload including these people is 
20,500lbs.  

Fig. 2. Mission Profile 

The mission profile was considered to extract the major design parameters for each 
flight phase. 
 

 - Takeoff: Takeoff Gross Weight, Takeoff, Field Length, T/W 
 - Climb: Climb Rate, T/W 
 - Cruise: Cruising Altitude, Speed, Range, Endurance, L/D, T/W 
 - Loiter: Loitering Time 
 - Landing: Landing Field Length, T/W 
 

Above design parameters are applied to the Design Space Model as shown below. 



 Development of Requirement Driven Design Concept Selection Process 515 

 

2.3.2   Design Space Model 
The design parameters from the Mission Profile were utilized for the sizing code 
developed for this study. Three-level Full Factorial Method was applied to input vari-
ables of the sizing code and 81 different design cases were derived in this way and a 
Design Space Model was derived that would show interpretations of each case in 
order to understand the sensitivity of design variables and to mark the applicable 
range of design.  The input variables of Sizing Code and the results are as shown in 
Table 2 [3, 4].  

Table 2. Input & Output parameters of the Sizing Code 

Input Data W/S, T/W, t/c, AR 
Output Data Gross Weight, Empty Weight, Sized Fuel Weight, Designed Wing 

Loading, CL_MAX for Landing, Required Balanced Take off Field 
Length, Required Landing Field Length, Stall Speed, Take off Speed, 
Approach Speed, RDT&E Cost Per Unit 

 

Fig. 3. Design Space Model 

2.3.3   Prediction Profile 
Using the results of each design case from the Design Space Model, a Prediction 
Profile was prepared. The sensitivity of design variables was investigated using the 
Prediction Profile to find the major design variables that could influence the design. 
Then these variables were used as the base axis in Contour Plot. As shown in Fig. 6, 
 

 

Fig. 4. Prediction Profile 
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the wing loading (W/S) and the aspect ratio (AR) have the highest sensitivity and are 
greatly influential in the other design variables [5]. 

2.3.4   Contour Plot 
Based on the results of the Design Space Model and the Prediction Profile, a Contour 
Plot was prepared. The Prediction Profile was to interpret the sensitivity of design 
variables, whereas the Contour Plot was used to mark the applicable design space for 
each condition of restriction. With the two highly sensitive variables used as horizon-
tal and vertical axis respectively, the results can be plotted on a plane. The range of 
each value in given condition of constraints was indicated by a contour, enabling us to 
mark the applicable range of design that satisfies all constraints of design variables, or 
that is not included in any contour. As shown in Fig. 5, the white indication marks the 
feasible design area within which the conditions that satisfy each design variable are 
extracted to establish the Design Requirements. If a spot outside the applicable range 
of design must be included, the applicable range of design need to be adjusted by 
altering the condition of restriction or replacing high sensitive variables after examin-
ing unsatisfactory constraints. 

 

Fig. 5. Contour Plot 

2.3.5   Design Requirements 
Design requirements are established by identifying design variables in the applicable 
design range. 

The following are the design requirements derived by the procedures afore men-
tioned: 

 
- Takeoff Gross Weight: Less than 83000 lbs 
 - Empty Weight: Less than 43000 lbs  
 - Fuel Weight: Less than 20000 lbs  
 - Takeoff Field Length: Shorter than 6500 ft  
 - Landing Field Length: Shorter than 4500 ft  
 - Stall Speed: Lower than 120 Kts  
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 - Takeoff Speed: Higher than 135 Kts 
 - Approaching Speed: Lower than 145.0 Kts. 

2.4   Configuration Concept Development Process 

2.4.1   Affinity Diagram 
An Affinity Diagram was prepared to classify the factors indicated in the performance 
and design requirements.  The design requirements were selected on the basis of  
customer and engineer viewpoints.  As for the voice of customer, the factors were 
classified into airlines, producers, and social requirements; and as for the voice of 
engineers, the factors were classified into driving force, performance, structure, and 
aerodynamics. 

  

Fig. 6. Voice of Customer Fig. 7. Voice of Engineer 

Based on the initial customer requirements, the subcategories under the voice of 
customers formed the fundamentals of Nested Column Diagram and Quality Function 
Deployment (QFD) as shown below. Also, the classifications under the voice of engi-
neers determine the subcategories in Nested Column Diagram and Quality Function 
Deployment. 

2.4.2   Nested Column Diagram 
A Nested Column Diagram is a method of searching for the elements that influence a 
certain factor and the subcategories become the factors or solutions that influence 
higher categories.  In addition, there can be several subcategories under a stage.  In 
this study, the voice of engineer categories that could satisfy the voice of customer 
categories in Affinity Diagram were connected and the design considerations of each 
category were connected into subcategories to derive out the design factors that meet 
the customer requirements. Also, the relations and degree of impact of design vari-
ables were analyzed and applied to the construction of QFD. 

2.4.3   Quality Function Deployment 
A QFD was used to analyze the System Requirements based on the affinity of design 
factors determined in the Nested Column Diagram.  We prepared first and second 
House of Quality based on the affinity connections in the Nested Column Diagram in 
order to derive out the configuration and performance factors that often influenced the 
design requirements and configuration concept as well as a few representative factors 
needed to analyze the relations between them [6, 7]. 
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Fig. 8. Nested Column Diagram 

 

Fig. 9. 1st QFD 
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2.4.4   Morphological Matrix 

Morphological Matrix 
As a result of the Absolute Importance of Second House of Quality, a Morphological 
Matrix was prepared using the design requirements with high scores.  All engine-
related categories and all empennage configurations that influence control type and 
stability from the second House of Quality were considered. (Table 3) 

Table 3. Morphological Matrix 

Combing Concept 
Major configuration concepts from the Morphological Matrix were combined and 
organized to be compared with basic configuration concepts. (Table 4) 

Table 4. Combining Concept Matrix 

2.4.5   Pugh Concept Selection Matrix 
In Pugh Concept Selection Matrix, the optimal design configuration concept was 
derived by scoring the design requirement satisfaction level of each configuration.  
The correlation of high-score categories from the first QFD and nine design concepts 
subcategorized in the Morphological Matrix were examined.  The affinity of each 
factor was grades as follows:  

 

+ : Indicating Superior Performance (1 point) 
o : Indicating Similar Performance (0 point) 
- : Indicating Inferior Performance (-1 point)
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Table 5. Pugh Concept Selection Matrix 

 

Final scoring was done by adding the affinity scores of each category.  As a result, 
the design concept No. 7 (T-tail, Fuselage Mounted 2 Engines, Fly by Wire Control 
System) was chosen to be the most promising configuration which satisfies the cus-
tomer and performance requirements of this study.  

2.4.6   Best Configuration Concept 
The design configuration that satisfies the performance and design requirements of 
this study is shown at Fig. 10. 

 

Fig. 11. Selected concept 
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3   Conclusion  

With the requirement-driven Configuration Concept definition procedures that is less 
susceptible to the designer's subjectivity, we can more reasonably establish the design 
requirements and design configuration concept which could satisfy the given cus-
tomer requirements.  The process developed in this study is applicable to other types 
of aircraft and may save much time and effort in early design stage.  Various tech-
niques in this study may be replaced by other appropriate tools as needed.  In the 
future, the desirable use of tools for each design issue should be tested and specified 
and a more flexible process to meet various customer needs should be established to 
handle uncertainties.  
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Abstract. We frequently need to access geographically distributed remote  
instruments, experimental equipments, databases, human resources with respect 
to real-time in grid computing environments. In the real world, it is very diffi-
cult to implement real-time models in uncontrolled distributed environments 
and to support well-defined interfaces from real-time systems to external  
systems. We propose an easy-to-use TMO-based tele-operation model with less 
strict real-time constraints in grid environments. Using the proposed model, we 
design and develop a TMO-based tele-operation system for real industrial  
applications used for construction instruments, space probing instruments, etc. 

1   Introduction 

With the fast development of grid computing environments, we can access geographi-
cally distributed remote instruments, experimental equipments, databases, human 
resources, high-performance computers, etc, as if accessing local resources from a 
long distance away. Though this accessibility is very stable and secure, it brings us 
another side: How are these instruments, devices and data well-synchronized in dis-
tributed real-time systems? With conventional programming methods it is very hard 
to implement real-time models in uncontrolled distributed environments, to design 
interactions between real-time systems and external systems, and to support well-
defined interfaces from real-time systems to external systems. 

The main purpose of this paper is to study how to support real-time applications in 
grid computing environments, to design TMO-based distributed real-time processing 
                                                           
* Author for correspondence: +82-2-2049-6082. 
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techniques for real industrial applications, and to develop a TMO-based tele-operation 
model with less strict real-time constraints in grid environments. The proposed TMO-
based tele-operation model can be used to control construction instruments, space 
probing instruments, and tsunami-detecting instruments. For example, a remote engi-
neer can control construction instruments, monitor construction fields, and conference 
with local engineers from a long distance away using the proposed model in grid 
computing environments. 

In the next section, we discuss related works such as TMO, Distributed Object-
oriented Freeway Simulator (DOFS), Real-time CORBA, and Real-time Java. Then, 
we propose a TMO-based tele-operation model and mention design and implementa-
tion issues caused by using TMO in section 3. Section 4 concludes. 

2   Related Works 

The Time-Triggered Message-Triggered Object (TMO) was established in early 
1990’s with a concrete syntactic structure and execution semantics for economical 
reliable design and implementation of RT systems [1, 2, 4, 5]. TMO is a high-level 
real-time computing object. It is built in standard C++ and APIs called TMO Support 
Library (TMOSL). Its member functions are executed within specified time windows. 
TMO is also a high-level distributed computing object. TMOs interact among them-
selves via remote method calls. Remote method calls are made in forms that are es-
sentially the same as those of calling conventional object methods. 

TMO contains two types of methods, time-triggered methods (SpM), which are 
clearly separated from the conventional service methods (SvM). The SpM executions 
are triggered upon reaching of the RT clock at specific values determined at the de-
sign time whereas the SvM executions are triggered by service request messages from 
clients. Moreover, actions to be taken at real times which can be determined at the 
design time can appear only in SpM’s. As in other RT object models, the TMO incor-
porates deadlines and it does in the most general form. Basically, for output actions 
and methods completions of a TMO, the designer guarantees and advertises execution 
time-window bounded by start times and completion times. Real-time Multicast and 
Memory Replication Channel (RMMC) is an alternative to the remote method invoca-
tion for facilitating interactions among TMOs. Use of RMMCs tends to lead to better 
efficiency than the use of traditional remote method invocations does in many appli-
cations, especially in the area of distributed multimedia applications which involve 
frequent delivery of the same data to mo than two participants distributed among 
multiple nodes. 

Distributed Object-oriented Freeway Simulator (DOFS) [3] is a freeway automo-
bile traffic simulator conducting with the goal of validating the potential of the TMO 
structuring scheme supported by the recently implemented TMOSM. DOFS is in-
tended to support serious studies of advanced freeway management systems by pro-
viding high-resolution high-accuracy easily expandable freeway simulation. DOFS is 
also meant to be a foundation for future expansion into a high-fidelity regional traffic 
simulator which simulates not only freeways but also stop-and-go surface streets. 
Some of the DOFS’s components provide simulation environment. Some of the 
DOFS’s components do monitoring to the environment and share the information 
each other. Then the system can help the Driver avoiding the traffic road and supply 



524 C. Kim et al. 

 

real-time traffic information. Through this development the developer observed that 
the programming and debugging efforts were significantly less than the efforts re-
quired during earlier development of similar but simpler applications using the con-
ventional object-oriented design or other methods. The TMO scheme brings major 
improvement in the RT system design and implementation efficiency. 

The Real-time CORBA (RT-CORBA) [6] is an optional set of extensions to 
CORBA to be used as a component of a real-time system. It is designed for applica-
tions with hard real-time requirements, such as avionics mission computing, as well 
as those stringent soft real-time requirements, such as telecommunication call proc-
essing. Strict control over the scheduling and execution of processor resources is 
essential for many DRE applications. Moreover, to allow applications to control the 
underlying communication protocols and end-system resources, the Real-time 
CORBA specification defines standard interfaces that can be used to select and con-
figure certain protocol properties. In addition, client applications can explicitly bind to 
server objects using priority bands and private connections. 

The Real-Time Java (RTSJ) [7] is one of Gosling's areas of interest. Real-time sys-
tems are found in embedded applications as well as other applications that require a 
deterministic time behavior. RTSJ includes such features as real-time threads, asyn-
chronous events, interruptible nonblocking I/O (input/output), access to physical 
memory, scheduling, and timers. One of the concerns of real-time programming is to 
ensure the timely or predictable execution of sequences of machine instructions. 
Various scheduling schemes name these sequences of instructions differently. Typi-
cally used names include threads, tasks, modules, and blocks. The RTSJ introduces 
the concept of a schedulable object. Garbage-collected memory heaps have always 
been considered an obstacle to real-time programming due to the unpredictable laten-
cies introduced by the garbage collector. The RTSJ addresses this issue by providing 
several extensions to the memory model, which support memory management in a 
manner that does not interfere with the ability of real-time code to provide determinis-
tic behavior. This goal is accomplished by allowing the allocation of objects outside 
of the garbage-collected heap for both short-lived and long-lived objects. 

3   The Proposed TMO-Based Tele-operation Model 

3.1   Architecture 

With the fast development of the Internet and grid computing environments, it is no 
longer necessary for remote instruments, computing resources, and human resources 
(i.e. engineers and researchers) to be located in the same place and at the same time. 
Moreover, it is possible for engineers and researchers to access remote instruments 
and computing resources from a long distance away. However, we need to support 
real-time controls and the timing characteristics on these geographically distributed, 
grid-enabled, and real-time applications without pain during the development. 

Figure 1 depicts the architecture of the proposed TMO-based tele-operation model. 
One of the main issues for the proposed model is to apply the easy-to-use TMO to 
real-time applications that are usually hard to design and implement with conven-
tional programming methods. The proposed model is divided to 3 domains: remote 
domain, message-handling-service domain, user interface domain. 
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Fig. 1. The Architecture of TMO-Based Tele-Operation Model 

The remote domain (RD) is to collect remote data and to monitor remote instru-
ments. RD consists of the Time TMO and working TMOs. The Time TMO gives the 
timing characteristics to other working TMOs (e.g. WebCam_TMO and Sen-
sor_TMO) via the Real-time Multicast and Memory Replication Channel (RMMC). 
The video, audio, and sensor data with the timing characteristics are transferred via 
the socket channel to the message-handling-service domain The time characteristics 
supplied by the Time TMO are more suitable to the proposed model than those sup-
plied by the Internet or GPS time services since the Time TMO is closely located to 
other working TMOs and this locality avoids the network latency that makes it hard to 
synchronize real-time applications. 

The message-handling-service domain (MHSD) is to manage message-handling 
servers in order to help data communication between UID and RD. MHSD provides 
the grid-enabled environments based on the TCP/IP-based client/server model and 
grid applications to handle control-messages between UID and RD to be safely and 
precisely transferred. MHSD should keep waking up, be started prior to other do-
mains, and wait for control-messages. Servers in MHSD can storage a large amount 
of data from the remote domain and can provide the secure management of data from 
the remote domain to the interfaces. 

Finally, the user interface domain (UID) is to provide user interfaces to check the 
status of the whole system, to manage incoming and outgoing control-messages  
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between the client and remote instruments, and to handle real-time information 
needed for the tele-operation application for the client. This domain is implemented in 
MFC. 

3.2   Implementation 

In this section we mention several implementation issues caused by using TMO for 
the remote domain in detail. 

 

Fig. 2. The Remote Domain: TMO-Based Real-Time Agent framework 

Figure 2 represents the basic structure of the remote domain, called TMO-based 
real-time agent framework for the proposed TMO-based tele-operation system. The 
real-time agent framework is implemented using TMO toolkit [1]. It consists of the 
Time TMO and working TMOs (e.g. WebCam_TMO and Sensor_TMO). Moreover, 
it is basically divided into three services: control-message waiting and processing 
service, time service, and real-time data processing service. 

The control-message waiting and processing service waits for and processes con-
trol-messages from UID according to message types using the Pseudo-TMO-Thread. 
The Pseudo-TMO-Thread is located in the Time TMO and gives the timing character-
istics to the main threads for initialing all working TMOs in the remote domain. But 
The Pseudo-TMO-Thread keeps waking up unlike SpM of TMO periodically wakes 
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up. Major initialization steps for the TMO-based real-time agent framework are as 
follows: 

 

1. The Pseudo-TMO-Thread is invoked and checks up the header information of 
control-messages from MHSD. 

2. Each message is classified like WebCamMessage, SensorMessage, etc., and is 
sent to its designated TMO. 

3. Each TMO extracts the timing characteristics from its control-message, initial-
izes its time according to the timing characteristics, and builds up the socket 
channel among other TMOs. 

4. The TMO middleware is activated. 
5. The TMO-based real-time agent framework is activated. 
 

The Pseudo-TMO-Thread keeps waking up and getting control-messages from 
UID. If a control-message is a normal command to control remote instruments, then 
the Pseudo-TMO-Thread does normal real-time data processing in this service. But if 
a control-message is a command to scale up or down the whole system in the time 
dimension, then the Pseudo-TMO-Thread extracts data out of the message, stops the 
designated SpM for a while, changes the period of the designated SpM, and restarts 
the designated SpM. When a working TMO needs to process video data, sometimes, 
the data processing time exceeds the period of SpM for the TMO. It happens because 
of the network latency or the size of the video data. In this case, the period of SpM 
should be extended more than the data processing time. 

For example, when the network becomes delayed, the data transfer from web cam-
eras becomes delayed as well. To avoid the latency of the whole system because of 
the latency of the video transfer, the Pseudo-TMO-Thread gets a control-message 
from UID to change the period of SpM for web cameras from 1 second to 3 seconds. 
After the network becomes normal, the Pseudo-TMO-Thread gets another control-
message from UID to change the period back. This functionality makes the TMO-
based real-time agent framework flexible for real-time monitoring. 

The time service is served by the Time TMO that is closely located to other work-
ing TMOs. The time service synchronizes the timing characteristics of each SpM  
in working TMOs. The real-time data processing service manages data processing 
according to the timing characteristics of each SpM and attaches the timing character-
istics on video and sensor data. The time service and the real-time data processing 
service use RMMC that is a real-time communication channel among working TMOs 
to broadcast common information such as the timing characteristics and memory for 
working TMOs. RMMC is a good alternative to the Internet or GPS time services 
since it avoids the network latency that makes it hard to synchronize real-time appli-
cations. SpM of the Time TMO periodically (e.g. 200 micro-seconds) updates the 
timing characteristics of RMMC using its own timing characteristics. Then each SpM 
reads the timing characteristics of RMMC, attaches it on video, audio, and sensor 
data, and transfer data to MHSD. 

Figure 3 represents a TMO-based tele-operation system based on our proposed 
model. The TMO-based tele-operation system is a real-time, tele-operation, and tele-
monitoring system. Using the system, a remote engineer can monitor construction 
fields, control construction instruments, and conference with local engineers from a 
long distance away. In detail, first, a remote engineer monitors the current status of a 
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designated construction field on his/her computer from a long distance away. Second, 
the video, audio, and sensor data from the construction field are collected and syn-
chronized by the TMO-based real-time agent framework and transferred via MHSD to 
the remote engineer. Third, the data are updated and displayed on his/her computer. 
Finally, the remote engineer can control remote construction instruments by control-
lers on his/her computer and send control-messages such as scaling up or down the 
whole system in the time dimension. Using the system, moreover, the remote engineer 
can chat and talk with local engineers in the construction field. 

 

Fig. 3. A TMO-Based Tele-Operation System 

3.1   Advantages and Restrictions of the Proposed Model 

We experienced several advantages of adapting TMO on the proposed model during 
implementing a TMO-based tele-operation system. 

Developers can highly predict the timing performance using TMO during design-
ing and developing the proposed TMO-based model. Execution of time consuming 
unpredictable I/O operations such as video outputs, keyboard inputs, etc, can be han-
dled by the Pseudo-TMO-Thread. Each TMO thread designated to instruments are not 
burdened with these suffering tasks. 

Moreover, it is easy to implement and debug TMO nodes. Implementing and  
debugging of real-time controls and the timing characteristics cause pain during  
the development of distributed real-time applications with conventional real-time 
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methods. But all we need to do is to use communication APIs, thread initializing, 
managing, and terminating APIs, supported by the TMO tool kit. 

It is easy to modify and expand the proposed TMO-based model. We often need to 
scale up or down the whole system in the time dimension. Many modifications could 
be needed with conventional real-time methods. But all we need to do is to change the 
scale of the real-time clock of TMO for the proposed TMO-based model. 

We experienced some restrictions that TMO-based real-time applications are not 
suitable to real-time systems handling huge amount of data in a relatively short 
SpM wakeup period. For example, wind channel experiments in aerospace re-
searches generally need video capturing instruments taking approximately 1,000 
photos per second and the size of each photo is approximately 1M bytes. In this 
case, we can easily scale down the period of SpM (e.g. 10 micro-seconds). But it is 
impossible to process this amount of video data in time with contemporary hard-
ware and network environments. 

Thus, we urge TMO-based real-time applications are suitable to systems with 
less strict real-time constraints such as construction instruments, space probing 
instruments, tsunami-detecting instruments, etc, since those instruments product 
relatively small amount of data in the period of SpM and are not a time-critical 
decision model. 

4   Conclusion 

Distributed real-time tele-operation systems are in their infancy because it is very 
hard to design and implement them with contemporary hardware and conventional 
programming methods. 

We proposed an easy-to-use TMO-based tele-operation model with less strict real-
time constraints in grid environments. Using the proposed model, we designed and 
developed a TMO-based tele-operation system for real industrial applications able to 
be used in construction fields. 

The TMO-based tele-operation model, proposed in this paper, is promising since it 
provides a sound TMO-based real-time agent framework, cost-effectively resolving 
the problems caused by conventional programming methods during the development. 
However, the experimental research and development with the proposed model is at 
an early stage. Moreover, much more research efforts are needed to develop more 
stable TMO-based real-time agent framework. 

We will adapt the proposed model to develop a tsunami detecting system in the fu-
ture research. 
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Abstract. This paper presents a novel low power design methodology for
dynamic CMOS circuits in order to improve the design trade-off between
power and speed. It also discusses a new design methodology of power re-
duction techniques for high-performance chips. As confirmed through the
experiment, we are maximizing the performance of the chip in terms of
speed and power. The simulation results of the proposed method are com-
pared and possible improvements and applications are discussed.

1 Introduction

The importance, and amount, of low power and high speed CMOS circuit de-
signs are increasing due to advances in modern semiconductor design technology.
These days, low power and high speed circuits are currently becoming more im-
portant in the semiconductor area, as well as in the mobile communication field.
Methods to improve the power vs. speed trade-off can be considered either at the
design process or at the chip-level design integration. Of particular relevance to
this research is how power dissipation has increased due to the increasing clock
frequency and integration levels of high performance designs. For high perfor-
mance operation, dynamic CMOS circuits have been used in many high-end
processor designs where circuit speed is more important than other design fac-
tors [1]. Therefore, the domino logic is inevitable for arithmetic and other circuits
involving complex gates with high fan-in and fan-out, in spite of the limitation
that its nature consumes high energy [4]. In this paper, we have developed a
logic that has low leakage consumption with fast logic characteristics. Using this
design methodology, we will present results showing a significant reduction in
power consumption; a unique opportunity in the area of logic design.

2 Power and Energy Reduction Techniques

Power dissipation has become the higher priority/leading design constraints,
on par with performance. It should be noted that dynamic power dissipation
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is a linear function of the clock frequency; however, simply reducing the fre-
quency would significantly diminish the overall performance [1]. Thus the
reduction of clock frequency would be a variable option only in cases where
overall throughput of the system can be maintained by other means. Addi-
tional dynamic power savings can be achieved by scaling the clock distribu-
tion, supply voltage, capacitance, and low power level integration that includes
power reduction techniques. Another power problem highlighted by the power
reduction is the increase in static power dissipation because of threshold volt-
ages and integration levels. Device threshold voltage is scaling at a lower rate
than supply voltage to maintain acceptable sub-threshold characteristics and
noise immunity; but, a competing need for high drive current, which depends
on VDD - Vt, forces lower threshold voltages and higher source/drain leakage
currents. Gate leakage currents are also increasing as the oxide under the gate
thins [6]. We will demonstrate a new cascaded low power logic design tech-
nique (also called, Low Power Domino logic) in the area of power reduction
techniques.

Fig. 1. Waveforms of dynamic circuit implementation

Figure 1 shows a simulated low power circuit waveform, comparing a dynamic
circuit with a low power design. Two inputs at the top of the waveform (“a”
and “b”) are viewed against the bottom two waveforms, which are associated
with the fluctuated output voltage. Conversely, conventional domino logic has
a generic node factor (node) and shows a sufficient delay interval from clock to
node [5]. It also includes short channel behavior, no latch-up, and fewer mask
steps than bulk silicon processing while providing high-speed. To demonstrate
the benefit on design methodology, a power efficient logic circuit with intercon-
nection architectures and logic options are demonstrated. Furthermore, a new
cascaded low power cell, Low Power Domino (LPD) logic, and its corresponding
connections are compared with the original logic.

3 Low Power Design in Dynamic CMOS Circuits

A novel design, the cascaded low power (LPD) cell, is an efficient logic circuit
that achieves energy saving through dynamic CMOS circuitry.
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(a) A conventional domino logic of
latched version

(b) A schematic view of low power cell

Fig. 2. A structure of low power domino version for power reduction techniques

A structure of low power domino latched version, which included low power
device is shown in Figure 2 (a) and (b), respectively. It should be noted that
some logic include pMOS, which has a small W/L ratio and different threshold
voltages at the node N. Also, there is sub-threshold and reverse biased leak-
age in the transistor that we put use a changed thereshold voltage [3]. At the
end, the output voltage (Vout) has a small amount of power saving in standby
mode and higher output than conventional logic. After implementation of the
proposed design circuit, LPD logic can provide greater power and delay savings
than conventional cascade logic. It also includes logic configurations, temper-
ature management, and a power efficiency system. We demonstrate that the
proposed circuit is a key design of high-performance design and it appears to
be able to get the same performance as existing interconnection networks and
still achieve the low-power consumption, i.e., exhibiting high-performance de-
sign traits. Figure 3 and 4 show the timing and voltage operations of LPD logic,
which is implemented with NAND gates.

During the active mode, LPD logic has the pre-charge device signal which
is driven above the supply voltage, the dynamic node that degrades to ground,
and the low-power device signal which is driven below the ground. Consequently,
when the clock is low, Vout is high in standby mode, but the low-power device is
a little below the ground line. It occurs because of low leakage and is reduced by
an order of magnitude. Although it has a small impact on the logic operation,
it highly affects the overall performance. This limitation seems to undermine all
the other advantages of the circuit, such as low power dissipation, and sensitivity
on noise margin. Furthermore, the leakage during standby mode may be reduced
by an order of magnitude with little impact on the active operation speed. In
this case, the dynamic node pre-charge phase, rather than being held at VDD, is
driven above VDD by either a separate supply voltage or a voltage derived locally.
The increased voltage on the gate of the pMOS significantly reduces the leakage
through the pMOS and the nMOS discharge devices. At the same time, during
the sleep mode, nMOS is driven below the ground VSS rail in a manner similar
to the pre-charge pMOS derived voltage limitation. This has demonstrates that
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Fig. 3. Timing diagram of low-power domino (LPD) cell in active mode

Fig. 4. Timing diagram of low-power domino (LPD) cell in standby mode

a low power device can operate with notable power savings when it has been
connected to similar cascaded logic.

4 Simulation and Results

The simulation results from low-power domino (LPD) cascaded logic express
significant power/energy savings using these techniques with minimal impact
on logic size. In addition, it could be verified in hardware through functional
verification of chip design.

Figure 5 shows a detailed comparison of the original logic cells to the low-
power domino (LPD) cascade logic cell. It can be observed that there is a trend
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Fig. 5. Final comparison results of low-power domino (LPD) cascaded cell

of power saving on the “Low-Power Domino Cascade” line which overlaps the
“General Domino Cascade” line. As power increases past 240mW , we observe
that the LPD logic consumes the same amount of power, while realizing a delay
reduction of approximately 18%. On the other hand, considering a fixed delay,
we observed a reduction of 25mW - 30mW power dissipation (see Fig 5). These
results confirm that the “Low-Power Domino Cascade” method has an advantage
over “General Domino Cascade” method in overall system performance.

5 Conclusions

As modern digital chips and systems become more complex, the implementa-
tion of low power and high performance are important design goals. Maximizing
the architectural characteristics such as speed and bandwidth, while minimiz-
ing power, places on enormous demand on design technology. In this paper, we
have introduced a novel design methodology by providing a fast logical prop-
agation method with low power consumption. Furthermore, simulation results
of Low-Power Domino (LPD logic) cascade logic design options have demon-
strated a savings of static power dissipation. By using the low power dissipation
methodology, the lowering of the voltage scaling is not necessary during signal
integration. We have also presented the modeling of nonlinear circuits using an
adaptive Low-Power Domino (LPD logic) cascade logic design method, which
could serve as a better substitute for dynamic circuit design, without losing sys-
tem performance. Better understanding of the effects of power efficiency can be
used to develop accurate low power design methodologies, which can be applied
to future design technology. As our design and simulation results have shown,
this low power dissipation methodology can be beneficial to a myriad of circuit
designs.
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Abstract. This study aims to analyze the turbulent cavitating flow on the axi-
symmetric bodies moving in the water by using the incompressible two phase 
flow calculation. A program is developed with a pressure based SIMPLE  
algorithm and k- turbulent model implemented by wall function. A volume 
of fraction(VOF) method is used to capture the boundary between fluid and 
gas phase and the model for bubble production and depletion is also modeled 
and applied to represent the cavitation phenomena. SIMPLE algorithm is  
extended to simulate the compressible flow as well as two phase flow. Com-
parisons of calculation results show very good agreement with previous stud-
ies and verify the code validity. For a projectile with a hemispherical head 
form at the cavitation number( ) of 0.4, the pressure coefficient Cp agrees 
pretty well with previous results by Shyy et al. Also another calculation with 
conical head form at =0.5 provides a good agreement with the results by 
Kunz et al. After the validation study, effect of cavitation on drag force is in-
vestigated. The drag force coefficient on the surface increases at the condition 
of cavitation. 

1   Introduction 

It is well known that cavitations are very commonly observed in the flow down-
stream from screw of ship, around the moving projectile in the water and in the flow 
with a large pressure gradient. The result of the inception and depletion of cavitation 
generates unwanted problems during the flow analysis such as pressure oscillations, 
noise, and structure erosion due to severe pressure oscillation. Also, the inception of 
cavitation can strongly influence the pressure distribution on the moving bodies. 
Thus, many studies have been conducted to analyze the characteristics of cavitation 
flow both in experiments and CFD (computational fluid dynamics). Especially it is 
also true that the code developments by using CFD technique has been tough tasks 
due to the inception of cavitation bubble and complicate natures between turbulence 
and cavitation in two phase flow. And the amorphous boundary between liquid and 
gas phase should be clearly captured and taken into account as well in the analysis 
code. 



538 C. Lee and D. Byun 

 

Many efforts has been tried to analyze two phase flow including cavitation bubble 
by various methods. Shyy et al. [1-3] suggested a pressure-based algorithm in calcu-
lating cavitation flow, and Kunz et al. [4-6] calculated super-cavitation flow incorpo-
rated with density-based algorithm and preconditioning method in order to account 
for compressible feature of the flow. Also, they used a volume fraction transport 
equation to model and to define boundary between liquid and gas phase. In addition, 
Chen et al. suggested a wake model to include two phase feature in the flow [7-8]. 
And multi-fluid model was implemented by Owis et al. [9] for cavitation analysis. It 
should be noted that these researches had been extended the understanding of cavita-
tion phenomena and results to add new applications of hydrofoil, internal flow of 
venture tube, and etc. 

This study aims to develop a CFD program to study the characteristics of cavita-
tion flow around moving body in the water with accounting for compressibility effect 
of gas phase. The pressure-based SIMPLE algorithm is extended to compressible flow 
and applied to cavitation flow with volume of fluid(VOF) method. 

2   Governing Equations and Modeling 

A couple of modeling has been implemented with governing equations; continuity, 
momentum equations, and volume fraction transport equation in the Cartesian coordi-
nate system. These are in the conservative form as, 
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A mixture density is defined by the linear summation of liquid density and vapor 
density associated with volume fraction coefficient, lα . 

2.1   Cavitation Modeling  

The inception of cavitation in the flow is governed by the interaction of thermody-
namic changes associated with phase transformation. So it is appropriate to use the 
balance of cavitation production and destruction in the flow and each part denotes  
the evaporation and condensation of liquid generated by various density gradients  
in the flow. It should be noted that buoyancy and surface tension are generally negli-
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gibly small compared to Weber and Froude number effect. The contribution of 
evaporation and condensation in the flow can be denoted by two empirical constants 
such as Cprod and Cdest proposed by Kunz et al. Also, two different constants used in 
the volume fraction equation can be written as,  
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Here the time scale t  in the volume fraction equation is defined by the ratio of char-
acteristic length to reference velocity ( /U). Also two empirical constants Cprod and 
Cdest are 9x105, 3x104 respectively and the density ratio between liquid and vapor is 
assumed as 1000. 

2.2   Turbulence Modeling  

A conventional turbulence model k– was used and table 1 shows coefficients used in 
the turbulence modeling. And the wall function was used in the flow calculation to 
account for the interaction between turbulent region and viscous region. 

Table 1. Turbulent model coefficients 

model

2.3   Numerical Methods 

FVM method is the major differencing technique in the numerical calculation. And 
the collocated grid system can also be used for the allocation of velocity components 
u, v and dependent variables. The calculation utilizes SIMPLE algorithm and convec-
tive terms can be differenced by upwind scheme in the grid system. A generalized 
equation for governing equations becomes 

( ) ( ) ( ) φφ φφρ
∂
ρφ∂

SgraddivUdiv
t

=Γ−+  (3) 

After applying FVM to a generalized equation, it becomes 

+⋅Γ=⋅+
∂
∂

VSSV
dVSdSngraddSnUdV

t φφ φρφρφ  (4) 

where φ  represents dependent variables, Γ  is diffusion coefficient, φS  is source 

term, S means control surface area, and V is control volume, respectively. Fig. 1 
shows a generalized control volume and notations used in the flow analysis. 
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Fig. 1. Schematic of control volume and notations 

As shown in the figure, mass flux on surface “e” can be calculated in the collcated 
grid system as below  

( ) ( )e
yx

eS eee vSuSSnUdSnUm
e

+=⋅≈⋅= ρρρ  (5) 

And convective flux and diffusion flux of dependent variables are written respec-
tively as, 

eS ee
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e
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FVM method is popular in calculating flow field associated with collated grid sys-
tem. And a SIMPLE [10] algorithm is implemented in this study as one of the FVM 
scheme for differencing the governing equation. Thus, final difference equation at “p” 
becomes a simple algebraic equation accounting for the flux balance between four 
directions and source as, 

φ
φφφφφ φφφφφ bAAAAA SSNNWWEEPP ++++= . (7) 

2.4   Pressure Correction Equation 

The solution of pressure and velocity may show an unphysical oscillation due to the 
use of collocated grid system and should be treated by using interpolation in the mo-
mentum equation to avoid oscillation. Below is the difference equation. 

( ) +∇−= ppdpnb
u
nb

u
p bPVuAuA  (8) 

It is worth noting that u
pA  and u

nbA in the equation are coefficients associated with 

convective and diffusion terms at center and neighbor cell. Here pV  is a cell volume, 
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pb  denotes source term. And difference equation can be transformed with corrected 

pressure as below because of the implementation of predictor-corrector method. 

( ) +∇−= ppdpnb
u
nb

u
p bPVuAuA ***  (9) 

And another interpolation is required to correct velocity components by consider-
ing velocity and pressure distribution of neighbor cells. The following relation is the 
equation for correction. 
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Also, pressure correction is needed by using continuity equation expressed in terms 
of corrected velocity. 

)()( *uPD ddpd ρρ ⋅∇=′∇⋅∇  (12) 

In the cavitation model, two competitors of production and destruction of cavita-
tion represent density field of the flow which depends on the velocity distribution. 
Thus, density is coupled with pressure in the two phase flow and the pressure correc-
tion equation should be reconsidered in the density calculation. And mass flux can be 
expressed in terms of corrected velocity, pressure, and density as shown below. 

uuu ′+= * , ppp ′+= * , ρρρ ′+= *  

( )( ) uuuuuuu ′′+′+′+=′+′+= ρρρρρρρ ******

 

(13) 

Here, m and m* represents the numbers of calculation order. And density correction 
can be done with the equation as, 

( )PC l ′−=′ αρ 1  
(14) 

Here C is an arbitrary constant and determined by experiences as the order of O(1) 
since larger value of C makes unstable convergence feature during the calculation. 

3   Boundary Conditions and Grid System 

The entrance conditions in the calculation include velocity components, and turbu-
lence intensity. And the outlet conditions consist of pressure, velocity, and zero 
gradient condition. Also, no-slip condition was implemented on the body surface. It 
should be noted body shapes are both hemispherical and conical head forms used in 
the experiments conducted by Rouse, and McNown [11]. Fig. 2 and Fig. 3 are grid 
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systems used for the calculation of hemispherical shape and conical shape, respec-
tively. Each body length for the calculation is ten times of diameter and grid points 
are concentrated near stagnation and expansion region in order to capture vapor 
bubble inception. 

 

Fig. 2. Grid system for hemispherical shape calculation (170×70) 

 

Fig. 3. Grid system for conical shape calculation (120×50) 

4   Results 

To verify the developed calculation code, numerical calculations are conducted for 
bodies with hemisphere and cone head at the condition of Re=1.36x105 for the case 
without and with cavitation, respectively.  
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Fig. 4. Calculation result of Cp on the body surface with hemispherical head at σ =1 
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Fig. 4 and Fig. 5 show the comparison of pressure coefficients with results by 
Shyy[1] and Kunz et al.[5] for the case without cavitation. Pressure distribution along 
the body surface agrees quite well with experimental results and that by Shyy et al. 
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Fig. 5. Calculation result of Cp on the body surface with conical head at σ = 1 
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Fig. 6. Calculation result of Cp on the body surface with hemispherical head at σ =0.4 

Calculations have conducted to predict the inception of cavitation bubble and to 
predict caviation reattachment on the surface at the condition of σ =0.4 and 0.5 for 
hemisphere and cone head objects, respectively. Fig. 6 and Fig. 7 show the pressure  
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coefficients distributions along the surfaces compared with the experimental and the 
previous results. And it was revealed that pressure coefficient along the surface can 
predict the cavitation near expansion region and shows a quite good agreement with 
the experimental results. However, it is found that there is a little undershoot at the 
cavitation point and overshoot at the reattachment point. This seems to be attributed 
by the schemes adopted in the calculation; upwind scheme having first order of 
accuracy.  
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Fig. 7. Calculation result of Cp on the body surface with conical head at σ =0.5 

Using the developed program, effect of cavitation on drag force is predicted for the 
hemisphere head object moving at the speed of 25 m/s at the condition of 
Re=6.975×106, σ =0.638, vapor pressure=0.61kPa, and the ambient pressure 2 atm, 
respectively. Drag coefficient is 7.6987×10-3 which is 5.1% larger than the case with-
out cavitation. Because of the gas bubble on the surface near the head, the pressure 
drag force increases rather than decrease of the skin friction drag force. 

5   Conclusions 

A pressure-based method is implemented for cavitating flow computations and single-
fluid Navier–Stokes equations with a volume fraction transport equation, are em-
ployed. For a projectile with a hemispherical head form at the cavitation number( ) of 
0.4, the pressure coefficient Cp agrees pretty well with previous results by Shyy et al. 
Also another calculation with conical head form at =0.5 provides a good agreement 
with the results by Kunz et al. The drag force coefficient on the surface increases at 
the condition of cavitation. 
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Abstract. The World Wide Web has incurred the problem that users are not 
necessarily provided with the information they want to receive, at a time when 
the amount of information is explosively increasing.  Therefore, W3C (World 
Wide Web Consortium) proposes the Semantic Web as the new web paradigm 
to present semantic information and study browser systems that use ontology to 
perform their tasks.  However, these systems do not necessarily provide correct 
information, particularly when users are trying to show relevant information, or 
information they are not familiar with.  Therefore, the authors of this paper pro-
pose that the Semantic WebGraph system should be used to present semantic 
information, using ontology to query language, and also to show relevant in-
formation using Anchor Text in web pages.  Such a system forms a Semantic 
Web base search engine that can get relevant information, as well as informa-
tion about queried language. 

1   Introduction 

The World Wide Web, which was introduced by Tim Berners-Lee in 1989, has 
brought an Internet revolution in the late 20th century.  It is extremely convenient, but 
there has been an explosive increase in supply of information that users do not want to 
receive.  Therefore, the W3C proposes that the Semantic Web be used to help over-
come this problem[1]. The Semantic Web is defined to give clear meaning and defini-
tion to information exposed in the web, and involves extension of the web so as to 
enable people to work in cooperation with computers[2][3].  To show semantic in-
formation that is well defined for users according to this paradigm a study of a 
browser system using ontology needs to be achieved[4][6].  

However, these systems do not necessarily provide correct information, particu-
larly when users are trying to show relevant information, or information they are not 
familiar with.  In this paper it is proposed that the Semantic WebGraph system be 
used to show semantic information, using ontology to query language, as well as 
presenting relevant language using Anchor Text in web pages.  Because the Semantic 
WebGraph shows the relationship between queried and relevant language graphically, 
users can understand meaning intuitively.  
                                                           
* This work was supported by the Soongsil University Research Fund. 
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In this paper relevant language does not mean words related to queried language 
through lexical meaning.  Even if meaning does not connect lexically, language can 
be deemed relevant if language contained in the web page is related to the language 
being queried.  For example, if queried language is "aids", and "sickness" and "hospi-
tal" are extracted for relevant language, "sickness" may be only relevant language.  
But, for the purpose of this paper, “hospital” is also relevant if it is contained in a web 
page about hospitals which gives information about the symptoms of AIDS and its 
curative means.  Anchor text is an important element for extracting this relevant lan-
guage.  This paper is composed of 5 chapters.  Chapter 2 discusses the Semantic Web, 
Ontology and Anchor Text etc., and chapter 3 describes the design and implementa-
tion of the Semantic WebGraph. Chapter 4 shows the results of the Semantic 
WebGraph along with its estimates, while finally chapter 5 concludes the paper. 

2   Base Study 

2.1   Semantic Web 

Tim Berners-Lee defines the Semantic Web as follows: 
“The Semantic Web is an extension of the current web in which information is 

given well-defined meaning, better enabling computers and people to work in coop-
eration.”[3] 

The ultimate purpose of the Semantic Web is to develop the standard of technology 
that can help computers to better understand web information, and to support seman-
tic search, data integration, navigation and task automation etc.  When such things are 
described in detail the Semantic Web should enable the following work: 

- When searching information, the bringing of more correct information. 
- Integration and comparison of information from different alloplasm sources. 
- Correlation of meaningful descriptive information about certain resources. 
- The attachment of detailed information on the web for the automation of web  

services. 

To demonstrate the points that can improve the current web, the hierarchical struc-
ture of the Semantic Web is given in Fig. 1 below. 

 

Fig. 1. Hierarchical structure of Semantic Web 
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The lowest floor of the hierarchical structure consists of a URI (Uniform Resource 
Identifier) and a Unicode, which addresses the method with which to access the re-
sources of the web protocol.  The next floor contains the XML (eXtensible Markup 
Language) along with the namespace that can define this concept in modular terms.  
RDF (Resource Description Framework) and RDF schema, describing resources, are 
located on the next floor.  Ontology is located on the fourth floor, and technological 
elements pertaining to law, logic, proof etc. are located in hierarchies above this. 

2.2   Ontology 

Gruber defines ontology as follows: 
“An ontology is a formal, explicit specification of a shared conceptualization of a 

domain of interest.  ‘Conceptualization’ refers to an abstract model of phenomena in 
the world by having identified the relevant concepts of those phenomena.  ‘Explicit’ 
means that the type of concepts used, and the constraints on their use are explicitly 
defined.  ‘Formal’ refers to the fact that the ontology should be machine readable.  
‘Shared’ reflects that ontology should capture consensual knowledge accepted by the 
communities.”[7]  If this definition is considered in detail it is necessary to view the 
following sub-components. 

Conceptualization:  This is an abstracted model to aid thinking.  It generally in-
volves the discussion relevant to localized specific fields.   

Explicit specification: Defines constraints explicitly, relevant to their form or con-
cept use. 

Formal: Machines must be able to understand Ontology, and the existence and 
standardizations of relevant steps. 

Shared: Ontology is a concept that requires all of the group members to display 
agreeing concerted knowledge that is not necessarily limited to individuals. 

Ontology is a very important element that enables knowledge processing, sharing 
and reuse among web-based application programs. Class classification and definitions 
of inference rules are included in Ontology. Class classification defines the class and 
subclass of objects, and the relationship between them.  For example, “address” can 
be defined as a location’s subclass because “address” is a subclass of “location”.  
Because city codes can be applied only to location, city codes’ subjects must always 
be the object of the location class. 

2.3   Anchor Text 

Hyperlink consists of the link (URL) referred to in the web document, and Anchor 
Text is used to describe simple representations.  Between these, Anchor Text does not 
sensibly describe entirely unrelated substances as information in ways that a web 
document writer can describe directly in order to provide useful information that a 
person can directly summarize from a web page.  Anchor Text has the following spe-
cial qualities. 

Summarization: Anchor Text has the special quality of being able to summarize the 
contents or subject of a web document.  A third party, who is not necessarily the 
writer of web documents, is able to describe a web document’s contents more clearly 
by using Anchor Text, rather than considering the document itself directly.[8][9]. 

Universality: All general web pages include hyperlink as an essential ingredient.  
Fundamentally, users can not search web documents if they do not contain hyperlink. 
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2.4   Related Work 

2.4.1   WebGraph 
WebGraph is a search engine that can easily search information that users want, using 
information links between web pages and concept graphs schematized through user’s 
query language[9][10][11].  This search engine introduces concept-based search tech-
niques.  Concept-based search is a search method that can extend searches by analyz-
ing the meaning of words and using the concept of word relation.  Therefore, this 
method is similar to a person’s thinking, and it can be very effective.  Also, this sys-
tem uses hyperlink information to extract keywords. 

2.4.2   MagPie 
MagPie is a plug-in program of Internet Explorer.  It is a Semantic Web browsing 
system that shows semantic information using ontology that can speak as the most 
important element of the Semantic Web.  Basically, it is an Active X control program, 
and when it is consented with a word in a suitable domain, shows semantic informa-
tion of the words the user wants.[4][5] 

3   Design and Implementation 

The Semantic WebGraph System consists of an Ontology Maker that creates ontol-
ogy, a Spider that collects web documents and stores them in databases, and Indexer 
that extracts keywords on the basis of database contents, keyword indexes and URLs, 
Query Engines that process query language and relevant language that users want, and 
Visualization directly to the user (Fig.2). 

Fig. 2. System Configuration 

Whole systems are divided into Off-line Batch Job parts and On-line Processing 
parts. The Off-line Batch Job part composes ontology in connection with query lan-
guage, and carries out construction of the index file system in connection with relevant 
language.  The On-line Processing part shows semantic information using ontology 
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about users’ query language or URLs of web page about relevant language using index 
file system.  In this paper our system uses a graph to aid users’ visualization. 

3.1   Ontology Maker 

This is the part that composes ontology.  Ontology is used by the background infor-
mation of query language.  That is, users of the web show semantic information  
by using Ontology that has pre-definitions of query language.  Ontology is mainly 
composed in limited specific domains, and this paper also considers ontology in  
the medical domain.  Ontology is referred to in instances of name and class, and such 
instances can have more than one representation in terms of vocabulary.  For exam-
ple, where there is an instance called “Cho Nam-Deok” this instance includes “Nam-
Deok Cho”, “Nam-Deok c” and “C Nam-Deok” ? from an ontological perspective.  
That is, in the above instance, these expression meanings would be used commonly in 
Ontology. 

3.2   Spider 

The Spider’s role is to bring storage of the web document to database.  Stored infor-
mation requires the URL of the web document, its title, the sample text (255 letters), 
and hyper link connection relations.  The operation method involves a visit from the 
URL stored in the database that is connected with hyperlink by way of BFS (Breadth 
First Search) and collects web documents.  Operation environment acts through the 
Win32 platform and uses MFC.  Access is used as the database, and uses the DAO 
engine. 

 

Fig. 3. Spider Algorithm 

3.3   Indexer 

It is the program that constructs the index file system for actualizing relevant lan-
guage searches from databases consisting of web documents and hyper link informa-
tion.  A lot of times frequent joining is required, as well as selection if SQL sentences 
have been used in the actual search service.  Another problem is that a lot of informa-
tion repetitions occur in the database when saving hyper link information.  Therefore, 
unique indexes are constructed to reduce these.  The architecture of this program 
consists of a URL index along with an index of keywords in an attempt to make the 
approach to hyperlink information easy and fast.  The URL index table extracts  
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information for the URL when the URL is specified, and this can simply be done by 
using the hash function.  The keyword index table stores information of the key-
words’ numbers for the whole document, and lists the URLs for the whole document 
when keywords are given, and it is created by way of the following algorithm. 

 

Fig. 4. Indexer Algorithm 

3.4   Query Engine 

Query Engine is a program that processes query language and relevant language that 
the user actually wants.  It shows information in ontology to show information about 
query language, and shows URL in an index table to show information about relevant 
language. 

 

Fig. 5. Query Engine Algorithm 

3.5   Visualization 

The point of Visualization of this system is the showing of the relation between query 
language and relevant language, using a graph.  Fig. 7 shows, by way of a graph, the 
relationship between query language, in this case AIDS, and relevant language.   

It shows semantic information of referred ontology about the query language, and 
also show the URL extracted in an index table about relevant language if user would 
click a certain circle of words by mouse. 
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4   Result and Estimation 

Design and implementation for the Semantic WebGraph system using Ontology and 
Anchor Text was discussed in the previous chapter.  In this chapter the results and 
estimations of the authors’ system will be discussed.  Fig. 6 is an example web page 
from the system.  When a user wishes to know medical language regarding “AIDS” 
the screen (shown below) will use this word as query language. 

 

Fig. 6. Screen using a specific word as query language 

If the user presses “Search” the query language and relevant language are ex-
pressed, as in the graph in Fig. 7.  The word in the center of the circle is the query 
language, and the words surrounding it form the relevant language.  The relevant 
language is formed as keywords, which are extracted in anchor text.  

 

Fig. 7. Result graph when query language is “AIDS” 
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When the user clicks each circle results are formed, as in Fig. 8.  In the upper right 
corner is the picture showing the semantic information that the user receives when 
clicking on that part of the query language.  The retrieval of this information requires 
pre-created Ontology.  The lower right picture shows the URL that results when the 
user clicks the circle relating to the relevant language. 

 

Fig. 8. Final result picture 

Thus, this system efficiently shows information that the user wants by providing 
semantic information about the query language, and the URL of relevant language.  
Therefore, users can obtain information for the query language and required relevant 
information, and they are able to get such information even if they lack detailed 
knowledge about the query language.  Fig. 9 shows a chart providing comparisons of 
other relevant systems. 

Fig. 9. Chart comparing other systems 

The above table indicates that the authors’ system is superior to other systems, and 
shows that MagPie has the weakness of not having O/S compatibility as a result of it 
being an Active X program. 
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5   Conclusion 

This paper proposes that the Semantic Web Search System, using Ontology and An-
chor Text, be used to overcome the limits of the existing Semantic Web browsing and 
search system.  The authors’ system shows information that users can obtain effi-
ciently using a method giving semantic information about query language, and the 
URL about relevant language.  It is shown that users can obtain information for the 
query language even if they lack knowledge of such language. 

Hereafter, by way of research tasks, study of more effective selection of choices of 
relevant language is needed, along with the drawing of relevant polymorphic graphs. 
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Abstract. This paper estimates the development of a security process in four 
cases. This paper is intended to help the design lifecycle and progress manage-
ment in ISO/IEC 15408 (Common Criteria). There are many defects that cause 
the security requirement problems during the software development. This paper 
explores the areas of the lifecycle and progress management that remove the se-
curity requirements and also manage the schedule and quality problems. For 
projects in similar domains, it is possible to remove security risk items and to 
manage progress by using security lifecycle and progress milestone, which can 
greatly improve the software process. 

1   Introduction 

The recent advances in information technologies and the proliferation of computing 
systems and world-wide networks have raised the level of concern about security in 
the public and private sectors. This concern has been reinforced in the final report of 
President’s Commission on Critical Infrastructure Protection [1] and the associated 
Presidential Decision Directive 63 (PDD-63) [2]. Security concerns are motivated by 
increasing use of information technology (IT) products and systems in governments 
and industries ranging from electronic commerce to national defense. Consumers 
have access to a growing number of security enhanced IT products with different 
capabilities and limitations, and should make important decisions about which prod-
ucts provide an appropriate degree of protection of their information. 

In order to help consumers select commercial off-the-shelf IT products that meet 
their security requirements and to help manufacturers of those products gain accep-
tance in the global marketplace, the National Institute of Standards and Technology 
(NIST) and the National Security Agency (NSA) have established a program under 
the National Information Assurance Partnership (NIAP) to evaluate IT product con-
formance to international standards. The program, officially known as the NIAP 
Common Criteria Evaluation and Validation Scheme for IT Security (Common Crite-
ria Scheme in short) is a partnership between the public and private sectors [3][4]. 

                                                           
* This work was supported by Korea Research Foundation Grant (KRF-2004-005-D00172). 
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This paper provides an analysis of the efficiency of the removal of security re-
quirement risk. Security risk items can also be removed by using security lifecycle 
and progress milestone, which can greatly improve the software process. 

2   Related Works 

2.1   ISO/IEC 15408 (Common Criteria, CC) 

The Common Criteria (CC), is meant to be used as the basis for evaluation of security 
properties of IT products and systems. By establishing such a common criteria base, 
the results of an IT security evaluation will be meaningful to a wider audience [5][6]. 

The CC is useful as a guide for the development of products or systems with IT se-
curity functions and for the procurement of commercial products and systems with 
such functions. During evaluation, such an IT product or system is known as a Target 
of Evaluation (TOE). Such TOEs include, for example, operating systems, computer 
networks, distributed systems, and applications. 

The CC defines three types of requirement constructs: package, PP(Protect Profile) 
and ST(Security Target). The CC further defines a set of IT security criteria that can 
address the needs of many communities and thus serve as a major expert input to the 
production of these constructs. The CC has been developed around the central notion 
of using, wherever possible, the security requirements components defined in the CC, 
which represent a well-known and understood domain. Figure 1 shows the relation-
ship between these different constructs [1][2]. 

 
Fig. 1. Use of security requirements 

2.2   Protection Profile  

Evaluation criteria are most useful in the context of the engineering processes and 
regulatory frameworks that are supportive of secure TOE development and evalua-
tion. This sub-clause is provided for illustration and guidance purposes only and is not 
intended to constrain the analysis processes, development approaches, or evaluation 
schemes within which the CC might be employed [1][2][3]. 

The CC requires that certain levels of representation contain a rationale for the 
representation of the TOE at that level. That is, such a level must contain reasoned 
and convincing argument that shows that it is in conformance with the higher level, 
and is itself complete, correct and internally consistent. Rationale directly demonstrat-
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ing compliance with security objectives supports the case that the TOE is effective in 
countering the threats and enforcing the organizational security policy. 

The CC layers the different levels of representation as described in Figure 2, which 
illustrates the means by which the security requirements and specifications might be 
derived when developing a PP or ST. All TOE security requirements ultimately arise 
from consideration of the purpose and context of the TOE. This chart is not intended 
to constrain the means by which PPs and STs are developed, but illustrates how the 
results of some analytic approaches relate to the content of PPs and STs. 

 

Fig. 2. Derivation of requirements and specifications 

PP includes the security target and rationale. The contents are as follows: 

Table 1. Protection profile items 

1 
Protection Profile Introduction 
1.1 PP Identification 
1.2 PP Overview 

2 TOE Description 

3 

TOE Security Environment 
3.1 Assumptions 
3.2 Threats 
3.3 Organizational Security Policy 

4 
Security Objectives 
4.1 Security Objectives for the TOE 
4.2 Security Objectives for the Environment 

5 

IT Security Requirements 
5.1 TOE Security Functional Requirements 
5.2 TOE Security Assurance Requirements 
5.3 Security Requirements for the IT Environments 

6 PP Application Notes 

7 
Rationale 
7.1 Security Objectives Rationale 
7.2 Security Requirements Rationale 
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2.3   Security Target 

An ST shall conform to the content requirements described in this chapter. An ST 
should be presented as a user-oriented document that minimizes reference to other 
material that might not be readily available to the ST user [1][2][3].      

The rationale may be supplied separately, if that is appropriate.  The contents of the 
ST are shown in Figure 3, which should be used when constructing the structural 
outline of the ST. Table 2 is describes that contents of the security target. 

Table 2. Security target items 

1 

ST Introduction 
1.1 ST Identification 
1.2 ST Overview 
1.3 CC Conformance 

2 TOE Description 

3 

TOE Security Environment 
3.1 Assumptions 
3.2 Threats 
3.3 Organizational Security Policy 

4 
Security Objectives 
4.1 Security Objectives for the TOE 
4.2 Security Objectives for the Environment 

5 

IT Security Requirements 
5.1 TOE Security Functional Requirements 
5.2 TOE Security Assurance Requirements 
5.3 Security Requirements for the IT Environments 

6 
TOE Summary Specification 
6.1 TOE Security Functions 
6.2 Assurance Measures 

7 

PP Claims 
7.1 PP Reference 
7.2 PP Tailoring 
7.3 PP Additions 

8 

Rationale 
8.1 Security Objectives Rationale 
8.2 Security Requirements Rationale 
8.3 TOE Summary Specification Rationale 
8.4 PP Claims Rationale 

2.4   TOE (Target of Evaluation) 

The CC contains the evaluation criteria that permit an evaluator to determine whether 
the TOE satisfies the security requirements expressed in the ST. By using the CC in 
evaluation of the TOE, the evaluator will be able to make statements about: 

a) whether the specified security functions of the TOE meet the functional re-
quirements and are thereby effective in meeting the security objectives of the TOE; 

b) whether the specified security functions of the TOE are correctly implemented. 
The security requirements expressed in the CC define the known working domain of 
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applicability of IT security evaluation criteria. A TOE for which the security require-
ments are expressed only in terms of the functional and assurance requirements drawn 
from the CC will be evaluative against the CC. Use of assurance packages that do not 
contain an EAL shall be justified [1][2][3].  

The results of a TOE evaluation shall include a statement of conformance to the 
CC. The use of CC terms to describe the security of a TOE permits comparison of the 
security characteristics of TOEs in general. 

2.5   MBASE 

The difference between failure and success in developing a software-intensive system 
can often be traced to the presence or absence of clashes among the models used to 
define the system’s product, process, property, and success characteristics [11].  

In each case, property models are invoked to help verify that the project’s success 
models, product models, process models, and property levels or models are accepta-
bly consistent. It has been found advisable to do this especially at two particular “an-
chor point” life cycle process milestones summarized in Table 2 [10][11]. The first 
milestone is the Life Cycle Objectives (LCO) milestone, at which management veri-
fies the basis for a business commitment to proceed at least through an architecting 
stage. This involves verifying that there is at least one system architecture and choice 
of COTS/reuse components which is shown to be feasible to implement within budget 
and schedule constraints, to satisfy key stakeholder win conditions, and to generate a 
viable investment business case. The second milestone is the Life Cycle Architecture 
(LCA) milestone, at which management verifies the basis for a sound commitment to 
product development (a particular system architecture with specific COTS and reuse 
commitments which is shown to be feasible with respect to budget, schedule, re-
quirements, operations concept and business case; identification and commitment of 
all key life-cycle stakeholders; and elimination of all critical risk items) [12][13].  

2.6   Ubiquitous Computing 

Ubiquitous computing names the third wave in computing, just now beginning. Ini-
tially came mainframes, each shared by many users. However, the era of the personal 
computing is now upon us, and people are forced to stare uneasily at each other across 
the desktops. However, this era will be followed by that of ubiquitous computing, 
when technology will recede into the background of our lives [8][9][10]. 

It is very difficult to incorporate security mechanisms into sensor routing protocols 
after the design has completed. Therefore, sensor network routing protocols must be 
designed with security considerations in mind. This is the only effective solution for 
secure routing in ubiquitous networks. 

The contributions of this paper are intended to be as follows: 

(1) Proposed threat models and security goals for secure routing in wireless sensor 
networks; 

(2) Introduced two novel classes of previously undocumented attacks against sen-
sor networks: sinkhole attacks and HELLO floods; 

(3) Demonstration of how attacks against ad hoc and peer-to-peer networks can be 
adapted into powerful attacks against sensor networks; 



560 E.S. Lee and S.H. Lee 

 

(4) Presented the first detailed security analysis of all the major routing protocols 
and energy conserving topology maintenance algorithms for sensor networks – de-
scribed practical attacks against all of them would defeat any reasonable security goals; 

(5) Discussed of countermeasures and design considerations for secure routing pro-
tocols in sensor networks 

 

Fig. 3. A representative sensor network architecture 

Several risk item are apparent in the connections of the network architecture in 
Fig.3. These items are to be removed so as to provide a reliable ubiquitous service. 
Remove of the risk items also provides security of the lifecycle.  

3   Theory 

Security functions were evaluated using security profiling and security targeting, by 
way of the ubiquitous method. Evaluation progress was introduced in chapter 2.  It 
should be noted that when evaluation is conducted security requirements focus on the 
functional. However, the downside of this in terms of security is that defects with 
often appear in the next stage.  Therefore one should refer to the lifecycle to in order 
to extract and identify the risk factors of the security items.  Another problem is that 
risk factor extraction is a redundant processing job.  Furthermore, extraction process-
ing is ambiguous and so firm progress management is required. 

This chapter provides identification of risk items and checks the rationale and 
measurement of total progress management. 

3.1   Security Profile Lifecycle 

The lifecycle is made by protecting the profiles in order to fulfill the security re-
quirement. The next step is the removal of the redundant risk items. Protection profile 
progress and identification is as follows: 
 

1.  A protection profile developer must be provided to explain the profile of the TOE. 
2.  Explanation of the TOE must be provided so as to describe its product type and the 
character of the general IT. 
3.  The evaluator must have confirmation that the information has satisfied all of the 
evidence requirements. 
4.  The evaluator must have confirmation of the explanation of the TOE with regards 
to quality and consistency. 
5.  The evaluator must have confirmation of the explanation of the TOE with regards 
to the relationship of protection profile consistency 
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Fig. 4. Ubiquitous lifecycle milestone of the protection profile 

This figure shows the activity of the risk item as it is removed from the security re-
quirement during the extraction process.  Each of the factors use the repeatable mile-
stone for progress management. Each stage is as follows: 

Table 3. Description of the protection profile 

Stage Contents 

Identify the protection profile 
Identification and analysis the protection target for the extrac-
tion of the security requirement. 

Security Environment Setting H/W and S/W, personal element setting for the security. 
Security Target Setting Security requirement Target Setting 
Security requirement identifica-
tion and extraction 

Identify and extraction of the security requirement using 
UML(or other method) 

Definition of the security re-
quirement 

Definition of the security requirement for system building 

Identify the security profile risk 
item 

Identify the security profile risk item at the domain 

Basis of the theory Build of the repeatable lifecycle for the milestone(LCO, LCA) 

Checking of the rationale 
Check the rationale of the repeatable milestone and risk analy-
sis 

 

Fig. 5. Ubiquitous lifecycle milestone of the security target 
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This figure shows provision of the activity of the security requirement extraction of 
the security target. 

Each of the factors use the repeatable milestone (LCO, LCA) for the progress 
management. Each stage is as follows: 

Table 3. Description of the security target 

Stage Contents 

Identify the protection target 
Identification and analysis the protection target for 
the extraction of the security requirement. 

Security Environment Setting 
H/W and S/W, personal element setting for the secu-
rity. 

Security Target Setting Security requirement Target Setting 
Security requirement identify 
and extraction 

Identify and extraction of the security requirement 
using UML (or other method) 

Definition of the security 
requirement 

Definition of the security requirement for system 
building 

Definition and assurance of 
the function’s security target  

Definition and assurance of the security target based 
on the function for the system building 

Admission of the Security 
profile 

Admission of the confirmed Security profile at its 
domain 

Basis of the theory 
Build of the repeatable lifecycle for the milestone 
(LCO, LCA) 

Checking of the rationale 
Check the rationale of the repeatable milestone and 
risk analysis 

Testing and identify of risk 
items 

Testing and identification for the extraction of new 
risk items. 

Use of the milestones (LCO, LCA) is essential for removal of risk and progress 
management. 

The authors of this paper have provided the repeatable cycle based on the mile-
stone element.  Progress was checked using the basis of the milestone. 

Table 4. Description of the milestone element 

 
* WWWWWHH: Why, What, When, Who, Where, How, How Much 



 Design Progress Management for Security Requirements in Ubiquitous Computing 563 

 

We are provides that the repeatable cycle based on milestone element. Also, we are 
checked the progress by the basis of milestone. 

Table 5. Setting of the milestone 

 

3.2   Calculation of COQUALMO 

Lifecycle evaluation compares the number of real defects with the estimated number 
of defects at each stage of development, using COQUALMO. Defect removal capa-
bility was analyzed using risk item management [15]. 

Table 6. Number of dects introduced 

MBASE/Rational 
Model 

(Waterfall 
Model) 

Inception 
(Require-

ments) 

Elaboration 
(Product 

Des) 

Construction 
(Develop-

ment) 

Transi-
tion 

To-
tal 

No. of Require-
ments Defects 

130 116 35 - 281 

No. of Design 
Defects 

 336 201 - 537 

No. of Code 
Defects 

  809 - 809 

TOTAL 130 452 1045 - 1627 

 

Fig. 6. Calculation of defect number 
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There were found to be three times the amount of differences between the defect 
numbers in the real project and that using COQUALMO. Also, such data is required 
to show 3-4 times such rates of difference in the real project.  Therefore, evaluation of 
the results can be used to estimate defect numbers as follows: 

1627 (Real Project) X 3.11 times (approx.) = 5065 (COQUALMO) 
Defect number estimation uses the COQUALMO algorithm. 

4   Conclusion 

In this paper a new lifecycle was proposed applicable to the extraction of the security 
requirement in the ubiquitous stage, along with reliable analysis of relevant require-
ments.  The authors propose not only risk item removal, but also progress management. 

In future studies development methodology applicable to the extract of security 
requirements will be provided. 
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Abstract. Machine learning methods are generally employed to acquire the 
knowledge for automated document classification. They can be used if a large 
set of pre-sampled training set is available and the domain does not change rap-
idly. However, it is not easy to get a complete trained data set in the real world. 
Furthermore, the classification knowledge continually changes in different 
situations. This is known as the maintenance problem or knowledge acquisition 
bottleneck problem. Multiple Classification Ripple-Down Rules (MCRDR), an 
incremental knowledge acquisition method, was introduced to resolve this prob-
lem and has been applied in several commercial expert systems and a document 
classification system. Evaluation results for several domains show that our 
MCRDR based document classification method can be successfully applied in 
the real world document classification task. 

1   Introduction 

Before computer technology was introduced, people mainly relied on manual classifi-
cation such as library catalogue systems. In the early stages of the computerized clas-
sification development, computer engineers moved this catalogue system into the 
computer systems. However, as the size of available Web documents grows rapidly 
and people have to handle them within limited time, automated classification becomes 
more important. [1,2] 

Machine learning (ML) based classifiers have been widely used for automatic 
document classification and there are various approaches such as clustering, support 
vector machine, probabilistic classifier, decision tree classifier, decision rule classi-
fier, and so on[3]. But they have some problems when they are applied to real world 
applications because they capture only a certain aspect of the content and tend to learn 
in a way that items similar to the already seen items (training data) are recommended 
(predefined categories) [4].  However, it is difficult to collect well defined training 
data sets because Web documents (e.g., news articles, academic publications, and 
bulletin board messages) are continually created by distributed world-wide users and 
the number of document categories also continually increases.  
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To manage this problem, the document classifiers should support incremental 
knowledge acquisition without training data. Though some ML techniques such as 
clustering techniques [5-7] are suggested as solutions for incremental classification, 
they do not sufficiently support personalized knowledge acquisition (KA). Document 
classifiers in the real world should support personalized classification because classi-
fication itself is a subjective activity [1]. To be successful personalized document 
classifiers, they should allow users to manage classification knowledge (e.g., create, 
modify, delete classification rules) based on their decision. But it is very difficult 
when users use ML classifiers because understanding their compiled knowledge is 
very difficult and their knowledge is so strongly coupled with the knowledge of train-
ing data sets that it is not easily changed without deliberate changing them. Rule-
based approach is a more favorable solution for the incremental and personalized 
classification task because the classification rules in knowledge base (KB) can be 
personalized, understood, and managed by users very easily. But rule-based systems 
are rarely used to construct an automatic text categorization classifiers since the ’90s 
because of  the knowledge acquisition (KA) bottleneck problem [3, 8]. We used Mul-
tiple Classification Ripple-Down Rules (MCRDR), an incremental KA methodology, 
because it suggests a way that overcomes the KA problem and enables us to use the 
benefits of rule-based approach. A more detail explanation will be suggested in sec-
tion 2. Our research focuses on the personalized Web document classifier that is im-
plemented with the MCRDR method. In section 2, we will explain causes of the KA 
problem and how MCRDR can solve that problem. In section 3, we will explain how 
our system implemented in accordance with MCRDR method. In section 4, we will 
show empirical evaluation, which is performed three different ways. In section 5, we 
will conclude our research and suggest further works 

2   Knowledge Acquisition Problems and MCRDR 

KA problems are caused by cognitive, linguistic and knowledge representational 
barriers [8]. Therefore, the promising solution for the KA must suggest the methodol-
ogy and KA tools that overcome these problems.  

-Cognitive Barrier. Because knowledge is unorganized and often hidden by compiled 
or tacit knowledge and it is highly interrelated and is retrieved based on the situation 
or some other external trigger, knowledge acquisition is discovery process. Therefore, 
knowledge often requires correction and refinement - the further knowledge acquisi-
tion delves into compiled knowledge and areas of judgment, the more important the 
correction process becomes [9]. From the GARVAN-ES1 experience, Compton et al 
[10] provide an example of an individual rule that has increased four fold in size dur-
ing maintenance and there are many examples of rules splitting into three or four 
different rules as the systems’ knowledge was refined. Compton and Jensen[11] also 
proposed that knowledge is always given in context and so can only be relied on to be 
true in that context. MCRDR focuses on ensuring incremental addition of validated 
knowledge as mistakes are discovered in the multiple independent classification prob-
lems [12, 13].  
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-Linguistic Barrier. Communication difficulties between knowledge engineers and 
domain experts are also one of the main deterrents of knowledge acquisition. Tradi-
tionally, knowledge is said to flow from the domain expert to the knowledge engineer 
to the computer and the performance of knowledge base depends on the effectiveness 
of the knowledge engineer as an intermediary [8]. During the maintenance phase, 
knowledge acquisition becomes more difficult not only because the knowledge base is 
becoming more complex, but because the experts and knowledge engineers are no 
longer closely familiar with the knowledge communicated during the prototype phase 
[11]. Domain knowledge usually differs from the experts and contexts. Shaw[14] 
illustrates that experts have different knowledge structures concerning the same do-
main and Compton and Jansen[11] show that even the knowledge provided by a sin-
gle expert changes as the context in which this knowledge is required changes. For 
these reason, MCRDR shift the development emphasis to maintenance by blurring the 
distinction between initial development and maintenance and knowledge acquisition 
is performed by domain experts without helping the knowledge engineer [13].  

-Knowledge Representation Barrier. The form in which knowledge is available from 
people is different from the form in which knowledge is represented in knowledge 
systems. The difference between them, called representation mismatch, is central to 
the problem of KA. In order to automate KA, one must provide a method for over-
coming representation mismatch [15]. KA research has been aimed to replace the 
knowledge engineer with a program that assists in the direct “transfer of expertise” 
from experts to knowledge bases [16]. Mediating representation facilitate communi-
cation between domain expert and knowledge engineer.  Intermediate representations 
provide an integrating structure for the various mediating representations and can 
form a bridge to the knowledge base[17]. We used folder structure user interface, 
which is largely used for manual document classification in traditional document 
management application, as mediating representation method and difference lists and 
cornerstone cases as intermediating representation. Folder manipulations are interre-
lated with the MCRDR KA activities in our system. 

3   Real World Web Document Classifier with MCRDR 

3.1   Content-Based Load Distribution Server 

MCRDR based document classification system is a component of the Personalized 
Web Information Management System (PWIMS) System. It is implemented with C++ 
program language based on the MCRDR methodology. It is used to construct both 
Web document classification and personalized Web portal.  

3.2   Folder Structures as a Mediating Representation 

The choice of representation can have an enormous impact on human problem-
solving performance. The term mediating representation is used to convey the sense 
of coming to understand through the representation and it should be optimized for 
human understanding rather than for machine efficiency. It is suggested to improve 
the KA process by developing and improving representational devices available to the 
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expert and knowledge engineer. Therefore, it can provide a medium for experts to 
model their valuable knowledge in terms of an explicit external form [17]. We use 
traditional folder structures as a mediating representation because users can easily 
build a conceptual domain model for the document classification by using folder 
manipulation. Our approach differs from the traditional knowledge engineering ap-
proach because we assume there is no mediate person (knowledge engineer). Rather 
the domain experts or users directly accumulate their knowledge by using KA tools 
[12].  

3.3   Inference with MCRDR Document Classifier 

A classification recommendation (conclusion) is provided by the last rule satisfied in 
a pathway. All children of satisfied parent rule are evaluated, allowing for multiple 
conclusions. The conclusion of the parent rule is only given if none of the children are 
satisfied [13]. For example, the current document has a set of keywords with {a, b, c, 
d, e, f, g}. 

 
1. The system evaluates all the rules in the first level of the tree for the given WL 

(rules 1, 2, 3 and 5 in Fig. 1.). Then, it evaluates the rules at the next level 
which are refinements of the rule satisfied at the top level and so on.  

 

Fig. 1. Inference for the Web document classification 

2. The process stops when there are no more children to evaluate or when none of 
these rules can be satisfied by the WL in hand. In this instance, there exist 4 
rule paths and 3 classifications (classes 2, 5, and 6).  

3. The system classifies into the storage folder structures (SFS)’ relevant nodes 
(F_2, F_5, and F_6) according to the inference results.   

4. When the expert finds the classification mistakes or wants to create the new 
classifications, he updates the classification knowledge via the knowledge ac-
quisition interface 
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3.4   Knowledge Acquisition and Intermediate Representation 

KA and inference are inextricably linked in the MCRDR method, so some KA steps 
depend on the inference and vice versa [13]. The KA process consists of the following 
sub-tasks: 1) initiating KA process, 2) deciding KA method, and 3) validating new 
rules. 

-Initiating KA Process. KA process is initialized by users when they dissatisfy the 
system’s inference result. Kelly suggested that “every construct has a specific range 
of convenience, which compromise all things to which the user would find its applica-
tion useful.” The range of convenience of each construct defines its extension in terms 
of a single aspect of a limited domain of events [17]. The users’ decision for initializ-
ing new KA processes depends on the range of convenience. There are two different 
kinds of KA initialization: the KA process begins when the system recommends in-
correct class or no class and users initiate it (human initiated KA) and users move or 
copy some pre-classified documents to another folder (system initiated KA).  

-Deciding KA Methods. There are three kinds of KA methods: refinement KA, stop-
ping KA, and ground-breaking KA.  

• Refinement KA: If the user thinks that the current document should be classified 
into the sub folder (may not exist) of the recommend folder, the user selects (or 
creates and selects) the sub folder of the folder recommended by the system. The 
new rule should be added under the current classification rule as the child rule, 
because it refines current rule. For example, if a certain document that contains 
keyword “a” and “c”, it will be classified into folder F_2 in Fig. 1. But users may 
want to classify this document to folder F_6 (this folder may not exist when this 
document classified) because it contains keyword “f” and “e”. In this case, the 
new refinement rule is created under the rule 2 and its conclusion is class 6. 

• Stopping KA: If the current inference result is obviously incorrect and the users 
do not want to classify incoming documents into this folder, he/she makes stop-
ping rules with certain condition keyword/keywords. The new stopping rule 
won’t have any recommendation for a folder. For example, if a certain document 
that contain keyword “d”, it will be classified folder F_5 in Fig. 1. But users may 
not want to classify this document to folder F_2 because it contains keyword “i”. 
In this case, the new rule with condition “i” is added under the rule 4 and its con-
clusion is “null”. 

• Ground-breaking KA: For example, if a certain document that contains keyword 
“k”, it will be classified folder F_2 in Fig. 1. But domain experts may not want to 
classify this document to folder F_2 because it contains keyword “h” and they 
want to make new classification. In this case new rule is added under the root 
node (e.g. rule 11). 

The KA process is initiated by system when users copy or move pre-classified 
documents to other folder/folders. Its KA method depends on the action types. If the 
action is moving, the stopping KA and ground breaking KA are needed. For example, 
if users want to move some documents in F_6 to F_1, they must select keywords that 
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make stopping rules and ground breaking rules such as “t”. In this example, new rule 
conditions will be “a” and “c” and “f” and “e” and “t”. If the action is copying, only 
the ground breaking rule is automatically created by the system. Its condition is the 
same as the original rule but it has a different conclusion.  

-Validating with Cornerstone Case and Difference List. Bain  proposed that the 
primary attributes of intellect are consciousness of difference, consciousness of agree-
ment, and retentiveness and every properly intellectual function involves one or more 
of these attributes and nothing else. Kelly stated “A person’s construction system is 
composed of a finite number of dichotomous construct.” Gaines and Shaw suggested 
KA tools that are based on the notion that human intelligence should be used for 
identifying differences rather than trying to create definitions. In our system, the 
experts must make domain decisions about the differences and similarities between 
objects to validate new rule. Our system supports users with cornerstone case and 
difference list [12, 13 ]. As shown in Fig. 1, an n-ary tree is used for knowledge base 
(internal schema). MCRDR uses a “rules-with-exceptions” knowledge representation 
scheme because the context in the MCRDR is defined as the sequence of rules that 
were evaluated leading to a wrong conclusion or no conclusion with existing 
knowledge base [13]. Though users can see the whole knowledge base (internal 
schema) in our system, it is not directly used for KA. Instead, MCRDR uses differ-
ence list and cornerstone case for intermediate representation. The documents are 
used for the rule creation are called “cornerstone cases” and saved with the rules. 
Each folder may have multiple rules and cornerstone cases. When users make refine-
ment rule or stopping rule, all related rules must be validated but we do not want for 
users to make a rule that will be valid afterward. Rather we want to present the users 
with a list of conditions (called “difference lists”) to choose from which will ensure a 
valid rule. The difference between the intersection of the cornerstone cases which can 
reach the rule and the new case cannot be used [12]. Cases which can be reclassified 
by the new rule appear in the system. The users may subsequently select more condi-
tions from the different keywords lists to exclude these cases. Any case which is left 
in this list is supposed to classify the new folder by the new rule. A prior study shows 
that this guarantees low cost knowledge maintenance [13]. 

4   Experiment 

The goal of our research is to develop personalized Web document classifiers with 
MCRDR. The experiments are designed to the performance evaluation in the various 
classification situations. We consider three different cases: 1) document classification 
without domain change by single user, 2) document classification with domain 
changes by single user, and 3) document classification within single domain by two 
users.  

-Data Sets. We uses three different data sets: health information domain, IT informa-
tion domain (English), and IT and finance domain (Korea), which are collected by our 
Web monitoring system for one month. Table 1 represents the data sets that are used 
for our experiments. 
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Table 1. Inference for the Web document classification 

Data Domain Source User Articles 
Data Set 1 Health BBC, CNN, Australian, IntelliHealth, ABC 

(US), WebMD, MedicalBreakthroughs 
1 1,738 

Data Set 2 IT 
(English) 

Australian, ZDNet, CNN, CNet, BBC, 
TechWEB, New Zealand Herald 

2 1,451 

Data Set 3 IT/Finance (Korean) JungAng, ChoSun, DongA, Financial 
News, HanKyeung, MaeKyeung, Digital 

Times, iNews24 

1 1,246 

 
-Results. Classification effectiveness can be usually measured in terms of precision 
and recall. Generally two measures combined to measure the effectiveness. However, 
we only use precision measure because our system is a real world application and 
there is no pre-defined training data set. Fig. 2 shows the experiment’s results. In each 
figure, horizontal axis represents the cases, left vertical axis represents the precision 
rates and right vertical axis represents the number of rules.  

-Experiment 1. This experiment is performed by a single user without domain 
changes in the health news domain. The user classified 1,738 articles with 348 rules. 
Though there are some fluctuations of the precision rate and rule numbers, there exist 
obvious trends: the precision rate gradually increases and the number of rules 
gradually decreases as the cases increase. Precision rate sharply increases from 
starting point to a certain precision level (around 90%) and is very stable after that 
point. This is caused by the fact that the domain knowledge continually change and as 
the user knows the domain, the more classification knowledge is needed.  

 

Fig. 2. Classification Result 
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-Experiment 2. This experiment is performed by a single user in IT and Finance news 
domain (Korean). Totally, 1,246 articles are classified and 316 rules are created by 
the users. At first, user classifies IT articles from the business relationship view (e.g. 
customers, competitors and solution providers). New view point for the domain (tech-
nical view) is added when user classifies 550 cases and new domain (finance) added 
when user classifies 800 cases. When the view point changed, the precision rate went 
down from 90% to 60% but precision rate recovers around 80% by classifying a small 
additional amount of cases. When the new domain (financial news) is added to the 
current domain (IT news), the precision rate sharply decreases to 10% and the rule 
creation goes up 30 but a very small number of cases is needed to recover 80% preci-
sion. This result shows that our document classifier can work efficiently with domain 
changes.  

 

Fig. 3. Classification Result Fig. 4. Classification Results 

-Experiment 3. This experiment is performed by two users in the same IT news 
domain (English). In total, they classified 1,451 articles with 311 rules: User 1 clas-
sifies 1,066 articles with 228 rules and user 2 classifies 432 articles with 83 rules. 
The classification result is shown in Fig. 4. When user 1 classified 500 articles, the 
precision of classifier reached around 90%. After that point, new rules are gradually 
created and the precision rate is slightly improved until user 1 classifies 1000. When 
a different user (user 2) starts to classify, the precision rate shapely down to 60% and 
many new rules are created. But small articles are needed to get a similar precision 
rate. This result means that our classifier can be adaptively applied when different 
users classify. 

5   Conclusions 

We suggested the MCRDR based document classifier. MCRDR is an incremental KA 
method and is used to overcome the traditional KA problem. Our classifier used the 
traditional folder structures as a mediating representation. Users can construct their 
conceptual document classification structures by using an MCRDR based classifier. 
In our system, the KA and inference process is inextricably linked, so some KA steps 
depend on the inference and vice versa. The KA process begins when the classifier 
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suggestno folder or incorrect folders or users activate some function in folders such as 
copying or moving some cases. There are three different KA methods – refinement 
KA, stopping KA, and ground-breaking KA. In the validation process, we used corner 
cases and difference list as an intermediate representation. Experiment results show 
that users can create their document classifier very easily with small cases and our 
system successfully supports incremental and robust document classification. An 
incremental KA based classification works well in a certain domain where the infor-
mation continually increases and the creation of training set for machine learning is 
hard. However, this attitude does not deny the machine learning research works. 
Rather we view our approach can be a collaborator of machine learning technique. 
Wada et al. suggest integration inductive learning with RDR, Suryanto and Compton 
suggest a reduced KA with decision tree. Especially we view our approach can help 
construct a fine training data set with cost efficiency in the initial stage. Research for 
the combining incremental KA approach with machine learning techniques will be 
our further work. 
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Abstract. Examine about M-learning that is e-learning system in wireless inter-
net environment in this treatise, and analyzed DRM technology for contents 
protection of M-learning environment. In e-learning basically necessary that de-
sign about user register, lecture registration, assignment estimation, individual 
schedule learning and lecture room flat form. Designed about lecture contents 
service that uses DRM to support Mobile system side in these environment. 
Therefore, could design MDRM-learning system that emphasize in was lacking 
contents protection meantime. For front, need more researches about technol-
ogy connected with DRM and he that emphasize to security of contents educa-
tion and wireless internet environment, education systems that take advantage 
of this technology may have to be studied. 

1   Introduction 

Masie Report and other reports on education technology forecast important progresses 
in e-learning as follows. First, functions to support teaching and learning will be  
diversified. Not only the search, access and purchase of contents but also various 
functions related to learning activities will be provided and, with these functions, 
organizations such as companies will be able to execute e-learning smoothly through 
learning platforms. In addition, there are two important factors in the switching of 
online education from supplementary education to substitute one. One is EPSS (Elec-
tronic Performance Support System) through tracking information mentioned above 
and the other is how to induce individuals to participate in collaborative education. 
Fortunately, we may be able to measure the outcomes of learning investment accu-
rately by linking personal achievements and organizational ones from e-learning.  
These progresses can be fully realized when all e-learning tools and contents are 
based on a set of officially approved industrial standards, which will enable the reuse 
of contents and compatible technologies. The e-learning market is expanding from 
school education to reeducation in industrial and public sectors. However, it looks not 
easy for online education to substitute for all educational practices. In case of the 
ordinary education market, the prevalent pattern will be the mixture of offline educa-
tion in classroom and online education. 
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Even if online teaching is adopted in industrial education, the teaching is generally 
completed by offline lecture in physical classroom for the reason of collective  
training. Because enterprises and public institutions usually have reeducation facilities 
they do not have any problem in executing such a type of education. However, there 
are many other companies and public organizations without physical facility of educa-
tion. In order for them to reflect physical features particularly ‘the field’ in their  
education, two methods may be feasible. One is mobile learning (M-learning) using 
devices of high mobility as e-learning tools and the other is so-called blended learning 
(B-learning) that provides the contents of both offline and online education in  
e-learning. Combining offline and online, B-learning makes it possible to control field 
work remotely. For example, when training on a machine or equipment, we can im-
prove the effect of learning using simulations or controlling the machine or equipment 
in the field remotely. In many cases, occupational reeducation requires the teaching of 
both theory and practice as well as devices and materials for students’ practice. If  
B-learning is activated, a large number of students can be educated using a small 
number of machines through remote control. M-learning is meaning in the sense of 
media expansion. The learning system supporting e-learning was simple learning 
management system (LMS) in the past but has been expanded to learning contents 
management system (LCMS) that can upgrade and restructure various learning  
contents partially. Learning contents management system is a type of management 
system (CMS) that can distribute contents. If distribution, namely, the publication 
function is extended, it will enable the delivery of learning contents to mobile devices. 
With the development of IT technology and the emergence of tablet PC as powerful 
as desktop PC, mobile devices, which have been limited to the delivery of flash and 
dynamic 2D multimedia, is overcoming the limitations. Furthermore, mobile comput-
ing is activating the wireless Internet. Thus, getting out of fixed Internet environment, 
e-learning can be executed in the field using the wireless Internet and mobile devices 
[1~3]. 

2   Necessity of Contents Protection 

With the development of digital contents accelerated by the progress of the wireless 
Internet, Internet business is booming and online contents providers are supplying a 
variety of contents stimulating users’ interest. These contents are texts as well as 
multimedia such as music, image and video. Multimedia data are applied to countless 
areas including Internet broadcasting, education, news, sports, tourist information and 
experts’ consulting, creating new services in the virtual space. Moreover, companies 
are struggling to move toward knowledge-based management strategies and, to sup-
port the transition, are building various systems like KMS, EDMS and PDM and 
accumulating intellectual assets in the systems. Thank to such efforts, employees 
become able to share knowledge and find information promptly and conveniently. 
The government is also accelerating the digitization of information (library informati-
zation by the Ministry of Culture and Tourism, knowledge resource networking  
project by the Ministry of Information and Communication, etc.). Furthermore, the 
super-speed information communication network is spreading digital paradigm as a 
new lifestyle throughout the whole society, and the emergence of digital broadcasting, 
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digital signature, electronic libraries, electronic books, electronic settlement, elec-
tronic payment, etc. is an aspect representing the new paradigm. Compared to tradi-
tional analogue ones, digital contents have many advantages in terms of production, 
processing, publication and distribution but copyright protection for digital products is 
a critical issue because digital contents can be easily reproduced. Copyright protection 
in digital paradigm cannot be provided with legal/institutional systems applied to 
analogue contents. Thus, we need a new legal system for copyright protection as well 
as technological devices for practical protection of digital contents. In response to the 
urgent demand, methods for protecting digital contents copyrights and preventing 
illegal distribution are under development.  

MIT selected this type of technologies as one of 10 promising technologies and 
many researches began to be made on this area as an independent academic disci-
pline. As digital contents business rises as a core next-generation industry, DRM-
related R&D and commercialization are essential tasks to be carried out [4~6]. 

3   DRM 

3.1   Key DRM Technologies 

Various concepts of technologies are required depending on application area and 
security level.(1) Encryption technologies: Various encryption technologies are used 
including encryption, electronic signature and authentication and key distribution to 
authenticate contents and contents users, enforce transaction and usage rules and 
confirm transactions and uses (non-repudiation). Before publication, contents are 
protected safely through packaging. Packed data contain contents, metadata and  
decryption information. A key used in contents encryption is processed for safe pro-
tection so that only the authorized user (or user’s system) can access, and generates 
decryption information. Metadata defines business rules on the distribution and use of 
contents and the rules are also protected cryptographically to prevent alteration or 
modification. (2) Key distribution and management: Safe key management and distri-
bution mechanism is required to guarantee the reliability of encryption technology 
used to protect contents. The biggest characteristic that distinguishes the key man-
agement in DRM from other encryption systems is that the key should be kept from 
all users including the supplier, the distributor and the consumer. DRM key distribu-
tion methods can be divided into the symmetric key method and the public key 
method. In the symmetric key method, load is concentrated on a key distribution 
server and the server is involved in all contents transactions. On the other hand, the 
public key method is advantageous in terms of distribution, scalability and interop-
erability but it requires public key infrastructure (PKI). Therefore, a proper key man-
agement mechanism should be selected according to the characteristics of contents 
and application environment. For example, key management mechanism where load 
is concentrated on a key distribution server is not desirable if contents are distributed 
extensively and many role objects are involved in the flow of contents distribution as 
in the distribution of electronic books and music. (3) TRM (Tamper Resistant Mod-
ule): A factor that hinders contents protection is that the contents must be decrypted at 
a moment for use. If the decryption key or decrypted contents are exposed to users in 
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processing or using the contents, contents may leak out without breaking into the 
encryption technology. TRM is a software or hardware module like a black box that 
hides detailed operations and stops its operation if it is modified. In DRM, software 
reengineering using a debugging tool is prevented by applying TRM technology to 
modules dealing with information on access rights, keys and decrypted contents. 
TRM is expected to be used as a key technology determining the safety of DRM sys-
tem. (4) Digital watermarking: Watermarking technology, which has been spotlighted 
as one of copyright protection technologies in the last three years, inserts an invisible 
mark into digital contents as an evidence of ownership. Watermarking has difficulties 
in finding a profit model because it is applicable only after illegal reproduction has 
been made and the safety of its algorithm has not been proved. Recently a new soft 
watermarking technology was commercialized that is used to prevent the fabrication 
of certificates. Because detection is possible only after an incident has happened, 
however, the technology is not used widely. Currently watermarks are commonly 
used in printed documents.(5) Hooking: When an application (e.g. PowerPoint) is 
executed, it occupies a memory space, uploads necessary functions and controls ac-
tions made by the user. If the user makes a specific action (copy & paste, print, save, 
capture, etc.) the application replaces the address of DLL uploaded to the memory 
with that provided by DRM solution and controls the functions of the application and, 
by doing so, controls the use of documents according to the user’s access right. This is 
memory hooking widely used in DRM solutions [1,5,6,7]. 

4   M-Learning Design Using DRM 

MDRM-learning is a system designed to protect contents using DRM technology based 
on e-learning and M-learning. The structure of MDRM-learning is as in Figure 2. 

 

Fig. 2. Structure of MDRM-learning system 



 Study on Contents Protection in M-Learning Environment 579 

 

Based on the structure above, we designed 12 components and their functions are 
as in Table 1 and 2. 

Table 1. Component function 1 

Component Function 

Account Manager 
Register a user or a group of users and 
change information on registered users

Notice Manager 

Have multiple bulletin boards and 
manage notices, lectures, questions and 
other tasks related to bulletin board 
management 

Report_up 
Upload reports, distinguishing manag-
ers and learners 

Table 2. Component function 2 

Study Evaluation 
Perform course application, report 
evaluation, online assessment, ques-
tionnaire survey, etc. 

Course Manager 
Register courses through self-paced
method, instructor-led method, etc. 

Student Info 
Provide students with services such 
aspersonal information and mail 

Student Study 
Show timetables and progress of learn-
ing for students’ learning management 

Student Util 
Form study groups and connect to 
theeducation broadcasting station 

Curriculum Manager Set curriculums 

Course 
Register and change students and 
course managers for each course 

Contents Provide 
Contents service component based on 
DRM 

Course Access 
Register students, lecturers and course 
managers 

4.1   User Registration 

MDRM-learning includes additional items to user information so that it can be used 
by all institutions (companies, schools, etc.) that may execute education. The user 
data is again divided into data of students, course managers and lecturers and, for the 
division, we also need information on courses. Course Manager Component transfers 
Course info to Account Manager Component. Based on the information, the User 
Connect module connects courses to users. This procedure can be diagramed as in 
Figure 3. 
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Fig. 3. User registration procedure 

4.2   Course Registration 

In MDRM-learning, a course can be executed in the self-paced method or in the in-
structor-led method. In the self-paced method, the learner checks his/her progress and 
completes learning by having a test for each learning material. In the instructor-led 
method, learning is made together with the lecturer and activities such as reports and 
online assessment occur in virtual classroom environment. In addition, teaching plans 
can be announced by open flow or step by step. Open flow is a tree structure, showing 
the entire course at once, and the step-by-step method announces teaching plans one 
by one over a period of time. In order to set lectures, curriculums are defined first and 
different types of learning are executed. This procedure is as in Figure 4. 

 

Fig. 4. Course registration procedure 
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4.3   Report Evaluation 

Report_up uses bulletin boards and distinguishes between managers and learners. 
Learners can upload but can read, modify and delete only what they have uploaded. 
Managers can access all posted in the bulletin boards. This can be represented as in 
Figure 5. 

 

Fig. 5. Report evaluation 

4.4   Personal Learning Schedule 

This component shows information on currently attending courses and allows learners 
to make monthly and weekly plans to manage their personal schedule. In addition, 
this component shows the progress of each course. These functions are represented in 
Fig. 6. 

 

Fig. 6. Personal learning schedule 
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4.5   Classroom Platform 

MDRM-learning was designed to use various bulletin boards and archives for notices 
related to courses, students’ communities and additional learning. These bulletin 
boards and archives were designed to be created according to the platform set for each 
course. The basic platform is as in Table 3.  

Table 3. Basic course platform 

Item Contents 

Home 

Contain basic contents of the course and 
summarize units in tree structure. Learners 
can choose to attend lectures randomly as they 
want or in order. 

Notice Show notices related to the course 
Report Submit reports in the course 

Discussion room 
Students discuss with one another in the 
course 

Archives 
Share materials related to the course or neces-
sary in class 

Chatting 
Students in class can have real-time chatting 
with one another 

Live classroom Give a real-time video lecture 
List Show the list of students attending the class 
Recommended 
sites 

Link sites related to the course 

4.6   Course Contents Service Using DRM 

This shows the inner structure of DRM contents distribution component. DRM server 
is largely composed of encryption module, license management module, key man-
agement module (SSL module), transaction data management module, etc. and DRM 
client is composed of license key management module, decryption module, trace 
response protocol, etc. DRM server includes SSL server, encrypts files from the soft-
ware encryption code developer, makes license keys and distribute them online. By 
the request of contents from a client, the server checks if payment has been made, has 
the encryption module on the Web encrypt the contents, allows download and records 
the information into the database. Using the information, DRM client manages user 
license, communicates with SSL client and checks the license. DRM client contains 
SSL client, which decrypts the encrypted file downloaded from DRM server and 
certified by the license and sends information on the user’s mobile device to the 
server. Using the mobile device information, the server manages the user. Using the 
components and their functions listed in Table 1 and 2, we designed MDRM-learning 
for mobile environment. 



 Study on Contents Protection in M-Learning Environment 583 

 

5   Conclusions 

The development of the wireless Internet and digital contents is activating Internet 
business and, in this situation, most online contents providers are supplying diverse 
contents attracting users’ attention. These contents include not only texts but also 
multimedia such as music, images and videos. Various multimedia data are being 
applied to numerous areas like Internet broadcasting, education, news, sports, tourist 
information and experts’ consulting and creating new services in the virtual space. 
The present study examined M-learning, which is e-learning system in wireless Inter-
net environment, and analyzed DRM technology for contents protection in M-
learning. We planned a MDRM-learning system focused on contents protection, 
which has been insufficient until now, by designing basic components of e-learning - 
user registration, course registration, report evaluation, personal learning schedule and 
classroom platform - as well as course contents service using DRM to support mobile 
systems in wireless environment. Further research is necessary on DRM and relevant 
technologies focused on contents security in education and wireless Internet environ-
ment as well as on education systems using these technologies. 
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Abstract. The present study evaluated the performance of security session 
reuse in a content-based load distribution server. Cluster Web servers, which 
have a highly expendable structure in response to gradually increasing Web 
server traffic, have been studied, focused on their scalability, client transpar-
ency and high availability. For the latest researches, techniques using an advan-
tage of content - aware request distribution are proposed. And network security 
is very important. Many information exist which demand information security 
because development electronic commerce.  

1   Introduction 

Clustering technology makes a number of servers to process high-capacity services 
together. A cluster is composed of nodes and a manager. A cluster node processes 
actual tasks assigned to the cluster. In general, cluster nodes are set up to belong to a 
cluster. Depending on the role and job of a cluster, software can be specific or gen-
eral. An example of software performing a specific role is an engineering calculation 
program mapped to a node, and programs for load balancing like Apache for belong 
to general software. Like Linux kernel manages the schedule and resources of all 
processors, the cluster manager manages resources and allocate them to each node. 
Basically one manager is necessary but sometimes cluster nodes can play the role of 
cluster manager and, in a large-scale cluster, there can be multiple cluster managers. 
There are clustering techniques such as HPC, fail-over and load balancing. First, HPC 
is generally called Linux clustering or Beowulf project.  

Beowulf provides a system of high processing capacity by combining the process-
ing capacities of several sub-systems. In the system, which was designed for scientific 
uses or CPU jobs, only programs made according to API can allocate their jobs to 
multiple systems [1],[2]. Fail-over is similar to load balancing but there is a slight 
difference. While all nodes work together in load balancing, backup servers work 
only when the primary server fails in fail-over.  

Modifying load balancing we can implement load balancing and fail-over functions 
at the same time. Lastly, load balancing is an essential technology for building 
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large-scale websites. This technology puts multiple Web server nodes around and 
distributes load using the management tool at the center. A characteristic of this tech-
nology is that the nodes do not have to communicate with one another. Using load 
balancing, each node can process requests fittingly to its capacity or load. Or it can 
process tasks assigned by the cluster manager and this is the content-based load dis-
tribution server system proposed in this research [3],[4]. 

2   Operating Methods of Web Cluster System 

Load distribution clustering may operate in one of three ways - direct forwarding, IP 
tunneling and NAT.  

2.1   Direct Routing 

When a user accesses a service provided by the server cluster, a request packet for-
warded to the virtual IP address (the IP address of the virtual server) is sent to the load 
distribution server. The load distribution server (LinuxDirector) checks the destina-
tion address of the packet and the port number. If the content is coincident with the 
service of the virtual server, the cluster selects a real server according to the schedul-
ing algorithm and adds a new connection to the hash table recording connections. The 
load distribution server forwards the packet directly to the selected server. If the  
incoming packet is corresponding to the connection and the selected server can be 
identified in the hash table, it is again forwarded directly to the packet. If the server 
receives the forwarded packet, it finds the address of alias interface or local socket in 
the packet, processes the request, and returns the result directly to the user. If the 
connection is released or time is over, the connection is removed from the hash table. 
The load distribution server simply changes the MAC address of data frame to the 
selected server and resends it to the LAN. For this reason, the load distribution server 
and each server should be linked to each other within the same physical segment. 
Because transmission does not have to be via the load distribution server, it is fast 
with less overhead. 

2.2   IP Tunneling 

IP tunneling is also called IP encapsulation, a technology putting an IP datagram into 
another IP datagram. Using this technology, a datagram forwarded to a certain IP 
address can be encapsulated and redirected to a different IP address. IP encapsulation 
is generally used in Extranet, mobile-IP, IP-multicast, tunneled host or network, etc. 
When a user access a service provided by a server cluster, a request packet forwarded 
to the virtual IP address (the IP address of the virtual server) is sent to the load distri-
bution server. The load distribution server checks the destination address of the packet 
and the port number. If the content is coincident with the service of the virtual server, 
the cluster selects a real server according to the scheduling algorithm and adds a new 
connection to the hash table recording connections. The load distribution server en-
capsulates the packet into an IP datagram and forwards it to the real server. If the 
incoming packet is corresponding to the connection and the selected server can be 
identified in the hash table, the packet is encapsulated and sent to the selected server. 
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On receiving the encapsulated packet, the server decapsulates it, processes the re-
quest, and return the result to the user according to the routing table of the server. If 
the connection is released or time is over, the connection is removed from the hash 
table. In IP tunneling, the load distribution server assigns incoming requests to real 
servers and replies are sent directly from the servers to the users. As a result, the load 
distribution server can process more requests and manage over 100 real servers. In 
addition, the load distribution server can prevent bottleneck in the system. Using IP 
tunneling, the number of server nodes can be increased significantly. Even if the load 
distribution server has a 100 Mbps full-duplex network adapter, the maximum 
throughput of the virtual server can reach 1Gbps. Using the characteristic of IP tun-
neling, we can build a virtual server of extremely high performance and the technol-
ogy is particularly suitable for virtual proxy servers. When a proxy server receives a 
request, it can connect to the Internet, get an object and send it directly to the user. 
However, IP tunneling must be supported by all the servers. 

2.3   NAT(Network Address Translation) 

As IPv4 lacks IP addresses and has several problems in security, an increasing num-
ber of networks are using private IP (10.0.0.0/255.0.0.0, 172.16.0.0/255.240.0.0, 
192.168.0.0/255.255.0.0) that cannot be accessed from the Internet. In order for a host 
on a private network to connect to the Internet or for the Internet to connect to a host 
on a private network, it needs NAT (network address translation) function. NAT maps 
a group of IP addresses to another group. N-to-N mapping is called static NAT and 
M-to-N (M>N) mapping is called dynamic NAT. Network address port conversion is 
an extended function to basic NAT, converting multiple network addresses and 
TCP/UDP ports to a single network address and TCP/UDP port. It is called N-to-1 
mapping and used in IP masquerading on Linux. In Linux, a virtual server performs 
network address port conversion through NAT. Linux IP masquerading code is used 
and Steven Clarke’s port forwarding code is reused. When a user accesses a service 
provided by the server cluster, a request packet forwarded to the virtual IP address 
(the external IP address of the load distribution server) is sent to the load distribution 
server. The load distribution server checks the destination address of the packet and 
the port number. If the content is coincident with the service of the virtual server 
according to the rule table of the virtual server, the cluster selects a real server accord-
ing to the scheduling algorithm and adds a new connection to the hash table recording 
connections. The destination address and the port of the packet are changed fittingly 
to the selected server, and the packet is forwarded to the server. If the incoming 
packet is corresponding to the connection and the selected server can be identified in 
the hash table, the packet is reformed and forwarded to the selected server. If a re-
sponse packet comes back, the load distribution server changes the source address and 
the port fittingly to virtual service. If the connection is released or time is over, the 
connection is removed from the hash table. If NAT is used and the real server sup-
ports TCP/IP, the real server can be concealed completely for higher security but this 
system has a limitation in scalability. Based on ordinary PC servers, if the number of 
server nodes is over 20, the load distribution server may have bottleneck. It is because 
the load distribution server has to change packets whenever they come in and go out. 
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Let us assume as follows. The average length of a TCP packet is 536 bytes. The delay 
caused by packet change is 60us (for a Pentium processor, may be shorter with a 
processor of higher performance), and the maximum throughput of the load distribu-
tion server is 8.93Mbytes/s. If the average throughput of a real server is 400Kbytes/s, 
the load distribution server can schedule 22 real servers [1],[2],[3],[4]. 

3   Web Cluster System Scheduling Algorithm 

Such a load distribution clustering system uses a scheduling algorithm for load distri-
bution. There are several scheduling algorithms as follows. 

3.1   Round-Robin Scheduling(RR) 

This algorithm simply delivers requests, ignoring all situations including the server 
and network conditions. This is the simplest and can be efficient if all servers and 
networks are of the same specification. 

3.2   Weighted Round-Robin Scheduling(WRR) 

Here, a weight means giving a weight to a specific thing. A weight is given to a spe-
cific server so that it processes more requests if the server is be superior to others in 
capacity or can process more requests because of its environment, processing speed 
for a given type of requests, etc. Using weighted round-robin scheduling, the server 
does not need to count the number of network connections and can manage a larger 
number of servers because scheduling overload is less than that in dynamic schedul-
ing algorithm. If the number of requests is large, however, there can be dynamic load 
imbalance among real servers. 

3.3   Least Connection Scheduling(LC) 

In least connection scheduling, a new request is directly connected to the server with 
the least connections. Because this algorithm has to count dynamically the number of 
actual connections to each server, it is one of dynamic scheduling algorithms. In a 
virtual server composed of servers with similar performance, big requests do not con-
centrated on a specific server and, as a result, even a high connection load is distributed 
very effectively. The fastest server can process more network connections. Therefore, 
even if the servers in a virtual server vary in processing capacity, they may work very 
efficiently. In fact, however, the algorithm cannot produce very satisfactory perform-
ance because of the TIME_WAIT of TCP. TCP TIME_WAIT is usually two minutes 
but a website with a large number of connectors may have to process thousands of 
connections within the two minutes. If Server A has a twice higher processing capacity 
than Server B, it will face TCP TIME_WAIT after processing thousands of requests. 
However, Server B just waits until thousands of requests are all processed. For this 
reason, least connection scheduling can be inefficient in load distribution if the virtual 
server is composed of servers with different processing capacities.  
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3.4   Weighted Least Connection Scheduling(WLC) 

Weighted least connection scheduling, which is a part of least connection scheduling, 
can give a performance weight to each real server. A server with a high weight can 
receive more requests. The virtual server manager can give a weight to each real 
server. Network connects are allotted based on the number of actual connectors, 
which is the weight ratio. The base weight is 1. The performance of a cluster system 
is determined by the scheduling algorithm. Thus, a suitable algorithm should be se-
lected for a system to be built [4],[5],[6],[7]. 

4   Implementation of Security Session Reuse 

This algorithm generates a character string, encrypts it using an algorithm above and 
transmits it to VS. The encrypted data sent to VS is transmitted to each DPS by the 
temporary handshake algorithm. The implemented algorithm is as follows.  

for(i = 0; i < num_chat; i++)   
{if(FD_ISSET(client_s[i], &read_fds)){ 
if((n = recv(client_s[i], rline, MAXLINE, 0))  <= 0)   
{removeClient(i);  
continue;}  
if(strstr(rline, escapechar) != NULL)  
{removeClient(i);  
continue; } 
rline[n] = '\0'; 
for(p=0;p<1;p++) 
{client_s[j]=DES_Decryption(client_d[q]); 
for(usenum=0; usenum<reuse; usenum){               
for (k=0; k < client1_weighted_num ; k++ )   
{send(client_e[q], rline, n, 0);  
printf("%s\n", rline); 
printf("q = %d\n",j); 
} j++; 
q++;   
for (k=0; k < client2_weighted_num ; k++ )  
{    send(client_e[q], rline, n, 0);  
printf("%s\n", rline); 
printf("q = %d\n",j); 
} j++; 
q++; 
for (k=0; k < client3_weighted_num ; k++ ) 
{ send(client_e[q], rline, n, 0); 
printf("%s\n", rline); 
printf("q = %d\n",j); 
} j++; 
q++; 
if (j>4) 
{j=1; 

q=1;}}} 
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5   Performance Evaluation 

In Figure 1, the clients were given weights 15, 18 and 7 respectively and tested 6 times 
for a specific length of time, and Figure 2 is the result of applying security session 
reuse ratios of 0, 10, 20 and 30. In the graphs above, security session reuse ratio was 
obtained by quantifying the volume of data, to which security sessions were applied. 
Every time, encrypted data was decrypted in VS, DPS is confirmed, and the data is 
sent to the DPS. The process is repeated but, with the introduction of reusability, data 
is decrypted at regular intervals of time or number and transmitted to the corresponding 
DPS. According to the result of the performance evaluation, the performance of secu-
rity session reuse went down when weights were small, and it went up when weights 
were large. Based on the results, security session reuse in an actual content-based load 
distribution server must reuse sessions in consideration of the service, to which the 
reuse is applied and appropriate distribution. If traffics allocated to servers are different 
according to content a low reuse ratio will be desirable, and if they are similar a high 
reuse ratio will be desirable. However, this result came from data in an artificially 
crated setting and it may be somewhat different in real environment. 

  

Fig. 1. Performance evaluation 1 Fig. 2. Performance evaluation 2 

6   Conclusion 

Cluster Web servers, which have a highly expendable structure in response to gradu-
ally increasing Web server traffic, have been studied, focused on their scalability, 
client transparency and high availability. Recently, researchers on cluster Web servers 
are paying attention to content-based load distribution that distributes clients’ requests 
among the cluster server nodes according to the type of content or service requested. 
Due to the characteristic of Web workload, accesses are frequently concentrated on a 
specific file not the whole files in the site. Using the characteristic, researches on 
content-based load distribution seek to improve the overall performance of a cluster 
system through the efficient use of the memory in cluster server nodes. Based on the 
results, security session reuse in an actual content-based load distribution server must 
reuse sessions in consideration of the service, to which the reuse is applied and 
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appropriate distribution. If traffics allocated to servers are different according to con-
tent a low reuse ratio will be desirable, and if they are similar a high reuse ratio will 
be desirable. However, this result came from data in an artificially crated setting and 
it may be somewhat different in real environment. 
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Abstract. Point of Care system is a medical service system based on wireless 
communication that creates real-time medical service environment using mobile 
devices, provides prompt and accurate patient-oriented information service,  
and improves the efficiency of medical and administrative works in hospital. 
This paper designs POC system for personal information protection which  
is available in Ubiquitous Computing environment. POC system design is  
focused on the scheme for protecting personal information through analyzing 
the information hazards in Ubiquitous environment. This makes a significant 
contribution to the medical information service providing people with easy to 
access services. 

1   Introduction 

POC system is a medical service system based on wireless communication that cre-
ates real-time medical service environment using mobile devices, provides prompt 
and accurate patient-oriented information service, and improves the efficiency of 
medical and administrative works in hospital. Combined with the recent development 
of mobile technology and home networking technology, this system have functions  
of controlling and monitoring home appliances as well as transmitting video sources 
to mobile users through multimedia stream server. In this way, the use of mobile 
technology is expanding its areas [1] particularly in the area of medical service.  

The present study was focused on users with mobile terminals on wireless infra-
structure in systems providing medical information service as well as on services for 
protecting medical information provided to the users. Users who receive medical 
information through their mobile terminals are simply called mobile users.  

The development of information communication technology is demanding  
advanced forms of medical information services in ubiquitous environment and, as a 
result, medical information services are not limited to medical service providers but 
are provided directly to patients.  

Such a development is mainly thanks to the advancement of wireless networks and 
terminals, through which mobile users can access the services. For secure service of 
medical information between mobile users and service providers, the following tech-
nologies must be supported. 
                                                           
*  Corresponding author. “This work was supported by a grant No. (R12-2003-004-03003-0)  

from Ministry of Commerce, Industry and Energy”. 
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First, reliable authentication is required between mobile users and the medical in-
formation service system. If participants are not identified through authentication 
between mobile users and the institution providing information service, the service 
can be modified and is not reliable any more. The present study used two-factor au-
thentication as a safe method of verification between mobile users and a medical 
information service provider. 

Second, medical information needs to be classified according to the type of author-
ized users. When medical information is sent to a mobile user, the extent of disclosure 
of the information should be different according to the user’s status. This is because 
the same type of medical information is demanded from various areas and, as a result, 
the information is exposed to a high risk of disclosure. In this study, we proposed 
grading mobile users, designed a system that processes information according to user 
level, and defined XML-based data provided to classified users.  

Third, in order to provide medical information to mobile users, we need to design 
the hospital system that provides the medical information. This study designed a sys-
tem in connection to EMR (Electronic Medical Record), which is most commonly 
adopted by hospitals. In addition, we designed according to the recommendation of 
HL7 (Health Level 7) [2]. In the present dissertation, Chapter 2 analyzed base tech-
nologies related to medical information, and Chapter 3 designed POC system for 
protecting personal information. Chapter 4 drew conclusions and mentioned future 
research plans. 

2   Relevant Researches 

2.1   Mobile Service 

Mobile service is commonly used in stock exchange, bank service, games, etc. 
through accessing wireless Internet sites using a mobile terminal. Mobile service is an 
area of wireless Internet application and is divided into four categories as follows: 
first, communication services through the exchange of data other than voice call such 
as electronic mail, SMS (Short Message Service), fax and UMS (Unified Messaging 
System); second, value-added service of useful information or direct access to useful 
information such as information search, weather, travel, job offer/job hunting, news, 
personal information management, game, club and prize competition; third, e-
commerce involving the commercial transaction of goods and services such as bank-
ing, financing, stock exchange, shopping, ticketing, lotto, auction, joint purchase and 
image service; and fourth, location providing information like address and telephone 
number on specific places based on the location of the user’s mobile phone such as 
banks, restaurants, gas stations and medical institutions. 

Because mobile services provide various types of information in open environ-
ment, it is difficult to protect the information. Mobile policies are being developed 
with the object of providing users with value-added security service in pure mobile 
network environment or the environment of interoperation between mobile networks 
and fixed networks and, by doing so, creating new service models for network opera-
tors and safe mobile services for users. 
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As in Figure 1, a model for mobile security policies is composed of a terminal issu-
ing requests for signals, security gateway negotiating security algorithm and security 
level with the terminal, a terminal receiving signals, and the AAA (Authentication, 
Authorization, Accounting) server collecting information on charges for the use of 
security service. 

 

Fig. 1. Mobile security policy model 

2.2   Personal Information in Ubiquitous Environment 

‘Ubiquitous’ means the ability to access the network and get information at any 
time, in any place and with any device, which is pursued by all newly introduced 
services today. However, public institutions and companies have not been success-
ful in ubiquitous services. One of the reasons was the difficulty of information pro-
tection. In particular, contrary to individuals’ will, personal information, which is 
the biggest issue concerning information protection, is being copied and distributed 
via all kinds of media though the Internet, various marketing events, diverse com-
munities, and questionnaire surveys. The infringement of personal information is 
even more serious in ubiquitous environment. Accordingly, it is necessary to ana-
lyze the types of infringement of personal information in detail in order to provide 
medical information in ubiquitous environment in a more secure way. Moreover, in 
response to possible abuse of personal medical information, security is emerging as 
a national and legal issue [3]. Personal information can be infringed in various ways 
and thus it is essential to protect personal information in ubiquitous computing 
environment. In medical information service as well, information can be infringed, 
and more various threatening elements exist in wireless network environment [4]. 
Thus, in POC environment, we need to design a system to protect users’ personal 
information and medical information.  

3   POC System Design for Protecting Personal Information 

We designed a POC system for protecting personal information in consideration of 
the following points.  
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Support the active discovery and management of mobile terminal resources in 
wireless environment. 
Make a request for service and return data in a reliable and stable manner. 
Authenticate users safely considering both wired and wireless environment.  
Manage message security using encryption algorithm. 

3.1   POC System Structure for the Protection of Personal Information  

The POC system for protecting personal information is composed of mobile user 
application, hospital server system and security system between mobile users and the 
hospital server system, and its structure is as follows. 

Fig. 2. POC system design for the protection of personal information 

In Figure 2, the hospital server system performs the authentication of a mobile 
user using the patient’s information in the medical database in the server. The 
medical database has medical information related to the mobile user. The server 
system uses the authentication system that controls the procedure of authentication. 
The authentication system keeps the user’s ID and password as well as information 
to verify the user’s mobile device. In addition, the authentication system identifies 
the type of the user according to the user classification policy and provides informa-
tion on XML encryption/decryption. The XML encryption/decryption system  
encrypts information according to the level of the authenticated user and, at the 
same time, provides the mobile user with a decryption module. Lastly, the user 
application manages the connection to the hospital server facilitates information 
exchange between the server and users. The application must provide user-friendly 
interface and methods to use so that users can use medical information services 
conveniently. Besides, it provides encrypted information using SOAP (Simple  
Object Access Protocol) in order to remove the risk of information leakage when 
supplying a key for decryption to read information. 
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3.2   Gradation of Authentication Level 

For the efficient management of users, we need to grade users. Gradation is  
performed through authentication and the contents of provided medical information 
become different according to the level given to each user. Services provided accord-
ing to users’ level are as follows.  

Table 1. Service contents according to the level of mobile users 

: Basic contents   : Detailed contents 

In Table 1, users were classified into five levels - general clients, patients, doctors, 
assistant staffs, and hospital administrators. A general client is first provided with 
basic hospital information by the POC system and request medical services through 
the system. After the first medical service, the client is moved to the level of patient, 
updating personal information necessary for treatment and provided with detailed 
information such as required treatments and the name of disease, information such as 
payment, basic treatment process, incidental procedures such as CT and MRI, and 
reservation service. A doctor can use all detailed information and medical services 
related to patients, and is provided with relevant materials useful in treating the pa-
tients. An assistant staff can view basic patient information and update and view 
detailed information generated from his/her work process. Lastly, a hospital adminis-
trator is provided with basic patient information as well as information on their pay-
ments and reservations. In this classification of services according to mobile user, 
doctors need to access detailed and various patient information including name, age, 
the history of family diseases, hospital records, etc. in order to provide accurate 
medical service. On the other hand, hospital administrators need to access only basic 
personal information as well as details on payments. By processing and providing 
information according to information users’ level, we can reduce unnecessary disclo-
sure of information. In addition, encryption of necessary information only improves 
the efficiency of information processing.  
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3.3   User Authentication Process 

The designed POC system uses two-factor authentication to verify users. Two-
factor authentication first verifies the user using his/her ID and password and then 
takes another step of authentication verifying information on the physical device 
that the user uses to get the information. This method identifies users in a more 
reliable way. In case of ordinary PDAs or smart phones, the secondary authentica-
tion is made without the user’s knowledge using the MAC address of the LAN card 
supporting the wireless Internet. For cellular phones, the user’s telephone number 
registered at the telecommunication company is sent as the authentication number, 
which is used in the secondary authentication. The former is convenient for users 
but it may require the additional installment of hardware, and the latter can be  
implemented easily in the current system but users may feel irritated as they are 
requested authentication twice. 

 

Fig. 3. User authentication process in two-factor authentication system 

The proposed POC system takes a process as in Figure 3 for two-factor authenti-
cation. The order of authentication is:  the user requests authentication with ID 
and password;  the server verifies the user using the ID and password and re-
quests MAC address of the user’s machine or sends the authentication number using 
the number of a specific telecommunication company;  the user resend the MAC 
address or the provided authentication number to the server;  the server compares 
the MAC address sent by the user with the ID and password verified in the first 
authentication or confirms the provided authentication number and, based on the 
result, gives the user the right to access the service. The authentication process is 
applied to all types of users. Through authentication, each user’s level is confirmed 
and medical information in the medical database is retrieved, updated or changed. 
Doctors and assistant staffs who lead medical services and hospital administrators 



 Design of POC System in Ubiquitous Environment 597 

 

who carry out administrative jobs can use the service conveniently through only the 
first authentication using fixed terminals provided by the hospital for the internal 
use of the POC system.  

3.4   XML Authentication and Transmission for Information Protection  

After authentication, the user is provided with service according to his/her level and 
the level can change while the user is accessing the service. For general clients, 
authentication is made by their first use of basic hospital information and the first use 
of the reservation service. After receiving the first medical service, however, their 
level is moved up to that of patients and the system must be able to deal with the 
change of users’ level immediately. Thus, after the first medical service, the proposed 
system provides medical information XML-based and encrypted. That is, the 
document contains medical information but, for unauthenticated users, it is provided 
as an encrypted XML-based document. Here, XML encryption methods used by the 
system are XML Digital Signature [5],[6] and XML Encryption [7]. 

XML Digital Signature is an XML signature technology recommended as a  
standard by W3C, expressing existing electronic signatures in XML. Like existing 
electronic signatures, the technology can put a signature to the whole document. In 
addition, a signature can be put only to a part of a document using XML transform 
technology, which enhances reusability. The method of encrypting and authenticating 
XML itself reduces the load upon the server in the system, and the stability of infor-
mation can be enhanced by providing documents in the form of contents. 

Figure 4 shows the structure expressed in signature elements in an XML electronic 
document [8]. The structure is as follows. 
 
-Signature. Parent element in the document with XML electronic signature  
-SignatureValue. Actual value of electronic signature generated using the algorithm 
defined in SignatureMod  
-SignedInfo.  Cononicalization algorithm containing signature algorithm or reference 
-CanonicalizationMethod. Specify algorithm necessary for standardizing XML 
documents 
-SignatureMethod. Specify algorithm used to generate an actual signature value 
-Reference. Can be included in the signature document or referred to at a different 
place using ID  
-Transforms. Specify how the signer obtains message digest objects  
-DigestMethod. Specify digest algorithm for generating a digest value 
-DigestValue. Include the digest value generated through DigestMethod  
-KeyInfo. Include information on the key generated by key generator 

In order to send verified XML documents, SOAP is used. For the transmission, we 
need to understand SOAP standards related to security such as message format, en-
coding, RPC convention, transmission and the properties of message with attached 
files [9],[10]. SOAP is largely divided into SOAP Envelope containing information 
on contents inside the message and one who is related to the message, SOAP Encod-
ing Rules that are serialization mechanisms used in exchanging information on data 
types defined in application programs, and SOAP RPC that is conventions used to 
express RPC calls and responses to the calls. 
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Fig. 4. Structure of XML signature 

3.5   Provision of Information with the Change of Users’ Level 

The level of mobile users changes frequently during the process of medical service. 
At first a user gets hospital information as a general client and uses the reservation 
system to get medical service. After getting the first medical service, the user’s level 
is moved up to that of patient and this change must be reflected immediately in the 
system. Thus, the method of information provision with the change of users’ level 
was designed as follows. 

Figure 5 shows how to provide information when a user’s level has been changed. 

 

Fig. 5. Provision of information with the change of users’ level 

When a general client has received a medical service, the XML-based document 
provided to the client contain the details of the medical service but encrypted. Be-
cause the user has not been authenticated, he/she cannot read information on required 
medical treatments and the name of the disease. To read the encrypted information, 
the user requests the hospital server to upgrade his/her authentication level. By the 
request, the server checks the user’s information and changes the level. In addition, 
the server provides an authentication key to the mobile user. The process of changing 
authentication level between the server and a mobile user must be executable imme-
diately when the user receives and read encrypted information. 
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4   Conclusions and Future Research Plans 

POC system can provide wireless communication technology and medical informa-
tion effectively at any time and in any place. The usability and the necessity of POC 
system are getting higher thanks to the rapid spread of mobile terminals and the im-
provement of terminal performance. The present study designed POC system for the 
effective provision of medical information service directly to users using wireless 
terminals in wireless network environment. In addition, we designed a method of 
personal information authentication and a medical information protection system in 
the POC system in order to protect information from threatening elements in wireless 
network environment. In the future, we plan to study systems exchanging medical 
information through wireless networks. Another research topic is a system that col-
lects information actively in response to the change of situation and manages medical 
information systematically. 
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Abstract. We have evaluated the performance of an OFDM/HL-16QAM sys-
tem for achieving high quality image transmission. OFDM/HL-16QAM system 
has the capability of reliable high speed data service and simultaneous transmis-
sion of differentiated two quality of data streams in severe multipath fading 
channel. For application of image transmission, we have proposed the 
OFDM/HL-16QAM system adopting fixed length DCT based coding to achieve 
reasonable image compression rate and obtained the optimal hierarchical modu-
lation parameter maximizing PSNR(Peak Signal to Noise power Ratio) of re-
ceived still image. Then, it has been shown that the received image quality of 
the proposed system with optimized hierarchical modulation parameter is better 
than that of conventional OFDM/16QAM system. From the result, it is found 
that the proposed system is more effective for mobile multimedia services. 

1   Introduction 

Recently, there has been an increasing demand for multimedia transmission, such as 
the transmission of text data, voice and images, in mobile communication systems[1], 
[2]. In order to provide such multimedia services with high speed transmission 
and higher bandwidth efficiency, OFDM is expected to be the most appropriate 
scheme. 

In OFDM, transmission is carried out in parallel on the different frequencies 
[3]-[4]. That is, the entire channel is divided into many narrow band subchannels, 
which are transmitted in parallel, thereby, increasing the symbol duration and reduc-
ing ISI. The carrier spacing is selected such that modulated carriers are orthogonal 
over a symbol interval. In addition, a guard interval is inserted to combat the  
frequency selectivity of the channel. Therefore, OFDM is an effective technique  
for combating against multipath fading and for higher rate transmission over mobile 
environment [5], [6]. 
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In paper [1], hierarchical transmission system was proposed to transmit still image 
in mobile communication. The system composed of hierarchical source coder and 
corresponding channel coder, divides the information into several layers according to 
their significance, and transmits each layer with different reliability according to their 
layers.  In paper [7], the performance of an image transmission system employing 
DCT based fixed length coding scheme for achieving reasonable compression rate 
was evaluated.  

In this paper, we propose the OFDM/HL-16QAM system adopting DCT based 
fixed length coding scheme and show that the system is effective for image transmis-
sion by comparing received image quality of OFDM/HL-16QAM system with that of 
OFDM/16QAM system. Also, the optimum hierarchical parameter maximizing the 
received image PSNR(Peak Signal to Noise power Ratio) is suggested and the upper 
bound and lower bound of PSNR achieved by the proposed system are obtained.  

This paper is organized as follows. In section 2. the principle of hierarchical 
16QAM adopting DCT based fixed length coding is described. Section 3 shows the 
system model of proposed OFDM/HL-16QAM and the signal representation of the 
system. In section 4, simulation results are shown and the paper is concluded in 
section 5.  

2   Hierarchical 16QAM with DCT Based Fixed Length Coding 

The block diagram of hierarchical 16QAM system is shown in figure 1. After an im-
age source data is divided into subblocks, they are converted to frequency domain by 
2 dimensional DCT. 

 

Fig. 1. Block diagram of hierarchical 16QAM system with DCT based fixed length coding 

Then, DCT coefficients are quantized, and DCT based fixed length coding is ap-
plied for image compression as shown in figure 2 (“lenna” : 256 level monochrome 
image) .  By using the bits allocation map in figure 2, where the number in each square 
shows the number of bits allocated for each DCT quantized coefficient, one subblock 
image (8×8 pixels, 8 bits per pixel) is compressed (compression rate : 22.27%), and 
the compressed image results in 30.7[dB] of PSNR. In this paper, these DCT based 
fixed length coded data are divided again to lower frequency components (base layer) 
and higher frequency components (refinement layer), then final hierarchical 16QAM 
mapped output signals which consists of 4 bits are generated. 
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Fig. 2. Bit allocation map and the test image “lenna” (256 level monochrome) with no trans-
mission error 

 

Fig. 3. Constellation diagram of the hierarchical 16QAM 

The constellation diagram of hierarchical 16QAM modulation is shown in figure 3. 
In this figure, 

1D and 
2D are the minimum distance between clusters and the mini-

mum distance within the cluster, respectively. The first two bits determine the one of 
the four subplanes and the next two bits determine one of the four constellation points 
within the cluster. In this system, by controlling hierarchical modulation parameter 
(

12 / DD=λ ), the performance of each two layered bits can be adjusted. In AWGN 

channel, the BER(
1eP ) of base layer and the BER ( 2eP ) of refinement layer are ap-

proximately given by [8], 
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Where γ is the CNR at the receiver front end and erfc( ) is complementary error 

function defined by, dttxerfc
x

∞
−= )exp(

2
)( 2

π
Since the hierarchical 16QAM mapping has input bits which is coded by DCT 

based fixed length coding, it is expected that the reasonable compression rate can be 
obtained and there may be the optimum hierarchical modulation parameter maximiz-
ing the PSNR of reconstructed image at the receiver in fading environments. The 
PSNR of 256 level monochrome image is defined as [6], 
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Where 2
qσ is the mean square of the difference between the original and the com-

pressed image. 

3   System Model of OFDM System Employing Hierarchical 
16QAM 

The block diagram of OFDM transmitter employing hierarchical 16QAM is repre-
sented in figure 4, where, for simplicity, we have ignored the filters inherent in all communi-
cation systems. The N serial hierarchical 16QAM data symbols, spaced by 

sft /1=Δ  

where  
sf  is the symbol rate and tΔ  is symbol duration of serial data, are first con-

verted to parallel form by serial-to-parallel (S/P) converter and then modulate N 
subcarriers. 

 

Fig. 4. The structure of OFDM transmitter 

They are all added, multiplied by the carrier, and then transmitted to the channel. 
The subcarrier frequencies are separated by multiples of 1/T so that, if signal is not 
distorted in transmission, the coherent detection of a signal element in any one sub-
channel of the parallel system gives no output for the received element in any other 

subchannel. )(' ts  is modulated signal by product operation of )(ts  and tfj ce π2 . 
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The generated equivalent complex baseband OFDM signal is written as 
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where A is a constant related to the signal power, sT is the symbol duration, ina , is the 

hierarchical 16QAM symbol transmitted to the i-th subchannel in the n-th OFDM 

symbol  interval [ ss TnnT )1(, + ] and if is the frequency of the i-th subcarrier. 

)(tp is a pulse shaping function expressed as  
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where 
gT is a guard interval of OFDM signal. The time difference between the symbol 

period sT and the guard interval gT is the effective symbol interval. For orthogonality 

condition, )/(/ TNiTifi Δ== .�

The transmitted OFDM signal represented in equation (4) passes through multipath 
fading channel modeled by two ray model[9]. The simplified impulse response of the 
fading channel considered in this paper is expressed as [10] 

θτδδ jetbtth )()()( −+=  . (6) 

where the parameters b, τ , and θ are respectively the amplitude, time of arrival, and 
random phase of delayed multipath components. We assumed that b and τ are con-
stant value but θ is random variable uniformly distributed in [ π2,0 ).  

Figure 5 shows the structure of the general OFDM system receiver. At first, the re-
ceived signal is multiplied by the carrier frequencies, and then passes through a bank 
of correlators. Finally, the coherently detected symbols are converted to the serial 
stream by the parallel-to-serial (P/S) converter.  

 

Fig. 5. The structure of OFDM receiver 



 The Performance Evaluation of OFDM/HL-16QAM System 605 

The received signal after passing through multipath channel is represented as  

),()()()()(*)()( '''' tnetbststnthtstr j +−+=+= θτ  (7) 

where “*” represents a convolution operation and n(t) is the additive white Gaussian 
noise with the double sided power spectral density of 2/0N . In the first part of the 

OFDM/HL-16QAM receiver, the signal is down converted to the baseband. The down 
converted signal is given as  

,)()()()( 22' tfjtfj cc etntyetrtr ππ −− +==  (8) 

where 
cf is the carrier frequency and )(ty is the signal component of )(tr  as to 

be [11] 
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4   Simulation Results 

Figure 6 shows the simulation block diagram of OFDM/HL-16QAM system in two 
ray multipath fading channel, where the upper path is transmitter and the lower path 
corresponds to the receiver. After the generated bit streams are first mapped to hierar-
chical 16QAM symbols and the serial symbol streams are converted to parallel form, 
zero bits are inserted to this parallel form symbols. Then IFFT block is used to modu-
late a block of input hierarchical 16QAM symbols onto a number of subcarriers. 
These modulated parallel data are converted to serial form of symbols, which become 
OFDM/HL-16QAM signal. In the receiver, signal demodulation process is performed 
in reverse order of transmitter operation. 

 

Fig. 6. The structure of OFDM receiver 

The system and channel parameter values used for simulation of OFDM/HL -
16QAM system is presented in Table 1. In this simulation, the guard time is not in-
cluded, so effective OFDM symbol interval is equal to FFT interval at the receiver. 
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Table 1. Parameters for simulation 

Parameters Values 
Modulation Type  Hierarchical 16QAM 

Normalized delay (τ/T) 0.0303 (=31/1024) 
Attenuation coefficient(b) -6dB 
Number of subcarriers 64 
Hierarchical modulation parameters ( λ ) 0.1~1.0 

4.1   Still Image Transmission 

For the simulation of image transmission, we use an image “lenna” shown in figure 2. 
The bit allocation map for image compression and simulation condition are previously 
presented in figure 2 and table 1, respectively.  

λ  

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
S

N
R

 [d
B

]

8

10

12

14

16

18

20

22

24

26

28

30

32

34

36

38

40
Eb/No = 0[dB]
Eb/No = 2[dB]
Eb/No = 4[dB]
Eb/No = 6[dB]
Eb/No = 8[dB]
Eb/No = 10[dB]
Eb/No = 12[dB]
Eb/No = 14[dB]
Eb/No = 16[dB]

 

Fig. 7. PSNR performance of the received images according to λ  
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Figure 7 shows the PSNR performance which shows instantaneous PSNR perform-
ance of the received images of the proposed OFDM/HL-16QAM.  It is shown that 
optimum  maximizing PSNR exists according to Eb/No value and the optimum  
becomes higher as Eb/No increases. Figure 8 shows the optimum  and worst  ac-
cording to Eb/No and PSNR performance corresponding to optimum and worst case. 
From the figure, we have found that the proposed system with optimum  has reason-
able gain in PSNR as compared with conventional OFDM/16QAM ( =1) system. 
Especially, the more gain is achieved by the proposed system as Eb/No becomes small.  

In figure 9, we have shown examples of simulated image. Figure 9 (a) is the origi-
nal image and figure 9 (b) is an image compressed by DCT based fixed length coding 
without transmission error. The bit allocation map is given in figure 2. Figure 9 (c) 
and (d) are received images of the OFDM/HL-16QAM with optimum  and conven-
tional OFDM/16QAM ( =1) over two ray fading channel.  

 
 

(a) original image (b) PSNR=30.71[dB] (no transmission error) 

  

(c) PSNR=26.68[dB] ( =0.8, Eb/No=10[dB]) (d) PSNR=23.37[dB] ( =1.0, Eb/No=10[dB]) 

Fig. 9. Example of reconstructed image at the receiver 

5   Conclusion 

In this paper, we have proposed an OFDM/HL-16QAM system for image transmis-
sion. And then, we have evaluated the performance of the system in AWGN and  
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multipath fading channel. For image transmission, we have proposed the OFDM/HL-
16QAM system adopting fixed length DCT based coding, and then obtained the opti-
mum hierarchical modulation parameter maximizing PSNR of received still image. It 
has been shown that the received image quality of the proposed system with opti-
mized hierarchical modulation parameter is better than that of conventional 
OFDM/16QAM system. Also, the upper bound and lower bound of PSNR achieved 
by the proposed system are presented.  

Therefore, it is concluded that the proposed OFDM/HL-16QAM system is suitable 
for mobile multimedia communication demanding multi-reliability of data and high 
quality image transmission.  
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Abstract. URL normalization is a process of transforming URL strings into 
canonical form. Through this process, duplicate URL representations for web 
pages can be reduced significantly. There are a number of normalization 
methods. In this paper, we describe four metrics for evaluating normalization 
methods. The reliability and consistency of a URL is also considered in our 
evaluation. With the metrics proposed, we evaluate seven normalization 
methods. The evaluation results on over 25 million URLs, extracted from the 
web, are reported in this paper. 

1   Introduction 

A Uniform Resource Locator (URL) is a string representing a web resource 
(hereafter, referred to as a “web page”).  With a URL, we can access a single web 
page on the World Wide Web (WWW).  A web page can have two (syntactically 
different) or more URLs with which it can be accessed. Equivalent URLs means 
those that are syntactically different but represent the same page. The inability to 
recognize equivalent URLs gives rise to a large processing overhead in web 
applications; for example, a web crawler repeatedly requesting, downloading, and 
storing the same page, hence resulting in unnecessary network bandwidth, disk I/Os, 
disk space, and so on. 

URL normalization is a processing of transforming URL strings into canonical 
form. After normalization, identically transformed URLs are regarded as equivalent 
URLs. Basically, the URL normalization determines whether two URLs are equiva-
lent prior to access to the corresponding web pages. The term “false positive” is used 
to mean that non-equivalent URLs are determined as equivalent ones, whereas “false 
negative” is used to mean that equivalent URLs are determined as non-equivalent 
ones. 

The standard body [1] defined the three types of URL normalizations, namely the 
syntax-based normalization, the scheme-based normalization, and the protocol-based 
normalization. The standard normalizations reduce false negatives while strictly 
avoiding false positives (they never transform non-equivalent URLs into a syntactically 
identical string).  Lee and Kim [6] argued the necessity of extending the standard 
                                                           
* This work was supported by Korea Research Foundation Grant (KRF-2004-005-D00172). 
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normalization methods and introduced three issues of extended normalizations.  
Discussed issues are the case sensitivity at the path component, the trailing slash symbol 
at the path component, and the designation of a default page. 

Selecting URL normalization methods to use is dependent on the web applications. 
Users should take into consideration efficiency and effectiveness of web applications. 
If effectiveness is more important factor, users have to select the normalization 
methods that do not cause false positives. On the other hand, if efficiency is more 
important, users have to select the normalization methods that can reduce the number 
of duplicate URLs as many as possible. 

The goal of this paper is to evaluate normalization methods in a reliable way. We 
describe four evaluation metrics. First, the URL consistency measures how 
consistently a URL is used to retrieve the same page during a given time unit. Second, 
the URL applying rate represents how many URLs are transformed by a URL 
normalization method.  Third, the URL reduction rate represents how many URLs are 
reduced (how many URLs become same) after a URL normalization method is 
applied to a set of URLs. Fourth, the true positive rate represents how many URLs are 
transformed correctly. Finally, with the metrics we propose, we evaluate the standard 
URL normalization methods. The evaluation was performed on over 25 million 
URLs, which were extracted from the 20,000 Korean web sites in July 2005. 

Our paper is organized as follows.  In section 2, URL normalization is discussed.  
In section 3, we describe the evaluation metrics.  Section 4 presents the experimental 
results, and lastly, section 5 contains the closing remarks. 

2   Preliminary Study  

2.1   Standard URL Normalizations 

A URL is composed of five components: the scheme, authority, path, query, and 
fragment components. Fig. 1 shows all the components of a URL. 

 

Fig. 1. An example of a URL 

The scheme component contains a protocol (here, Hypertext Transfer Protocol) 
that is used for communicating between a web server and a client.  The authority 
component has three subcomponents: user information, host, and port. The user 
information may consist of a user name and, optionally, scheme-specific information 
about how to gain authorization to access the resource. The user information, if 
present, is followed by a commercial at-sign (“@”) that delimits it from the host. The 
host component contains the location of a web server. The location can be described 
as either a domain name or IP (Internet Protocol) address. A port number can be 
specified in the component. The colon symbol (“:”) should be prefixed prior to the 
port number. For instance, the port number of the example URL is 8042. 
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The path component contains directories, including a web page and a file name of 
the page.  The query component contains parameter names and values that may be 
supplied to web applications. The query string starts with the question mark symbol 
(“?”). A parameter name and a parameter value are separated by the equals symbol 
(“=”).  For instance, in Fig. 1, the value of the “name” parameter is “ferret”.  The 
fragment component is used for indicating a particular part of a document. The 
fragment string starts with the sharp symbol (“#”).  For instance, the example URL 
denotes a particular part (here, “nose”) on the “there” page. 

A percent-encoding mechanism is used to represent a data octet in a URL 
component when that octet’s corresponding character is outside the allowed set or is 
being used as a delimiter of, or within, the component. A percent-encoded octet is 
encoded as a character triplet, consisting of the percent character “%” followed by the 
two hexadecimal digits representing that octet’s numeric value. For example, “%20” 
is the percent-encoding for the binary octet “00100000”, which corresponds to the 
space character in US-ASCII. 

2.2   Standard URL Normalizations 

The URL normalization is a process that transforms a URL into a canonical form. 
During the URL normalization, syntactically different URLs that are equivalent 
should be transformed into a syntactically identical URL (simply the same URL 
string), and URLs that are not equivalent should not be transformed into a syntactic-
cally identical URL. The standard document [1] describes three types of standard 
URL normalizations: syntax-based normalization, scheme-based normalization, and 
protocol-based normalization. 

The syntax-based normalization uses logic based on the URL definitions provided 
by the standard specification to reduce the probability of false negatives. The 
following three normalizations belong to the syntax-based normalization. 

- Case normalization 
- Percent-encoding normalization 
- Path segment normalization 

The hexadecimal digits within a percent-encoding triplet (e.g., “%3a” versus “%3A”) 
are case-insensitive. The scheme and host component are also case-insensitive.  The 
case normalization transforms all characters within the triplet into upper-case letters 
for the digits A-F, and transforms characters in the scheme and host components into 
lower-case letters. For example, “HTTP://EXAMPLE.com” is transformed into 
“http://example.com/”.  

During the percent-encoding normalization, all unreserved characters (i.e., 
uppercase and lowercase letters, decimal digits, hyphens, periods, underscores, and 
tildes) should be decoded. For example, “http://example.com/%7Esmith” should be 
transformed into “http://example.com/~smith”.  

The path segments “.” and “..” are intended only to be used within relative 
references.  During the path segment normalization, the path segment “.” and “..” are 
removed.  When “..” is removed, as deemed necessary, the path segment located on 
the left side of the segment “..” is also removed.  For example, “http://example.com/ 
a/b/./../c.htm” is normalized into “http://example.com/a/c.htm”. 
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The URL normalization may use scheme-specific rules, at additional processing 
cost (compare with the syntax-based scheme), to reduce the probability of false 
negatives.  Given the “http” scheme, the following normalization can be done. First, 
the default port number (i.e., 80 for the “http” scheme) is truncated from the URL, 
since two URLs with or without the default port number represent the same page.  For 
example, “http://example.com:80/” is normalized into “http://example.com/”.  
Second, if a path string is null, then the path string is transformed into “/”.  A URL 
with a null path string and a URL with a “/” path string represent the same page.  For 
instance, “http://example.com” and “http://example.com/” represent the same page. 
The former URL is transformed to the latter one.  Third, a URL with a fragment and a 
URL without a fragment represent the same page. For instance, “http://example.com/ 
list.htm#chap1” and “http://example.com/list.htm” represent the same page.  During 
the normalization, the fragment in the URL is truncated. The former URL is 
transformed into the latter one. 

The protocol-based normalization is only appropriate when equivalence is clearly 
indicated by both the result of accessing the resources and the common conventions 
of their scheme's dereference algorithm (in this case, redirection is used by HTTP 
origin servers to avoid problems with relative references). For example, “http:// 
example.com/a/b” (if the path segment “b” represents a directory) is very likely to be 
redirected into “http://example.com/a/b/”. 

2.3   Reliability and Consistency  

A URL does not in itself pose a security threat. However, as URLs are often used to 
provide a compact set of instructions for access to network resources, care must be 
taken to properly interpret the data within a URL, to prevent that data from causing 
unintended access, and to avoid including data that should not be revealed in plain 
text. 

There is no guarantee that once a URL has been used to retrieve a web page, the 
same page will be retrievable by that URL in the future. Nor is there any guarantee 
that the page retrievable via that URL in the future will be observably similar to that 
retrieved in the past. The URL syntax does not constrain how a given scheme or 
authority apportions its namespace or maintains it over time. Such guarantees can 
only be obtained from the person(s) controlling that namespace and the page in 
question. 

3   Evaluation Metrics for URL Normalization 

This section describes four metrics (namely, URL consistency, URL applying rate, 
URL reduction rate, true positive rate) for evaluating URL normalization.  We define 
the URL consistency metric in order to evaluate normalization methods on consistent 
URLs. Given a time unit t, a “consistent” URL is referred to as the URL via which the 
same page has been retrieved during the time unit. Let Rt be the number of download 
requests during the time unit t. The URL consistency metric is defined as below: 

URL consistency = 1 – ((the number of unique pages – 1) / (Rt – 1)) 
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If downloading a web page is unsuccessful, the downloaded page is regarded as the 
page with null string. For example, suppose that we request a web pages five times for 
a second, and that the download results are , , , , , where black circles 
means that downloading is unsuccessful and circled characters denote the contents of 
downloaded page. Then, the URL consistency is 1 – ((4 – 1) / (5 – 1)) = 0.25. 

URL consistency is critical in terms of evaluating URL normalization reliably. 
Note that once a URL has been used to retrieve a web page, there is no guarantee that 
the same page will be retrievable by that URL in the future. Hence, when a 
normalization method is applied to an inconsistent URL, the request results via the 
original URL and its normalized URL cannot be compared reliably. In other words, 
even though both the pages that are retrieved via an inconsistent URL and its 
normalized URL are different, we cannot be sure that the normalization method is 
incorrect. It is required to evaluate normalization on the URLs with sufficiently high 
URL consistency values. 

Let Mb be the total number of URLs to be handled (or to be collected) before 
normalization. The URL applying rate represents how many URLs join the 
normalization. Let N be the number of URLs to which a normalization method is 
applied. The URL applying rate is defined as below: 

URL applying rate  =  N / Mb 

For example, let us suppose we collect 100 URLs (i.e., Mb = 100), such as u1, u2, …, 
u100. And, the last ten URLs are normalized into u1, u1, u101, u101, u101, u101, u102, u103, 
u104, and, u105, respectively.  Then, N = 10 and the URL applying rate is (10 / 100) = 0.1. 

When different URL strings could become identical after normalization, users 
leave only one URL among the identically transformed URLs and throw away the 
others. Let Ma be the total number of URLs to be handled after normalization. We 
define the URL reduction rate as below: 

URL reduction rate  =  (Mb – Ma) / N 

In the above example, Ma is 95 because 95 URLs (i.e., u1, u2, …, u90, u101, u102, u103, 
u104, u105) remain after normalization. As a result, the URL reduction rate is (100 – 95) 
/ 10 = 0.5. The URL reduction rate shows how many URL strings equal to the others. 
More precisely speaking, this metric represents the probability that a normalized URL 
ux equals to the original forms of the non-normalized URLs (i.e., from u1 to u90) or the 
transformed forms (i.e., u1, u101, u102, u103, u104, u105) of the normalized URLs (i.e., 
from u91 to u100). 

When an original URL string is transformed into another URL string, the original 
URL is not used any more. Therefore, when both the pages downloaded with the 
original and the transformed URLs are different, the original page could be lost. 
When, those pages are identical, we call the transformation the correct transformation. 
The true positive rate represents how correctly a normalization method transforms 
URLs. The true positive rate is defined as below: 

True positive rate = the number of correct URL transformations / N 

For example, suppose that nine transformations are correct but one transformation is 
incorrect. Then, the true positive rate is (9/10) = 0.9. 
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4   Empirical Evaluation 

Our experiment was performed in the following procedure.  First, the robot [4] was 
used to collect web pages.  Second, we extracted raw URLs (URL strings as found) 
from the collected web pages.  Third, we eliminated duplicate URLs with simple 
string comparison methods (which will be discussed in more detail later) to obtain a 
set of URLs that are to be normalized. This step is simply intended to get a set of 
URLs that are syntactically different with each other, irrespective of URL 
normalizations.  Fourth, relative URLs were transformed into absolute URLs.  Fifth, 
we applied each of the standard normalization methods to the absolute URLs. Sixth, 
after requesting web pages with the absolute URLs and their normalized URLs, we 
compare the download results before and after the normalization. 

We randomly selected 20,000 Korean sites. The web robot collected 655,645 web 
pages from the sites in July 2005. The robot was allowed to crawl at most 3,000 pages 
for each site, and the robot requested web pages within nine hops from the root page 
ofa site. Timeout was set to two seconds. If there were no communication between a 
web robot and the web server for two seconds, the robot gave up the URL. 

From the collected web pages, we were able to extract over 25 million (exactly 
25,838,285) raw URLs, where a single URL could be counted many times as long as 
the URL is founded at many places. For instance, when the string 
“http://www.example.com/” was found twice on the same page, the number of 
extracted URLs was counted as two in our experiment. 

First, let us see how often raw URLs are found in duplicates on web pages.  We 
considered the following three cases.  First, we eliminated duplicates of syntactically 
identical, raw URLs that are found on the same web page.  Second, we eliminated 
duplicates of syntactically identical URLs starting with the slash symbol (it means 
that these URLs are expressed as an absolute path) as long as they are found on the 
same site.  Third, we eliminated duplicates of syntactically identical URLs starting 
with the “http:” prefix. Table 1 shows the numbers of remaining URLs after each 
elimination method was applied.  Note that these simple eliminations of duplicated 
URLs were able to remove more than a half of all the raw URLs that were found in 
the beginning. 

After transforming relative URLs, in which some components of URL are omitted, 
into absolute URLs, we obtained 2,329,770 unique absolute URLs. We computed UR 
 

Table 1. Eliminating duplicate URLs  

Actions 
Number of 

remaining URLs 

Percent of remaining 
URLs to all the 
extracted URLs 

All extracted URLs 25,838,285 100% 

Eliminate the same URLs on a web page 22,757,954 88.1% 

Eliminate the same URLs expressed as an 
absolute path on each site 

19,647,693 76.0% 

Eliminate the same URLs starting with “http:” 11,046,159 42.8% 
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L consistencies of the absolute URLs with Rt = 3, where t is one second. When we 
request web pages three times with an absolute URL, three consistency values can be 
produced by our consistency metric. When the number of downloaded pages is 1, the 
consistency of the URL is 1 because the same page is downloaded successively (or 
consistently).  When the number of downloaded pages is 3, the consistency is 0 
because different pages are downloaded whenever we request. When the number of 
downloaded page is 2, the consistency is 0.5 (i.e., 1 –  ((2 – 1) / (3 – 1)) = 0.5).  

 

Fig. 2. Distribution of URL consistency 

Fig. 2 shows the distributions of the URL consistencies.  The X-axis represents the 
consistency value, and the Y-axis represents the number of URLs whose consistency 
values corresponds to that of X-axis. About 31% (exactly, 718,038) URLs of the 
absolute URLs were completely inconsistent (i.e., their consistency values were 0). 
There were 1,515,522 URLs (approximately, 65% of the absolute URLs), whose 
consistencies were 1. Only consistent absolute URLs were used for evaluating 
normalization methods. 

We evaluate the seven normalization methods as follows:  
 

- Method 1: Change letters in the scheme component into the lower-case letters 
- Method 2: Change letters in the host component into the lower-case letters 
- Method 3: Eliminate the default port (i.e., “:80”) 
- Method 4: Transform a null path string into the slash symbol 
- Method 5: Decode unreserved characters 
- Method 6: Eliminate the fragment component 
- Method 7: Eliminate the trailing slash symbol 
 

The first six methods (i.e., Methods 1 to 6) are defined in the standard document 
[1], the last method (i.e., Method 7) is introduced in [1] and [6].  

Fig. 3 shows the URL applying rate, URL reduction rate, and true positive rate of 
the seven normalization methods. The applying rates of Methods 1 to 4 were below 
0.01, and those of Methods 5 to 7 were 0.03, 0.12, and 0.03, respectively. The 
reduction rates of Methods 2, 3, and 7 were below 0.05. Reduction rates of Methods 1 
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Fig. 3. Evaluation results of the seven normalization methods 

and 4 showed that about one third of the URLs that we transform were removed. 
About half (48.3%) of the URLs to which we applied Method 5 were removed. Most 
(97.3%) of the URLs to which we applied Method 6 were removed. The applying rate 
and the reduction rate of Method 6 were relatively very high. The figures showed that 
11.7% of the absolute URLs were transformed by Method 6, and 97.3% of the 
transformed URLs were duplicates. Note that the standard normalizations (Methods 1 
to 6) do not cause false positives. The true positive rates of Methods 1 to 6 were 1, 
and that of Method 7 was 0.95. We learned that approximately 5% of the transformed 
URLs were wrongly transformed by Method 7 even though the method reduced 5% of 
the transformed URLs. 

5   Conclusion and Future Work 

In this paper, we described four metrics for evaluating URL normalization methods. 
The proposed metrics are summarized in Table 2. 

Table 2. Summary of the proposed metrics 

Metric Description 

URL consistency 
Represent how consistently a URL is used to retrieve the 

same page during a given time unit 

URL applying rate 
Represent how many URLs are transformed by a 

normalization method 

URL reduction rate 
Represent how many URLs are reduced (how many URLs 
become identical) after a normalization method is applied 

True positive rate Represent how correctly URLs are transformed 

With the metrics proposed, we evaluated seven normalization methods. The first 
six methods were standard normalization methods and the last method (Method 7) 
was eliminating the trailing slash symbol. Among 2,329,770 URLs, approximately 
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65% URLs were consistent URLs.  True positive rates of the standard normalization 
methods were, of course, 1. True positive rate of the seventh method is 0.95, which 
means that 5% URLs were incorrectly transformed by eliminating the trailing slash 
symbol. The sixth method (i.e., eliminating the fragment component) exhibited the 
highest URL applying rate and URL reduction rate values. 

In practice, adoption of URL normalization methods has been treated heuristically 
so far in that each normalization method is primarily devised on a basis of developer 
experiences.  The contributions of this paper include details on the effects of URL 
normalization, and at the same time, present an analytic way to evaluate URL 
normalization methods. Our metrics can be used to evaluate not only standard 
normalization methods but also extended normalization methods to be developed in 
the future. 

Lastly, we would like to mention our future works. First, we plan to devise 
evaluation metrics measuring the effectiveness of the combinations of the 
normalization methods.  The orders of the normalization methods will be investigated, 
too. Second, we will study how to find equivalent URLs effectively. Using some 
information such as page contents, site characteristics, and so on, we can make a 
mapping table where pairs of equivalent URLs are listed.  And then, we normalize 
URLs not only using the normalization rule but also referring to the mapping table. 
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Abstract. An information security system of public or private organization 
should be developed securely and cost-effectively by using security engineering 
and software engineering technologies, as well as a security requirement speci-
fication (SRS). We present the E-MUC model that is analysis and specification 
model of security requirement based on UML, and a development process  
by using E-MUC model. Our approach is based on the paradigm of Common 
Criteria (ISO/IEC 15408), that is an international evaluation criteria for infor-
mation security products, and PP which is a common security functional  
requirement specification for specific types of information security product. 

1   Introduction 

Awareness of the information security is increasing rapidly along with the develop-
ment of information-communication infrastructure. Therefore, each organization is 
constructing and operating information security system. But, many organizations are 
introducing famous security company’s information security products (for example, 
Firewall or IDS) in order to construct the information security system by finger-
counting. Therefore, systematic analysis and specification of security requirements is 
required to reduce waste of unnecessary budget as well as redundancy of the security 
function.  

In general, software developers are used to UCD (Use case diagram) to analyze and 
specify of software system. But, UCD is not suitable to analyze and specify of non-
functional requirements [1]. Therefore, many researchers are proposed MUC (Misuse 
case) model to analyze and specify of non-functional requirement (especially, security 
requirement) [2,3,4,5]. But, these models have several problems as follows: 

− These models are focused not actual security requirement but security threats and 
security mechanisms. 

− And, these models do not propose a specific analysis and specify methodology for 
security requirement. 

− Also, these models do not propose criteria to specify security related requirements. 
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To cope with those problems, we propose the E-MUC (enhanced misuse case) 
model, that is suitable to analyze and specify of security requirements, and SRS de-
velopment process by using E-MUC model. Especially, proposed model and process 
are based on the paradigm of CC [6,7,8], that is an international evaluation criteria for 
information security products, and Protection Profile (PP) which is a common secu-
rity functional requirement specification for specific types of information security 
product. We expect that information security system of organization will be more 
securely and systematically developed through proposed model and process. 

2   Enhanced Misuse Case Model 

We develop the E-MUC model that extends UCD and MUC model. 

2.1   Definition of Model 

E-MUC model is a security requirement analysis and specification model of informa-
tion security system in a specific organization. Especially, it extends UCD and MUC 
model as shown in Fig. 1. 

E-MUC model consists of seven factors as follows: 

− Actor: It is a set of user’s role. For example, it is system user of information secu-
rity system. 

− Mis actor: It is a special type of actor that occur misuse case. For example, it is 
threat agent of information security system. Especially, it marked in reversed 
(shade) form of actor. 

− UC (Use Case): It is a general functional requirement of information security sys-
tem, or security requirement that is required to reduce analyzed security threat. 

− MUC (Misuse Case): It is an action that owner of information security system 
property does not want to happen. For example, it is security threat. Especially, it 
marked in reversed (shade) form of UC. 

− PUC (Security-Policy Use Case): It is a description about security related policy 
that is operating in organization. For example, it is a security policy. Especially, it 
marked in dotted line form of UC. 

− SUC (Security Use Case): It is a description about countermeasure of security 
threat or security policy. For example, it is a security object. Especially, it marked 
in bold line form of UC. 

− SPC (Security Product Case): It is a security product that is produced to reduce ana-
lyzed security requirements by organization. For example, it is a certificated Firewall 
in a CC environment. Especially, it marked in round semicircle quadrilateral. 

Also, E-MUC model have seven relations between seven factors as follows: 

− Threatens: It means that specific UC is threatened from relevant MUC. 
− Demands: It means that specific PUC is required by organization’s security related 

policies.  
− Mitigates: It means that specific MUC is mitigated by SUC. 
− Effects: It means that specific SUC is influenced from relevant SPC. 



620 S.-s. Choi, S.-y. Kim, and G.-s. Lee 

 

− Implements: It means that specific SUC is implemented by relevant UC (espe-
cially, security functional requirement). 

− Includes: It means that specific UC (especially, functional requirement) or informa-
tion security system can include relevant UC (especially, security functional re-
quirement). 

− Introduces: It means that information security system can introduce or integrate 
relevant SPC. 

 

Fig. 1. E-MUC Model 

3   Security Requirement Analysis and specification Process 

We adapt the paradigm of CC to analyze and specify security requirements as shown 
in Fig. 2.  

 

Fig. 2. E-MUC Modeling Process by using paradigm of CC 
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3.1   Step 1: UC Modeling 

Developer performs traditional UC modeling as shown in Fig. 3-(a). 

3.2   Step 2: MUC/PUC Modeling 

Developer performs MUC modeling to analyzed information security system property 
and main function. Especially, mis-actor is a threat agent for specific information 
security system property or main function, and MUC is a threat. It is applied to 
<threatens> relation between MUC and UC (or information security system property). 
Also, developer performs PUC modeling to security related policy of organization as 
shown in Fig. 3-(b). It is applied to <demands> relation between PUC and informa-
tion security system property. 

3.3   Step 3: SUC Modeling 

Developer performs SUC modeling to analyzed MUC. Especially, SUC is not security 
mechanism but security requirement (security objective), that mitigates security 
threat. It is applied to <mitigates> relation between SUC and MUC. Also, developer 
performs SUC modeling to analyzed PUC as shown in Fig. 3-(c). It is applied to  
<effects> relation between SUC and PUC. 

 

Fig. 3. E-MUC modeling step 
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Fig. 3. (continued) 

3.4   Step 4: UC Modeling 

Developer performs UC (security functional requirement) modeling as shown in  
Fig. 3-(d). Especially, security functional requirement is a SFR in the CC environ-
ment. It is applied to <implements> relation between UC and SUC. Also, there is two 
way to implement security functional requirements. One way includes security func-
tional requirements in a development process of information security system. Another 
way introduces information security products that contain relevant security functional 
requirements. It is applied to <includes> or <introduces> relation in each way. 

3.5   Security Requirement Specification Development Tool 

In a CC environment, PP is a security requirement specification for specific types of 
security product. Especially, PP has a very importance role for entire evaluation 
scheme. Also, SRS concept is very importance role in the C&A (certification and 
accreditation) environment such as DIACAP [9,10,11,12]. Therefore, we develop 
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Fig. 4. Some screen shots of SRS-Tool (Korean version) 

SRS-Tool that is SRS development supporting tool by using E-MUC model [13]. 
Especially, SRS-Tool is based on paradigm of CC and CC-Toolbox/PKB. Fig. 4 pre-
sents Korean version of SRS-Tool. 

4   Analysis and Conclusion 

We propose E-MUC model that is based on UC and MUC model and SRS-Tool that 
is based on CC-Toolbox/PKB. In this section, we present analysis result between our 
approach and related work. 

4.1   Analysis with Related Work 

E-MUC model is based on UC and MUC model. Especially, we solve the problems 
which contained in previous model as follows: 

− E-MUC model is focused actual security requirement. 
− We propose a specific analysis and specify methodology for security requirement. 
− We adapt a paradigm of CC and PP to specify security related requirements. 

 

Table 1 presents main difference between E-MUC model and MUC (UC) model. 

Table 1. E-MUC vs. UC and MUC 

 UC MUC (Sindre&Opdahl) MUC (Alexander) 
Target Functional requirement Security threat Security threat 
Usage phase System development System development System development 
Relation Includes, extends Includes, extends, prevents, 

detects 
Includes, threatens, 
mitigates 

Result Functional requirement Security threat, security 
mechanism 

Security threat, coun-
termeasure 

Contents - N/A N/A 
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Table 1. (continued) 

 AC (McDermott) SUC (Firesmith) E-MUC 
Target Security threat scenario Security requirement Security requirement 

(SRS) 
Usage phase System development System development System development, 

Reengineering 
Relation - - Threatens, mitigates, 

implements, includes, 
demands, effects, 
introduces 

Result Threat scenario Security requirement, 
security mechanism 

SRS 

Contents N/A N/A CC, PP, CC-
Toolbox/PKB 

Table 2 presents main difference between SRS-Tool between CC-Toolbox 

Table 2. SRS-Tool vs. CC-Toolbox 

 CC-Toolbox/PKB SRS-Tool 
Target PP/ST PP/ST and SRS 
Process ISO/IEC PDTR 15446 SRS-Process and E-MUC model 
Asset analysis X O 
Classification of Security 
level 

X O 

DB Threat : 109 
Policy : 35 
Assumption : 38 
Security Objective : 157 

Common Threat : 6720 
Common Policy : 150 
Common Assumption : 213 
Security Objective : 489 

Generation method of 
statement 

X O 

Security function for tool X O 
GUI GUI based on text GUI based on form 
Report form Self definition PDF 

4.2   Conclusion 

In this paper, we present E-MUC model and security requirement analysis and speci-
fication process. SRS which is developed through proposed E-MUC model and  
SRS-Tool can be used to RFP and requirement specification for development of 
organization’s information security system. Also, we expect that information security 
system of organization will be developed and constructed securely and cost-effectively 
by using E-MUC model and SRS-Tool. E-MUC model has the following features: 

− Organization can develop easily SRS by itself in accordance with E-MUC model 
and SRS-Tool. 

− Developer can develop systematically SRS by using software engineering, security 
engineering and security evaluation scheme. 

− E-MUC model promotes systematic development of information security system 
by using standard concept of CC and PP that have history more than 10 years. 
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Abstract. Since policy-based network technologies emerged themselves,  
a number of policy-based applications have been tried in the field of communi-
cations, which are just independent applications in accordance with policy-
based management by each area. Particularly, lots of them were concerned with 
security and QoS areas. A single policy claims the control of network resources 
according to relations between network state and its application demand. We at-
tempted to model and evaluate the effect of policy-based applications which 
were independently applicable to each area on network resources. For the pur-
pose, we defined the complexity, dynamic property and globalization of policy 
as a matrix affecting its applications, including parameters with influences upon 
each matrix. Our evaluation results suggest that, in designing a policy-based 
network, there must be construction factors carefully considered according to 
their application attributes. 

1   Introduction 

Policy-based network management (PBNM) is a management skill that defines man-
agement policy in the level of businesses and services, and automatically controls 
networks and services based on the defined policy. It is recommended that the man-
agement policy shall be defined with PIM (Policy Information Model) standardized 
by IETF and DMTF. The policy shall be defined to meet the service requirement of 
applications as well as the network management area. Therefore, it shall be repre-
sented on a basis of recognizable and executable logic that allows a network device  
to accept, request for and enforce its activities. In order to simulate the abstract policy 
in conventional equipments, PDP and PEP, which serve as an ANL (Abstract Net-
work Layer) in the network structure, shall be implemented. An automated policy 
                                                           
∗ This research was supported by the MIC (Ministry of Information and Communication), 

Korea, under the ITRC (Information Technology Research Center) support program super-
vised by the IITA (Institute of Information Technology Assessment). 
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provisioning structure in accordance with a change in network state shall be required, 
along with a monitoring structure for the state of a network to which the policy is 
applied [1~3]. 

A network provides resources and services, which are requested by application 
domain, through monitoring and controlling. Together with the attributes of individ-
ual application domains, the PBNM structure and the management domain size affect 
not only the PDP process performance but also the individual policy provisioning 
performance. Such factors shall be considered to effectively provide the policy ac-
cording to the network structure and the application attributes. Chapter 2 identified 
the attributes of conventional network applications by application domains in view of 
the network management. Chapter 3 described matrices and parameters affecting 
policy provisioning in application. Chapter 4 presented an evaluation and analysis of 
each application matrix. Finally, chapter 5 represented the conclusion. 

2   Classification and Assumptions 

With an increasing demand for leveled-up networking capability along with the ap-
pearance of PCs, network size is gradually scaling up from an early Internet setup, 
e.g., LAN in which multiple consoles were connected with a central server. We iden-
tified policy-based network management areas in three typical application cases: QoS 
Networking Area (QN), Non-QoS Networking Area (NQN) and Non-Networking 
Area (NN). In the conventional network management area, the QN includes admis-
sion control, bandwidth management, and performance monitoring & control, while 
the NQN includes transport security technologies, with the NN encompassing fault 
management and address allocation [4~8]. 

In the application domain and network domain areas, we introduced the following 
assumptions to evaluate the effect of the policy requirement on the application catego-
ries defined in the Section 2.1. 

(a) All nodes of a network are assumed to accept the ANL level enabling the policy 
recognition and enforcement. 

(b) The PBNM structure is assumed to have an organic relation with NMS ena-
bling the monitoring of the state of a system and its applied policy. 

(c) The policy conflict does not mean just a logical conflict among policies. For 
example, we used a conflict in which a pre-defined policy could not work on its pro-
visioning when there were no secured resources enough for the performance. For the 
security policy, we defined that a conflict occurring when the policy of which level 
was higher than the security requirement. 

(d) We considered the static provisioning and the dynamic provisioning. We pri-
marily reviewed the operating performance of the former, and secondarily evaluated 
the effectiveness of policy adaptiveness when the latter was required [4]. 

(e) Policy adaptiveness means that the value of a policy attribute is temporarily and 
properly adjusted within an extent to which a service level in accordance with the 
current capacity of resources is not surpassed. Generally speaking, the policy conflict 
is rare under the provisioning environment with the static policy even if it refers to a 
highly distributed environment. 
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3    Evaluation of Application Attributes 

We selected the following six matrices, presenting their respective measures and 
weights to evaluate the effect of policy-based applications on the network resources 
as described in the Section above: Based on related literatures, six matrices, including 
(1) the complexity of policy structure, (2) the policy priority, (3) the attribute of ac-
tion, (4) the application area, (5) the action for a positive policy and (6) the action for 
a negative policy, have been defined as the major factors. 

3.1   Complexity of Policy Structure ( 1f ) 

Basic policy structure has the form of “when (state ( l )), If (condition (
km )) then 

(action ( n )),” where l , 
km  n and k, respectively, indicate state, condition, number of 

actions, and number of attributes comprising the condition.  
Verma [10] demonstrated that there was )( 2knO  of complexity in determining the 

correlation and conflict among policies. However, those results were calculated from 
the worst case. A mean value shall be obtained for an appropriate evaluation. There-
fore a new model in which the correlation and conflict among policies can be deter-
mined in a sort algorithm shall be analogized. In the sort algorithm, n  policies for 
each attribute are sorted, where policies with the same attribute of the sorted policies 
can be resorted. If this is the case, it takes average )log( nnO  to sort n  policies, and 

average )log( nknO  to further sort k  attributes. 

3.2   Policy Priority ( 2f )  

Actions to carry out the policy are generally determined based on their conditions. 
The policy priority is determined based on various combinations of parameters com-
prising conditions. We determined the weight of computing cost for the policy prior-
ity as shown below: 

}......,,{ max3212 oooof =  (Eq. 1) 

The higher xo  indicates the higher correlation among the priorities. The smaller 

xo  value in 4f  indicates that the smaller amount of computing cost is required to 

determine the priorities. For example, a single criterion has a less amount of comput-
ing volume than that of the multiple criteria. 

The priorities are primarily determined by the order of performance, class, time, 
specific event and state. The priority determination is a base to solve policy conflicts. 
Time and priority can be verified under a simple condition of rule. The correlation 

among policies can be determined by xo . 
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Fig. 1. State Transition Diagram for Policy 
Process 

Fig. 2. Adaptive Process of Policy by 
Monitoring Cycle 

3.3   Attribute of Action ( 3f )  

Actions to carry out a policy are determined by their condition. Fig. 1 shows a state 
transition diagram for the policy process by the attributes of actions. In the diagram, 
the precedent conditions include a random combination of system monitoring, state 
and condition check. The invariant conditions include the precedent conditions plus 

the performance conditions. The attributes of action represents a random variable 3f  

by the precedent or invariant condition as shown below. 

=
conditionpermanance

conditionprecedence
f

_1

_0
3

 (Eq. 2) 

Fig. 2 shows the adaptive process of an applied policy by the monitoring cycle. A 

it  indicates the interval of monitoring, where a random variable T is time. Linear 

flows on the top present that the applied policy is positive, and a downward flow at 

3t  presents that the policy is negative. The latter flow suggests that the policy appli-

cation shall be verified to update the invariant condition. 

TtTE i ∈∀= ,][ τ   
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(Eq. 3) 

If defining = diitTE i][ , the expectation of a random variable T , by τ , τ  

represents an average interval of monitoring. 

3.4   Application Area ( 4f )  

One policy is basically applied to one node. Since the capabilities of a network has 
been added to a node, not only its system but also its individual node can request for 
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consistent policy management for a domain area. Application area varies depending 
on the application structure of PBNM. For example, all resources for domain  
shall consistently be administered to meet the QoS of a specific application. Such 
application attribute requires the ability to meet the SLA required for applications in a 
network node. For another example, access control policy is applied to the network 
boundary for perimeter defenses against an external network. The policy applications 
to all nodes within a domain require computing costs higher than in a single node. 

Therefore, we defined that weights ranged from 1 to 2f  according to application  

areas. 

),1[4 Nf ∈ . (Eq. 4) 

3.5   Action for Positive Policy: Factor 5 ( 5f ) 

Policy that meets a specific “condition” in a structure is given access authorization to 
utilize resources and services. We defined two types of “actions” to be taken when a 
policy meets a condition: “Access Authorization” and “Resource and Service Utiliza-
tion”. The resource utilization of a network or system is assigned a higher weight, 
because the access authorization is given prior to the determination of the resource 
allocation. We defined the action for a positive policy as shown below: 

)1,0(
5

5 ff ∈  (Eq. 5) 

The action for a positive policy is defined as ‘0’ for the access authorization, and 
‘1’ for the resource utilization. The policy for the resource utilization has a weight 
higher than that of the access authorization, because the latter is a necessary and suffi-
cient condition for the former. 

3.6   Action for Negative Policy: Factor 6 ( 6f ) 

Policy is not executable without satisfying a specific state (1) or condition (
km ). An 

unmatched condition of access control and user authentication is denied. The mini-
mum resource allocation and the consistency are core factors for the QoS policy, with 
a determination of policy conflict for its security policy.  There are two actions for a 
negative policy: policy deny and adaptive performance requiring an additional proc-
ess. We defined the action for a denied policy as shown below: 

∈
6

6
1,0 ff  (Eq. 6) 

The action for a negative policy is defined as ‘0’ for its deny, and ‘1’ for its adap-
tive performance in order to assign a weight. You can change the denied policy to the 
extent necessary to be compatible with the current system state, or solve a possible 
policy conflict with pre-defined policies. An adaptive performance is employed if a 
resource state fails to satisfy policy requirements, or if it falls under a policy that 
doesn’t require such adaptive performance.  
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4   Analysis of Policy Provisioning Complexity 

Network resources shall be appropriately controlled to meet the policy requirements 
of a specific application. From the existing research results, we considered the follow-
ing three matrices to simulate the complexity of policy: complexity in determining 
policy conflict (C), dynamic property of policy (D), and globalization of policy appli-
cation area (G). We generalized policy requirements with such matrices to identify 
their application attributes. 

4.1   Complexity in Solving Policy Conflict 

A policy conflict occurs when the conditions of two or more Policy Rules that apply 
to the same set of managed objects are simultaneously satisfied, but their actions 
conflict with each other. Once a policy conflict happens, although it rarely does under 
a general environment, an execution for a requested policy is denied, or a network 
administrator should be involved in changing the policy, which overhead is the reason 
why the current studies concern an adaptive & dynamic policy provisioning. How-
ever, those studies concerning such adaptive policy provisioning require detecting and 
negotiating on a policy conflict. It means that influences due to global conflict detec-
tion between domains should be considered if a policy conflict detection is performed, 
as is the case with our study. Therefore, a complexity in solving policy conflict shall 
also be considered [9, 10]. 

The complexity in solving a policy conflict is affected by factors including correla-

tions among policies (i.e., priority) 2f , the complexity of policy structure 1f  and 

action attribute 3f . It is also affected by the time to detect and solve the policy con-

flict. The running time is determined depending on how to define the correlation 

among policies. The time to detect the policy conflict is defined as ||log|| 22 ff . 

The running time is affected by action attribute 3f  whenever a policy conflict is 

solved. Equation 7 defines a random variable X  of the time to solve a policy conflict 

based on a invariant condition 3f , and the running time || 1f  in an event. 
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32
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τ
 (Eq. 7) 

The complexity of policy conflict C  is expanded as shown below. The probability 

mass function of action attribute 3f  shall be P{f3: Precedent} and P{f3: Invariant}. 

C = ][||||log|| 222 XEfff ++  

 = }:{0||||log|| 3222 precedentfPfff ⋅++  

}var:{|| 32 iantinfPf ⋅+ τ  

= }var:{||||||log|| 32222 iantinfPffff ⋅++ τ  

= })var:{1||(log|| 322 iantinfPff ⋅++ τ .                                      (Eq. 8) 
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4.2   Dynamic Property of Policy 

Policy negotiation and adaptiveness are determined depending on their dynamic prop-
erty. The dynamic property of policy is defined based on the combination of action 

attributes for a negative policy ( 6f ) and action attributes for a positive policy ( 5f ). 

The dynamic property (D) is affected by adaptiveness and application area ( 4f )  

[11, 12]. 
Fig. 3 shows a state transition diagram for a policy process according to dynamic 

properties of policy. An object (user or device) shall be given an authorization 
through authentication process prior to the determination about how to utilize re-
sources in a specific application area. In Fig. 3, boxes represent the stage of decision-
making. Each box has three modes including access, adaptation and allocation deci-
sion until the final policy performance is determined. The adaptation is subdivided 
into access adaptation and allocation adaptation. 

Each circle represents the final performance state achieved by the stage of deci-
sion-making. Each state is divided into deny and grant. Each deny is subdivided into 
access deny and allocation deny, while each grant into access grant and allocation 
grant. 

 

Fig. 3. State Transition Diagram for Policy Process According to Dynamic Property of Policy 

Policy negotiation and adaptiveness are determined depending on their dynamic 
property. The dynamic property of policy can be modulated based on the combination 
(allocation and access) of action attributes for a positive policy ( 5f ), action attributes 

for a negative policy ( 6f ) and network resource state ( v ). There are 12 dynamic 

properties for a policy. Each link represents with 5f  and 6f , ranging from 0 to 10: 

]10,0[, 65 ∈ff  (Eq. 9) 
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The following equation represents the dynamic property weighted by the increas-

ing number of links. The characteristic function i
jχ with i th flow and j th link is 

defined as: 

=
otherwiseiff

iffi
j

6

5 grant allocation andgrant  access  nodenext  
χ  (Eq. 10) 

The characteristic function i
jΙ  with i th flow and j th node is defined as: 
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(Eq. 11) 

where 1f  is consistency requirement. The dynamic property i
jD  with i th flow and 

j th node is defined as: 

i
j

i
j

i
j

i
j DfD Ι+= −11χ  (Eq. 12) 

where ip  is a probability that one of 12 flows occurs, and iD
~

 is a final value of i
jD  

for each i . the expectation of dynamic property D is defined as: 

=
i

ii DpD
~

. (Eq. 13) 

4.3   Globalization of Policy Application Area 

The application area is affected by the complexity of policy according to globaliza-
tion G . The globalization is evaluated based on the total number of nodes maintain-
ing policy consistency N  and management area, i.e., the partial number of do-

main L . A probability that there exist s  nodes in t  partial domains is as follows: 
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The expectation )(sκ of a random variable T is defined as: 
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Thus, the globalization G  is defined as: 
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5    Conclusion 

In this study, we compared the centralized model and the distributed model of policy-
based network management (PBNM), and analyzed the factors affected by its struc-
ture and application category. The policy-based network has been introduced in vari-
ous applications. Thus, each policy provisioning may have different requirements. We 
analyzed correlations among factors affecting the performance and the nodes to which 
a policy is applied. The factors, including application area, consistency requirement 
and network structure, were considered to address the correlations.  

A quantitative analysis demonstrated that putatively defined policy attributes were 
closely correlated with a network state. This study will further be developed to sug-
gest the compatibility of and requirements for a possible application structure for 
PBNM framework through its quantification in a wider point of view.  
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Abstract. The exponential growth of databases containing personal in-
formation has rendered the task of extracting high quality information
from collections of such databases very important. This task is hindered
by the security concerns that arise, due to the confidentiality of the data
records, and the reluctance of the organizations to disclose their data.
This paper proposes a clustering algorithmic scheme that ensures privacy
and confidentiality of the data without compromising the effectiveness
of the clustering algorithm nor imposing high communication costs.

1 Introduction

Clustering, that is “grouping a collection of objects into subsets or clusters,
such that those within one cluster are more closely related to one another than
objects assigned to different clusters” [8], is a fundamental process in knowl-
edge acquisition. With the availability of inexpensive storage and the progress
of data capturing technology, many organizations have created heterogeneous
databases of data, and this is expected to continue. Thus, any knowledge discov-
ery methodology, such as clustering, must take into consideration the distributed
and heterogeneous nature of the data. Evidently, clustering rules extracted from
a collection of databases tend to reflect globally meaningful results, rather than
cognition which is embedded in a particular database.

The scenario of having an individual’s transactions divided among different
organizations is common in real life [19]. This raises justifiable concerns among
privacy advocates, that may prevent the necessary sharing of data, and hence
discourage clustering projects involving more than one organization. Clustering
and privacy are therefore, often perceived to be at odds. Clustering results rarely
violate privacy as such, since they generally reveal high–level knowledge, rather
than disclosing instances of sensitive data. However, the concern among privacy
advocates is well founded, as bringing data together to support clustering and
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data mining makes in general misuse easier [19]. The problem, therefore is not
data clustering per se, but the manner in which it is performed. Thus, there is a
growing need for the development of methods that have endogenous mechanisms
to protect the confidentiality of sensitive data.

Clustering can conform with privacy preserving requirements by satisfying
two conditions. Primarily, clustering algorithms need to be applicable without
data sharing among the data proprietors; and secondly, no private information
must be deducible from the extracted results. If these conditions are met clus-
tering will not compromise privacy and it will contribute to obtaining globally
meaningful results. One approach recently investigated is the addition of “noise”
to the data before the data mining process [3, 5]. Another approach, restricted
to classification, considers how much information can be inferred from the data
made available through data mining algorithms, and how to minimize infor-
mation leakage [3, 10]. Also, the extraction of association rules in horizontally
partitioned data, was addressed in [9], while [18] addresses the same problem
for vertically partitioned data. Concerning clustering, in [19] an adaptation of
the k-means algorithm using several primitives from the secure multi-party com-
putation literature, was proposed. Rather than sharing parts of the original or
perturbed data, the authors of [11] suggest to transmit the parameters of suit-
able generative models, built at each local data site, to a central location that
actually performs the clustering procedure. Finally, in [13], privacy preserving
hierarchical data clustering methods are introduced using a family of geometric
data transformation methods.

In this paper we assume a setting similar with that of [19], in which a number
of different sites hold data for different attributes of a common set of entities
(vertically partitioned data). The scope of each site is to obtain the clustering
result over all its entities, but no site wants to reveal any information about its
own attribute values. To this end, based on the recently proposed k-windows
clustering algorithm [20], we develop a new algorithmic scheme that prevents
the sharing of any meaningful information among the sites involved, results the
same output as that obtained by the k–windows algorithm been applied to the
unified database, and it does not raise any significant communication cost. Note
that it is assumed that there does not exist a malicious site that provides wrong
pattern lists in order to force the other sites to provide pattern lists, which can
be used to gain information about the data. This assumption can be justified to
the extent that the organizations that venture such projects have an established
collaboration, rather than a one time partnership. Bad faith in this setting will
be punished outside the algorithm.

2 Unsupervised k–Windows Clustering Algorithm

Intuitively, the k-windows algorithm tries to place a d–dimensional window that
will contain all patterns belonging to a single cluster; for all clusters present in
the dataset [20]. This goal is met by iteratively moving and enlarging the win-
dows. During movement each window is centered at the mean of patterns that
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are included in it. This process is iteratively executed as long as the distance
between the new and the previous center exceeds the user–defined variability
threshold, θv. The enlargement process, takes place at each dimension sepa-
rately. Each range of a window is enlarged by a proportion θe/l, where θe is
user–defined and l stands for the number of previous successful enlargements.
Next, the movement process is invoked. Once movement terminates, the propor-
tional increase in the number of patterns included in the window is calculated.
If this proportion does not exceed the user–defined coverage threshold, θc, the
enlargement and movement steps are rejected and the position and size of the
d–range are reverted to their prior to enlargement values. Otherwise, the new
size and position are accepted. If enlargement is accepted for dimension d′ � 2,
then all dimensions d′′, such that d′′ < d′, undergo enlargement assuming as
initial position the current position of the window. This process terminates if it
does not result in a proportional increase in the number of patterns included in
the window beyond the threshold θc.

The unsupervised k-windows algorithm is able to approximate the number of
clusters, by applying the k-windows algorithm using a large number of initial
windows. The windowing technique of the k-windows algorithm allows for a large
number of initial windows to be examined, without any significant overhead in
time complexity. Once movement and enlargement of all windows terminate,
all overlapping windows are considered for merging. The merge operation is
guided by a merge threshold, θm. Having identified two overlapping windows,
the number of patterns that lie in their intersection is computed. Next, the
proportion of this number to the total patterns included in each window is
calculated. If the mean of these two proportions exceeds θm, then the windows are
considered to belong to a single cluster and are merged, otherwise not. All these
procedures are illustrated in Fig. 1, where (a) depicts the movement procedure,
(b) the enlargement procedure and (c),(d),(e) are the three different instances
of the merging procedure. For a comprehensive description of the algorithm and
investigation of its capability to endogenously identify the number of clusters
present in a dataset, refer to [15]. The unsupervised k-windows algorithm applied
in both artificial and real life datasets, has proved to be efficient and effective
in obtaining the actual number of clusters present in the dataset and achieving
high classification results [17]. A high level description of the algorithm follows.

E1
E2M1

M4
M3

M2

M4
W4

W2

W3
W1

W5

W6

(e)(d)(c)(b)(a)

Fig. 1. (a) The movement procedure. (b) The enlargement procedure. (c) Windows
that satisfy the similarity criterion of the merging procedure. (d) Windows that satisfy
the merging criterion of the merging procedure. (e) Overlapping windows that do not
satisfy any of the criteria of the merging procedure.
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1. Set {the input parameters of k-windows algorithm}.
2. Initialize a set W of d–ranges.
3. Perform movements and enlargements of the d–ranges in W .
4. Perform the merging operation of the d–ranges in W .
5. Report the groups of d–ranges that comprise the final clusters.

3 Privacy Preserving Version of the k-Windows
Algorithm

In this paper we consider the problem of privacy preserving unsupervised k-
windows clustering, which can be formally defined as follows. Let r be the number
of different sites, each holding a database with different attributes for the same
set of n entities. All sites are interested in clustering through the unsupervised
k-windows method the union of their databases, resulting in (a) the number
of clusters over the union of data, (b) the final position of the centers of the
clusters, and (c) cluster assignment for all points, under the following privacy
conditions:

1. All databases are private, implying that there will be no disclosing of any
database to any other site, or to a third party.

2. There is minimal necessary information sharing across the private databases,
which means that the result of the clustering algorithm will be obtained
without revealing any additional information.

To expose the workings of the proposed algorithmic scheme that enables the ap-
plication of the k-windows algorithm in this setting, we separately describe each
step of the methodology in the following subsections. Subsequently, in Section 4,
the security of the scheme and privacy at each step are analyzed.

3.1 Determination of the Initial d–Ranges

The initialization phase requires the mutual agreement of all sites. Specifically,
a set of k points that will comprise the centers of the initial d–ranges, should be
mutually agreed upon. Each of these points represents a center around which a
d-range will be initialized. Having decided on the identities of the patterns that
will comprise the initial centers of the d–ranges, the size of the edges of these
ranges must be set. The size of each edge can be decided locally; that is, by the
site that holds the values for the corresponding coordinate (attribute). As it will
be shown below, this information need not be communicated among sites.

3.2 Movements and Enlargements

After the initialization step has been completed for all k d–ranges, each site
knows: (a) the coordinates of the centers of the ranges that correspond to the
attribute values that it holds; and (b) the size of the edges of the d–ranges for the
same coordinates. From this information alone, each site can conclude the set
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of points that are enclosed in a particular d–range with respect to the dataset
it holds. The complete set of points that are included in the full–dimensional
d–range is the intersection of the corresponding sets of all sites. The exact pro-
cedure for the computation of the set intersection and its privacy analysis are
given in Section 4. This operation for the simple case of two sites, each hold-
ing one attribute, is illustrated in Fig. 2. The two dimensional range, Range 1,
has as center the point P1. Site 1 has decided the size of the edge of Range 1
for attribute 1, while Site 2 has determined the size of the edge for attribute
2. As previously mentioned, this information is private and need not be com-
municated. Site 1, therefore, concludes that the patterns that are included in
Range 1 are V1 = {P1, P2, P3, P4, P5}; while Site 2 concludes that for the same
Range the enclosed patterns are V2 = {P1, P3, P4, P7}. As shown in Fig. 2 the
patterns which are included in Range 1 with respect to all dimensions, lie in the
intersection of the two sets, V = V1 ∩ V2 = {P1, P3, P4}. To obtain the result
of the set intersection the parties apply the set intersection protocol for private
databases described in Section 4.

Subsequently, the mean of the patterns that lie within each d–range (i.e. the
mean value of the d–dimensional points) needs to be calculated. This operation
is straightforward as each site can compute the mean for its own coordinates
and no information exchange is required. Each site can then update the position
of the center of the d–range with respect to the specific coordinates, so as to
coincide with the previously computed mean. The process of moving the window
is iteratively applied as long as the number of patterns that lie in the d–range
is significantly increased as a result of this operation. The stopping criterion for
this operation is the user–defined variability threshold, θv, that corresponds to
the least change in the center of a d–range that renders the re-centering of the
d–range acceptable. In this setting, the stopping criterion must be satisfied for all
the sites in order to stop the movement process. Once movement is terminated,
the d–ranges are enlarged in order to enclose as many patterns as possible from
the cluster.

The enlargement process is executed in a similar manner with movement.
Since enlargement is considered at each dimension separately, each site can
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Fig. 2. Determination of points that are included in a d–range, over 2 sites
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perform the operation for the coordinate(s) (i.e. attributes) it holds. Once a site
has performed enlargement in a particular coordinate the new set intersection is
computed for the enlarged d–range. After the enlargement in one dimension is
performed, the window is re-centered, through the movement process described
above. Once movement terminates, the proportional increase in the number of
patterns included in the window is calculated. If this proportion does not exceed
the user–defined coverage threshold, θc, the enlargement and movement steps
are rejected and the position and size of the d–range are reverted to their prior
to enlargement values. Otherwise, the new size and position are accepted. If en-
largement is accepted for a dimension higher than one, the enlargement process
for that d–range is reconsidered for all the lower dimensions (as described in
Section 2). This process terminates if enlargement in any dimension does not re-
sult in a proportional increase in the number of patterns included in the window
beyond the threshold θc.

3.3 Merging of the Resulting d–Ranges

To perform the merging operation no information need to be communicated
among the sites. Since all the sites know the points that lie inside each window,
they can determine the possible overlapping of any two windows. For each pair of
overlapping d–ranges, each site can determine the proportion of common points
with respect to the total number of patterns included in each window. Comparing
this proportion with the threshold, θm, it is possible to determine whether the
corresponding d–ranges belong to the same cluster.

4 Security and Privacy Analysis

To meet the privacy conditions for the complete algorithmic scheme, i.e., private
databases and minimal necessary information sharing across them, it is sufficient
to satisfy these conditions during the computation of the set of objects that lie in
each d-range query. The computation of this set takes place in two stages. In the
first stage each site individually computes the set of objects that lie in a d-range
with respect to its attributes. The second stage involves the computation of the
intersection of all individually computed sets. The privacy of the first stage is
ensured as the computation is private to each site. Thus, only the privacy of the
set intersection needs to be investigated.

To perform such a privacy analysis we first need to establish a security
model. This is performed through the framework of secure multi–party com-
putation [7, 21]. In this contribution we assume the security model to be the
semi-honest [2, 7]. According to this model, the sites follow the protocol prop-
erly with the exception that they can retain a record of all their intermediate
computations and received messages, in an attempt to obtain additional informa-
tion if possible. Under this model, the proposed methodology considers several
multi-party set intersections using a secure protocol that involves homomorphic
encryptions and hashing [6].
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The problem of set intersection of private databases in a multi-party envi-
ronment is defined as follows. Assume that there are r parties, S1, . . . , Sr, with
corresponding lists of inputs V1, . . . , Vr from some domain. At the end all parties
learn which specific inputs are shared among all databases, without obtaining
any additional information. The correspondence to our case is direct.

Considerable effort has been devoted to the development of protocols that ad-
dress the problem of finding the intersection of two lists while revealing only the
intersection. In [12] two solutions to this problem are presented. The first solution
requires the oblivious evaluation of n polynomials of degree n, while the second
solution requires the evaluation of n2 linear polynomials, where n denotes the
cardinality of the databases. In [2], the problem of two set intersection, intersec-
tion size, equijoin and equijoin size are studied using commutative encryptions
and hash functions, and secure protocols with low computation and communica-
tion costs are provided. In our contribution, we adapt the multi-party protocol
introduced in [6]. This protocol involves homomorphic encryption schemes and
oblivious polynomial evaluation, it considers a leader party and r− 1 client par-
ties and is briefly described in the following steps. Without loss of generality, it
is assumed that each list contains lc inputs. For more details refer to [6].

1. A client party Si, for 1 � i � r − 1, generates a polynomial Qi of degree lc
whose roots are its inputs, and uses its own public key to homomorphically
encrypt the polynomial coefficients. Si also chooses lc sets of r − 1 random
numbers, {si

j,1, . . . , s
i
j,r−1}lc

j=1, which can be viewed as a matrix with lc rows
and r − 1 columns. This matrix is chosen such that the XOR of each row
sums to zero. For each column l (1 � l � lc), the client party encrypts the
corresponding shares using the public key of client Sl. Then, it sends all
encrypted elements to a public bulletin board (or just to the leader party
who acts in such a capacity).

2. For each data item y in his list, the leader Sr prepares (r−1) random shares
σy,l, one for each column of the matrix, where

⊕r−1
l=1 σy,l = y. Then, for each

of the lc elements of the matrix column representing client Sl, he computes
the encryption of (rny,l ·Ql(y)+σy,l) using Sl’s public key and a new random
number rny,l. Thus, the leader generates lc tuples of r − 1 elements each.
Then, he permutes randomly the order of the tuples and sends the resulting
data.

3. Each client Sl decrypts the r entries which are encrypted with its public key,
i.e., the lth column generated by Sr, which has lc items, and the (r − 1) lth
columns generated by the clients (also of lc items). Then, Sl computes the
XOR of each row in the resulting matrix, (

⊕r−1
i=1 s

i
j,l)⊕ σj,l, and sends these

lc results.
4. Each site Si checks if the XOR of the (r − 1) published results for each row

is equal to the value y of its input. If this holds, then
⊕r−1

l=1

(
(
⊕r−1

i=1 s
i
j,l) ⊕

σj,l

)
= y, and y is concluded to be in the list intersection.

The prescribed multi-party set intersection protocol is proved to be correct
at evaluating the set intersection and secure with respect to all parties’ privacy
for the semi-honest model case [6].
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Regarding the security control of the multiple queries, the semi-honest model
on which the above security analysis is based allows the sites to keep a record of
all their intermediate computations and received messages, to infer some previ-
ously unknown, confidential data about a given entity. Such threats may result in
exact, or partial information disclosure [1]. A survey of methods that have been
proposed to address the problem of security control for the multiple queries was
published [1]. Evaluation criteria of such approaches include security, robustness,
suitability and cost. For a more recent survey of such techniques see [4].

5 Complexity Issues

The computational complexity of the algorithm depends on the computational
complexity of the range searches. To make this step efficient techniques from
Computational Geometry can be employed [14]. All these techniques have in
common the existence of a preprocessing stage at which they construct a data
structure for the patterns. This data structure allows them to answer range
queries in sub-linear time with respect to the size of the database. In this case,
however, we must also consider the complexity of the multi-party set intersec-
tion protocol. The communication overhead of this protocol is O(rlc), where r
represents the number of sites involved and lc is the maximum size of each ob-
ject set. The computation overhead comes up to O(rl2c ) which can be reduced
to O

(
r(lc + lc ln ln lc)

)
, through hash-to-bins method described in [6].

6 Discussion and Concluding Remarks

In this paper we present an algorithmic scheme that enables the application of
the k-windows algorithm [20] on vertically partitioned data, with privacy. In
this setting, the dataset is distributed over a number of sites and each site has
information for all the entities, but only for a specific subset of the attributes
of each entity. The goal is to cluster the known set of entities without revealing
any of the values on which the clustering is based on. The work by Vaidya
and Clifton [19] is directly comparable to the proposed setting. In [19] results
from secure multi-party computation are employed in order to develop a privacy
preserving k-means clustering algorithm. This approach ensures privacy, but
imposes a high communication cost of O(nrk), where r represents the number of
sites involved, and n the total number of points. The advantages of the proposed
approach reside in the clustering procedure per se, as well as, in the privacy
preservation. Regarding clustering the k–windows algorithm has the ability to
approximate the number of clusters present in a dataset [15, 16], provides high
quality results, and has a low algorithmic complexity. With respect to the privacy
issues, all privacy conditions are met through the adapted protocols for the
semi-honest model. This work can be extended in order to be applicable to
heterogeneous database models, as well as, to the case of horizontally partitioned
datasets.
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Abstract. Existing research expenses management task consists of budget 
planning, budget draw-up, and exact settlement of budget. Therefore integrated 
management is needed keenly for certain security, efficient operation and clear 
execution of research expenses. To reflect these needs, Research Expenses 
Integrated Management(REIM) has been offered for the application used on 
mobile by reusing an business application module has been developed in REIM 
development process. Mobile collaboration component which supports a 
specialized collaboration process to be adapted for the peculiarities of a mobile 
machine also has been developed. As a result, it can offer various supportive 
information for decision making for the establishment of research management 
policy by reflecting user’s requirement in real-time. It can also provide accuracy 
and prevention of errors to each operation since it can grasp the process of each 
operation without time and space hindrance through mobile collaboration. 

1   Introduction 

Competition for information among enterprises is accelerated gradually due to 
surprising development of network, client/server environment and software technique. 
Correctness and speediness are needed for the process of data for management of 
enterprises with this change of the market therefore data warehouse has been 
developed. The basic of this paper is the need for a system to support decisions 
regarding research expenses. Research Expenses Integrated Management(REIM) in an 
enterprise environment has been developed based on need, and to reflect users’ 
requirements to support decisions regarding research expenses, and to promote the 
efficiency of the budget for research expenses [1, 2]. 

The REIM development process of the J2ME based is based on the data of an 
information system of research expenses to supply various decision support information 
which is needed to establish a budget policy for research expenses. The essential parts of 
this paper are information retrieval agent and information integration agent [3]. 

Information retrieval agent finds information for users and information integration 
agent extracts, transports, transforms and loads data collected by information retrieval 
agent. Database of an operation system which is managed independently from planning 
phase of research expenses to exact calculation of the budget including compilation of 
the budget and operation of the budget is optimized by using the 2 agents. As a result, it 
can offer various supportive information for decision making for the establishment of 
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research management policy by reflecting user’s requirement in real-time. It can also 
provide accuracy and prevention of errors to each operation since it can grasp the 
process of each operation without time and space hindrance through mobile 
collaboration. 

This paper is organized as follows : Section 2 of this paper is on the study of existing 
development process and its problems. Section 3 is on UML based development 
process of the REIM to solve the problems of the existing development process. 
Section 4 is on the operation process, the operation result and the operation valuation of 
UML based mobile integrated management system. Section 5 is about conclusion and 
future works. 

2   Related Works 

Features and differences of development process of a system which has developed data 
management system will be discussed in this section [4, 5]. 

2.1   Inmon Data Management System Process 

Inmon data management system process is shown in Figure 1. A incremental and 
iterative development cycle is essential for development process [4, 5]. It collects data 
from the host computer which is an operating system at one place and integrates. It 
extracts, transforms, summarizers and uses the necessary data. 

 

Fig. 1. Inmon data management system process 

The development process, shown at Figure 1 is a way of classical development cycle 
which uses. If a system is developed by using the development process, some parts are 
overlapped in the development step and causes a problem of a need to go back to the 
previous step. 

2.2   IBM Data Management System Process 

IBM data management system process designs infra of technology, and dynamic 
solution to integrate transaction information through standard feed, and interface 
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Figure 2. It gives agents the ability to supply advice quickly, and more efficiently to 
customers, and maintain a close relationship with them [4, 5]. 

Fig. 2. IBM data management system process 

Customer information can be accessed anytime and anywhere through Informix by 
the development process. As a result, it supplies a better customer service, and reduces 
time need to make a report largely so it promotes total efficiency. 

3   Design of U-Integrated Management System Process 

U-integrated management system process in an enterprise environment which is 
suggested in this paper is incremental and iterative, and it is the biggest feature of UML 
[6, 7]. It is completed not by one development cycle but by several development cycles 
Figure 3. Thus the component is getting extended by adding new functions to each 
development cycle, and the each development cycle repeats. As a result, component 
begins to develop. 

3.1   Planning and Analysis Phase 

Planning & analysis phase should be free from any technical and implemental matters. 
This phase provides knowledge regarding the problem domain, and defines problems 
which are needed to be solved. 

3.1.1   Planning Establishment and Range Settlement 
The Process planning of a project and settlement of development range are performed. 
In other words, problems which should be solved, and things which should be done by 
the system are confirmed in this task. 
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Fig. 3. Design of U-integrated management system process 

3.1.2   Compilation of the Budget DB Analysis and Exact Calculation of the 
Budget DB Analysis  

Requirement is analyzed clearly, and data elements are identified in the task of 
compilation of the budget DB analysis Figure 4. 

Fig. 4. Compilation of the budget class diagram 
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Class diagram consists of 6 classes : Res-client class, Res_sec01 class, Res_sec02 
class, Res_sec03 class, Res_sec04 class and Res_sec05 class Figure 4. Res_Client class 
needs id and pw of a person who is in charge of a research. Res_sec01 class has general 
information of the research with an order organization, operation period and 
information of research expenses. Res_sec02 class has information which classifies an 
order organization of a research subject. Res-sec03 class classifies if the research 
subject is new one or continued one. Res-sec04 class has information of a year and a 
day which the research is done. Res_sec05 class has information of which field the 
research belongs to. 

3.1.3   Integrated DB Modeling 
Integrated DB modeling task is a process to make a data model with budget related 
data. External data are input through extra modeling process. In other words, integrated 
DB modeling is made by integrating the result of compilation of the budget analysis 
DB, and exact calculation of the budget analysis DB Figure 5. Integrated data class 
diagram consists of ten classes : compilation of the budget class diagram, exact 
calculation of the budget class diagram, and eight other classes which are needed to 
perform the research subject. 

Fig. 5. Integrating of the budget class diagram 

3.1.4   Decision and Scrutiny of Data Warehouse Architecture 
A task to decide data warehouse architecture which is to be developed based on the 
result of compilation of the budget analysis DB, and exact calculation of the budget 
analysis DB is performed at decision and scrutiny of data warehouse architecture task. 



 Process Development Methodology for U-Integrated Management System 649 

Integrated class diagram in step, integrated class diagram of compilation of the budget, 
and integrated class diagram of exact calculation of the budget are derived to decide 
data warehouse architecture. Three integrated class diagrams are designed to proceed 
complicated query to satisfy users' various requirement. Compare and analyze 
compilation of the budget, and exact calculation of the budget, and integrate the result 
in the center of the subject which is to be analyzed at decision support system to extract 
necessary data for decision at integrated class diagram in step Figure 6. 

Fig. 6. Integrated class diagram in step 

3.1.5   Interrelation Analysis Between Type Classification and Function 
A subject is determined for change analysis and prediction analysis of budget 
management of an information system, and define related data to perform suitable 
analysis task for the object, and the feature at the task of interrelation analysis between 
type classification and function. 

3.2   Design Phase 

Design phase consists of four tasks, and they are performed repeatedly. It is technical 
extension, and adoption phase of the result of planning & analysis. 

3.2.1   Component Structure and Package Design 
Describe clearly component interface of components which are identified at 
compilation of the budget DB analysis, and exact calculation of the budget DB analysis 
based on integrated modeling defined at previous tasks and design each component. 
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3.2.2   Code Optimization 
The operation is performed with the best instruction code in the given environment to 
process the operation more quickly by using storage location which has less final 
execute program at code optimization task. 

3.2.3   Information Integrated Design 
Extraction, transportation, transformation and loading of data are performed by 
information integrated agent at in-formation integrated design task [3]. Data are 
extracted in an operating system, and send them to data warehouse. Data refine task 
uses ODS(Operational Data Store) which is the middle step store place on the way to 
the fact table. ODS which has source data makes transformation, and refine task of data 
easy. As a result, users' requirement change is corresponded quickly, and when there is 
a problem at the fact table it is recovered quickly. 

Data of an existing file are loaded to a temporary table of data warehouse server 
and data inspection is performed logically at information integrated design phase. 
When error is removed transform, refine and load the data of the temporary table  
to a table of integrated data warehouse. The task temporary attribute table is 
transformed, and generated to load data to MDM(Multi-Dimensional Metadata) of 
oracle express.  

3.2.4   Design of a Storage for Operating Data 
Architecture of a storage for operating data is de-signed through the result of 
interrelation analysis between type classification, and function and integrated DB 
modeling at design a storage for operating data task. 

3.3   Implementation and Test Phase 

Implementation & test phase consists of three tasks, and the three tasks are performed 
repeatedly. Data are extracted, transported, transformed and loaded by information 
integrated agent at implementation & test phase. It let users access directly to the 
storage and analyze information with multi-dimension query to perform implement- 
tation & test. Final decision on design is made and coding to transform diagram, and 
specification to programming language construction is performed at implementation 
phase. Implementation phase is followed by test phase. The purpose of test phase is to 
find errors which exist at the code. 

3.3.1   Integrated Management System Development 
Data is extracted and transformed from operating database at integrated management 
data warehouse development task, and stored at the middle step storage, ODS on the 
way to the fact table of data warehouse. It is structured to meet users' requirement and 
change of the fact table. 

The model of REIM data warehouse in an enterprise environment which is 
suggested in this paper uses existing data which are data of planning of the budget DB, 
compilation of the budget DB, and exact calculation of the budget DB by information   
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retrieval agent Figure 7. Information retrieval agent uses retrieval engine and finds 
information which an user wants. Data extraction, data transportation, data 
transformation and data loading are stored at ODS of integrated database by 
information integration agent. Data are extracted and stored at data mart of a structure 
which is suitable for the feature of the task, and analysis task, tendency analysis, and 
prediction task are performed using OLAP(On-Line Analytical Processing) technique, 
and data mining technique. Information integration agent let users access, and inspect 
essential information source, and get rid of unnecessary data for users. 

Fig. 7. Design of data warehouse model 

3.3.2   Meta Data Repository Development 
Users access a repository which stores mass data directly, and meta repository which 
analyzes, and searches information interactively through multi-dimension query is 
developed at meta data repository development task. 

3.3.3   Gear Module Implementation of Operation Data 
Gear module is implemented by multi data mining technique which is suitable for the 
goal, and the feature at gear module implementation of operating data task. 
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4   Implementation of U-Integrated Management System Process 

This section is on performance process and performance result of U-integrated 
management system process [1, 2]. 

4.1   Phase Performance Process of U-Integrated Management System Expressed 
by UML 

Use case diagram can be derived with a collection of requirement specification of 
integrated management system, and extraction of common function. A series of classes, 
interface, cooperation, dependency among them, generalization and association 
relationship are shown at a class diagram of integrated management system Figure 8. 

Fig. 8. Class diagram of integrated management system 

4.2   Performance Result of U-Integrated Management System 

J2ME based mobile business application has been developed to perform UML based 
mobile integrated management system development process on mobile by using 
window environment such as window 98/2000/XP/NT [3]. Module and application 
have been developed in window CE environment which is adopted widely on PDA. 
They are performed in JAVA language to adopt easily on the various platforms of 
mobile terminal Figure 9. 
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Fig. 9. Performance result of U-integrated management system 

4.3   Assessment of U-Integrated Management System Process 

The result of comparison between legacy development process, and mobile integrated 
management system development process of the J2ME based mobile business 
application is shown at Table 1. 

Table 1. Comparison of development process 

    Process 
  

Contents 

Immon 
Development 

Process 

IBM 
Development 

Process 

REIM 
Development 

Process 

Construction 
Contents 

Construction 
Construction + 

Operation 
Construction + 

Operation 

Construction 
Danger 

High Low Low 

Use of Tools Dependent Dependent Independent 

Feedback No Yes No 

5   Conclusion 

In this paper is about J2ME based system which has been developed to administrate a 
study efficiently by applying the existing web application to mobile collaboration 
business application. As a result the systems which were performed for different 
purposes are integrated to reduce total performance expenses and let the users join the 
decision making in real-time. It also makes the operation process of research expenses 
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clear to support information exchange, plan establishment and analysis work efficiently. 
The future works are that communications and collaboration should be designed to 
have application for various environments and visual communication module should be 
introduced and used. 
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Abstract. In this paper, we present the architecture of agent that supports 
integrated management for firewalls and implemented the prototype of the 
A-ISMSF(Agent-based Integrated Security  Management System for Firewalls). 
The agent is a component of A-ISMSF consists of web client, integration engine 
and agents. The design of agent focuses on the scalability to newly introduces or 
expanded firewall structure so that minimal changes are needed to manage 
another firewall. An agent initiates with SNMP security MIB, monitors the status 
of a firewall, and executes control requests from integration engine. 

Keywords: Agent, SNMP, Integrated Security Management, Secure MIB, 
Firewall. 

1   Introduction 

Network management issues include performance management, fault management, 
accounting management, configuration management and security management[4, 5]. 
Even though they are equally important, security management is getting more attention 
because the recent network community has experienced critical attacks and intrusions. 
Further, attempts by internal or external crackers who could destroy the network or 
system are increasing and the consequences are becoming more serious. In fact, the risk 
of disclosure or misuse of the important information is too risky take for some areas 
such as national security, personnel, and enterprise's information. In order to protect 
information and computing resources, various security products such as firewalls and 
intrusion detection systems (IDS) have been developed[1-3]. However, managing the 
security systems - particularly various kinds of systems - is not an easy task. Also, users 
ask for easy and transparent facilities to monitor and control various kinds of security 
products. Thus, integrated security management for security products has become more 
important. Over the years, a master-agent paradigm has been accepted as a promising 
approach for integrated security management. In general, it consists of three 
components - clients, manager, and agent systems[8]. We have worked on developing 
the agent-based integrated security management system for managing heterogeneous 
firewalls(A-ISMSF)[7] to monitor and control various kinds of firewall systems. In this 
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paper, we present a brief overview of integrated security management architecture and 
detailed design of firewall agents. The agents perform the control requests from 
security manager and maintain firewall MIB, and reports monitored status of firewall. 
Our research focuses on firewalls.  

2   Backgrounds 

2.1   A-ISMSF Architecture and Operations 

We have been developed the agent-based integrated security management system for 
firewalls, called the A-ISMSF that has an integrated management facility to manage 
various firewalls such as the SecureShield, the TIS-FWTK, and the ipfwadm. It is 
consists of three separable parts - client, integration engine, and agent. Figure 1 
describes the conceptual architecture of the A-ISMSF. 

 

Fig. 1. Conceptual architecture of the A-ISMSF 

The client displays conceptual management view of security services to security 
managers and sends monitoring or control requests to engine using TCP/IP. To interact 
with user via web browser, the client is implemented using JAVA language. The 
architecture of A-ISMSF is designed for scalability to support various types of firewalls 
as well as to accommodate large scaled network environments. It is also expandable for 
other security products than firewalls such as intrusion detection system (IDS), network 
virus scanning program (Ex, VirusWall), and other security products The engine 
receives and processes requests from clients, and stores status information of security 
products from agents. It also generates the SNMP messages and dispatches them to the 
appropriate agents. This process includes spatial and functional assignment of clients 
request to agents. Spatial assignment selects a security product in an appropriate region 
while functional assignment selects a kind of security products to perform the request. 
These assignments process ultimately construct messages that are delivered to agents. 
The engine also consists of the internal database with five components - the 
authentication database of users and clients, agent information database, request 
mapping database, policy database, and the A-ISMSF MIB database. The agents collect 
data from security products and directly control upon the requests from the engine. 
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They also provide engine with the A-ISMSF’ MIB. The detailed architecture and 
functions of agent are explained in the following sections. For the interface between 
agents and engine, the standard network management protocol, SNMP is used and the 
transmission of control requests, monitored data, and SNMP security MIB data are 
secured via tunneled communication between agents and engine. Engine-agent 
interface (EAI) supports data encryption standard (DES) which is one of the 
cryptographic algorithms recommended in SNMP v3. 

2.2   Controlling Methods for Each Firewalls 

The methods of configuring firewalls are various and different from each other. For 
example, policy and other additional configuration change is achieved by console 
command with appropriate arguments in SecureShield. It includes the embedded HTTP 
server dedicated to manage configuration web pages and CGI for configuring policies. 
The console command ssfadm is to configure not only the policy but also the various 
configuration of SecureShield - VPN, NAT, and others[13]. In practice, since the 
overhead for the agent to communicate with the embedded HTTP server is 
considerable, the SecureShield agent exploits the console command to reduce 
overhead. The ipfwadm also supports its own console command for configuration[14]. 
Therefore, the ipfwadm agent is able to control ipfwadm in the same manner. If a 
firewall uses console command to configure, the required functionality of agent is the 
ability to call an external process with arguments for the console command. Figure 2. 
Describe different configuration methods and required agent functionalities for each 
firewalls. 

 

Fig. 2. Controlling methods and required agent functionalities for each firewalls 

The agent of SecureShield or ipfwadm has this functionality. The TIS-FWTK has 
separated application gateways for the security services. For example, tn-gw denotes 
telnet gateway, ftp-gw denotes the FTP gateway, and so on. The separated application 
gateways share a common policy configuration file named netperm-table. The only way 
to configure policies in TIS FWTK is to modify the policy configuration file. Each line 
in the policy configuration file starts a specific keyword which is the name of each 
application gateway followed by a colon (:) [12]. For example, if the line starts with 
tn-gw: , it specifies the policy for telnet application gateway. In the same manner, we can 
configure policy for other application gateways. If a firewall application has the policy 
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configuration file, the agent for the firewall must have the ability to update the file as 
well as signal to the firewall. That is, the required functionality of agent is file I/O 
capability. In TIS FWTK, the agent writes policy to netperm-table file. Fortunately, TIS 
FWTK recognizes the modification to the file and immediately applies new policy. This 
distinction of the firewall control facilities makes the agents different from other types. 

3   Design of the Agent Module for the A-ISMSF 

3.1   Two Submodules of MSAF 

This section describes the structure of our modularized security agent for firewalls 
(MSAF). As shown in Figure 3, the agent has two folds - distinct module to focus on its 
own control facility, and common module identical to all agents. They are application 
dependent module(ADM) and integrated common module (ICM). The whole external 
interface of MSAF(modularized security agent for firewalls) is also composed of two 
parts. 

 

Fig. 3. Conceptual design of MSAF 

3.1.1   Integrated Common Module (ICM) 
The major functionality of the integrated common module(ICM) is to provide the same 
control interface to A-ISMSF engine regardless of the types of firewall application that 
MSAF manages. When the agent is initiated, the A-ISMSF engine is aware of the MIB 
structure over receiving MIB content. Then upon the arrival of a request from engine 
for setting or retrieving specific MIB variables, the control operation associated with 
the request is activated in the firewall application. The architectural design and 
functions of ICM are identical to all other MSAFs. Therefore, from the view point of 
A-ISMSF engine, the procedures and arguments for communicating with MSAF are 
identical except the address of MASF. An additional function of ICM is to manage 
MIB since the facilities to maintain the MIB are not different among agents. 

3.1.2   Application Dependent Module (ADM) 
Application dependent module has the function of direct control over individual 
firewall application. It executes application-dependent operations. Note that different 
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firewalls from different vendors have specific ways of controlling their security 
products. As we have seen in the previous page, SecureShield (using console 
command) and TIS FWTK (modifying netperm-table) have different ways of applying 
the changes. Thus, ADM is implemented differently in terms of the methods for 
enforcing policies in each application. All other low-level components of MSAF are 
hidden to others.  

3.2   Detailed Agent Architecture 

As shown in Figure 4, MSAF is divided into several sub-modules to increase 
flexibility, portability and scalability as well as for effective maintenance. Each module 
in MSAF has its own functionality and communicates each other using function calls. 
The descriptions of the internal modules are following. 

 

Fig. 4. Detailed architecture of MSAF 

• SNMP Communication module: SNMP Communication module is responsible for 
communication with A-ISMSF. The major function is to provide the same SNMP 
communication interface to the external entity which is the manager. In fact, 
interface with any external entity is viewed as the above model. 

• Message interpreter: Message interpreter analyzes received SNMP message, extracts 
data from the fields of the message, and passes the necessary information to Message 
authenticator which is described below. If any error occurs while analyzing the 
message fields, it sends a 'message error' message to the Trap generator. 

• Message authenticator: Message authenticator executes the authentication process 
and integration check against received SNMP messages. If authentication fails, 
message authenticator sends an 'authentication fail' message to the Trap generator. 

• MIB variable verifier: MIB variable verifier checks if the received SNMP message 
contains valid MIB variables. Should it detect invalid MIB variables, variable 
verification error message is sent to the Trap generator under variable names. 

• Application control module: Application control module executes direct control 
operations over application. Should it successfully receive the control result, it sends 
the result to the MIB manager with additional data. Otherwise, it figures out the 
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possible reason, and passes it to Trap generator with an application control failed 
message and the reason. 

• Trap generator: Trap generator processes all incoming error messages generated by 
other modules, and generates SNMP trap message. At the same time, it sends an error 
log message to the Log manager to write into log files. 

• MIB manager: MIB manager has the responsibility of managing MIB, and processes 
requests from each module. It especially, manages two conceptually separated MIBs; 
Common MIB and Application dependent MIB. Note that they are in the physically 
same MIB 

• Log manager: Log manager records all events generated by other modules and 
manages firewall application logs. 

3.3   Message Processing in the Agent 

We divide the message processing in MSAF into two major processes. One is the 
processing control request which modifies the application policy (i.e. SNMP 
set-request message). The other is the processing simple retrieval request to get firewall 
applications information (i e. SNMP get-request or get-bulk-request message). The 
operating process of the MSAF messages as shown in Figure 5. 

 

Fig. 5. Message processing in MSAF 

First, the SNMP Communication module receives a SNMP message, and it delivers 
the message to Message interpreter. The message interpreter analyzes the message, 
divides it into each SNMP message field, and determines the request type. The 
information needed for authentication is sent to the Message authenticator. If the 
authentication is succeeded, MIB variables included in the received SNMP message are 
passed to the MIB variable verifier. If the MIB variables are decided to be valid and the 
message type is set-request message, then the analyzed message is sent to the 
Application control module. The Application control module executes modification of 
policy with information from a message and returns the result of control over 
application. If the execution result is successful, it sends an 'application control success' 
message to the MIB manager to set the MIB variables with the requested values. 



 A Study on Agent-Based Integrated Security Management System 661 

Otherwise, an application control failed message is sent to the Trap generator with error 
information, and the Trap generator constructs the SNMP trap message to A-ISMSF 
engine. To guarantee integrity of MIB variables related to policy, MSAF updates MIB 
variable after receiving the result of policy applying. If an error occurs while applying 
policy, the application control module must not send the request for modifying MIB 
variables. When it is necessary to recover the policy such as firewall restart, the 
Application control module will reapply policy with MIB values. The last step of the 
processing is that the get-response message is sent to A-ISMSF engine to report that the 
requested operation is complete. 

4   Prototype and MIB of A-ISMSF 

4.1   The OID Tree for A-ISMSF 

The management operation using SNMP is accomplished by retrieving or modifying 
management information. In terms of SNMP, each management information is named 
an object or object type, and an identifier for each objects is called an object identifier 
(OID) [4--5]. The model of management information, the allowed data types, and the 
rules of specifying classes of management information are specified in the SMI v2 
(RFC1902). In this document, OIDs are structured in the form of a tree; the OID tree. 
The OID tree for the A-ISMSF is described in Figure 6. 

root

iso(1)ccitt(0) joint-iso-ccitt(2)

org(3)

dod(6)

internet(1)

experimental(3)mgmt(2) private(4)

mib(1) enterprise(1)

firewallMIB(0)

accessControlAppMIB(0)

secureshield(0) ipfwadm(0) tisfwtk(0)

secureshiedMIB(1) ipfwadmMIB(2) tisfwtkMIB(3)

accessControlApp(0)

WISMS(1999)

nidsMIB

OID subtree for common MIB OID subtree for application-dependent MIB  

Fig. 6. OID tree for A-ISMSF 

We defined the MIB objects of A-ISMSF are temporarily defined under enterprise(4) 
node of OID tree currently. A-ISMSF is originally the part of the web-based integrated 
security management system. Therefore, the current MIB for firewall application 
management, the firewallMIB(0), is defined under the OID named A-ISMSF(1999). We 
will plan to define additional MIB for A-ISMSF that will manages various network 
security applications over widely spread network. For example, nidsMIB is reserved for 
managing network-based intrusion detection system (NIDS).  

As we described, the firewallMIB(0) is divided into two major parts; Common MIB 
and Application dependent MIB. The Common MIB named accessControlAppMIB(0) 
is common to all MSAF and defined under the node firewallMIB(0). It generalizes the 



662 D.-Y. Lee, H.-J. Lim, and T.M. Chung 

common functions and information from heterogeneous firewall applications by testing 
firewall systems in our test environment that is composed of independent small LANs. 
The OIDs of application dependent MIB are also defined under the firewallMIB(0), 
and they are named after the name of each firewall applications. They are used for 
managing functions and information dependent on each application.  

4.2   Overview of Common MIB 

We classified our common MIB into four different parts and the common MIB of 
A-ISMSF is depicted in Figure 7.  

• Application information MIB 
Application information MIB objects are used to store static and dynamic information 
about firewall applications. It contains as depicted the objects in the above slide the 
name of application, application type, application version, the date application 
installed, the time application installed, and etc. With these MIB variables, we can view 
various information about firewall application, check the integrity of application, and 
monitor its current status. 
• Access control policy table 
Access control policy table is the most significant MIB objects of MSAF. It consists of 
the policy information of application the agent manages. As a consequence, It is 
identical to the policy table of applications for each applications. Generally, each 
firewall applications is various with regard to the methods of managing its policy, but it 
has the similar characteristics in the consideration of the policy. It is that policy, permit 
or deny, is decided based on source address, destination address, source port, 
destination port, protocol, and etc. Access control policy table manages these common 
factors of policy. 
• Current session table 
Current session table stores the current network session information of the firewall 
application. We can monitor network session, detect misconfigured policy, and find out 
the bottleneck of network traffic caused by concentrated service requests through this 
MIB object. With session information from this table, we can plan further network 
topology to distribute service requests. When the manager detects the suspicious 
session information, he should add new policy or install new firewall system. 

accessControlApp

accessControlAppName

accessControlAppType

accessControlAppVersion

accessControlAppPolicyTable accessContro lAppCurrentSessionTable

accessContro lAppTrap

accessControlAppPolicyEntry accessControlAppCurrentSessionEntry

• • •

• • •

• • •

accessControlAppInsta lledDate

accessControlAppInsta lledTim e

accessControlAppCurrentS ta tus

accessControlAppProccessNum ber

accessControlAppChecksum

accessControlAppStartD ate

accessControlAppStartT ime

accessControlAppInsta lledLocation

Application in form ation MIB objects

Four parts of com m on M IB
Application  information M IB objects
Po licy table  (accessControlAppPolicyTab le)
Session table (accessContro lCurrentSess ionTable)
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Fig. 7. Common MIB for A-ISMSF 
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• Traps 
Traps are used to notify errors or special events to manager. For example, such special 
events are application starts working, stop working, status transition of application, the 
lack of log storage space, administrator logon, the modification of application 
configuration, it is not a policy, and so forth. 

4.3   Prototype of the A-ISMSF 

We developed the prototype of the web-based A-ISMSF - the agent-based integrated 
security management system for managing heterogeneous firewalls to monitor and 
control various kinds of firewalls through web environments. The management view 
consists of three parts – topology view, the explainable view of managed firewall and 
policy table view. The topology view shows the network topology of managed 
firewalls and the explainable provide the information of the managed firewall to 
manager. And, the policy table part supports the function to establish the security 
policy for managed firewall. Figure 8 describes the management view of the A-ISMSF.  

 

Fig. 8. Management View of the A-ISMSF 

5   Conclusion and Future Works 

In this paper, we proposed the structure of agent-based integrated security management 
system for firewalls. It manages the firewalls and designed MSAF - an agent of 
A-ISMSF. The architecture of MSAF is designed to be scalable to support various types 
of firewalls as well as to accommodate large scaled network environments. We analyzed 
the functions of heterogeneous firewalls with our experimental environment. And then, 
we defined Common MIB and application dependent MIB separately in order to manage 
an efficient integrated security management system. And also, client-engine Interface 
(CEI) and engine-agent Interface (EAI) exchange messages using HTTP and SNMP. 
Each interface is guaranteed secure message s transmission. Finally, we will extend 
A-ISMS which supporting security systems such as IDS, VPN, and other security 
systems and resolve the policy conflict problems for managed objects. 
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Abstract. This paper proposes a GA and GDM-based method for removing the 
unnecessary rules and generating the relevant rules from the fuzzy rules 
corresponding to several fuzzy partitions. The aim of the proposed method is to 
find a minimum set of fuzzy rules that can correctly classify all the training 
patterns. This is achieved by formulating and solving a combinatorial 
optimization problem that has two objectives: to maximize the number of 
correctly classified patterns and to minimize the number of fuzzy rules. The 
fuzzy inference is structured by a set of simple fuzzy rules. In each rule, the 
antecedent part is made up of the membership functions of a fuzzy set, and  
the consequent part is made up of a real number. The membership functions  
and the number of fuzzy inference rules are tuned by means of the GA, while 
the real numbers in the consequent parts of the rules are tuned by means of  
the gradient descent method.  In order to prove the effectiveness of the proposed 
method, computer simulation results are shown.  

1   Introduction 

Many applications of fuzzy reasoning to construct advanced controllers have been 
reported. Most of these controllers are constituted of a fuzzy model described in the 
IF-THEN type rules derived from the qualitative knowledge and the experimental 
know-how of experts or experienced operators. The study of information processing 
systems based on fuzzy rules has been mainly applied to control problems [1, 2]. The 
fuzzy rules used in most fuzzy control systems are generally derived from human 
expert’s experience in using of linguistic information.  A high non-linear system has 
undergone many trials and errors and several experiments to acquire proper fuzzy 
rules. It can provide fuzzy rules by using the numerical information of I/O data, the 
study of learning, and the study of the neural network and clustering [3, 4]. For 
classification problems, the automated generation method of fuzzy rules has been 
proposed by Ishibuchi et al [5, 6]. The generation of fuzzy rules from numerical data 
for pattern in classification problems consists of two phases: the fuzzy partition of a 
pattern space into fuzzy subspaces and the determination of a fuzzy rule for each 
fuzzy subspace. The pattern spaces are divided by a fuzzy grid, and the fuzzy rules are 
generated in the fuzzy spaces. The performance of a fuzzy classification system based 
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on fuzzy rules depends on the choice of the fuzzy partitions. If the partition is too 
coarse, the performance may be low (many patterns may be unclassified). On the 
other hand, if the fuzzy partition is too fine, many of the fuzzy rules needed may not 
be generated, because of the lack of training patterns in the corresponding fuzzy 
subspaces. Therefore the choice of the fuzzy partition is a very important stage. For 
example, consider the two-class classification problem shown in Fig. 2 where closed 
circles and open circles denote the patterns in class 1 and class 2, respectively. 
Because the choice of an appropriate fuzzy partitioning based on a simple fuzzy grid 
is made more complicated by the difficulty of finding simple fuzzy grid, the concept 
of distributed fuzzy rules has been proposed in [4,5,8,9,10], where all the fuzzy rules 
corresponding to several fuzzy partitions were simultaneously employed in a fuzzy 
classification system. The main drawback to this approach is that the number of fuzzy 
rules is enormous. If unnecessarily distributed fuzzy rules are removed, and only 
relevant fuzzy rules are selected, the performance of the selected rule set may become 
high with a fewer fuzzy rules. This paper proposes a GA [7, 14] and GDM-based [13] 
method for removing the unnecessary rules and generating the relevant rules from the 
fuzzy rules corresponding to several fuzzy partitions. The aim of the proposed method 
is to find a minimum set of fuzzy rules that can correctly classify all the training 
patterns. This can be achieved by formulating and solving a combinatorial 
optimization problem that has two objectives: to maximize the number of correctly 
classified patterns, and to minimize the number of fuzzy rules. A fine fuzzy division 
can be chosen for a fuzzy classification system with good values. For this, a large 
number of fuzzy divisions are performed. This method solves the problem of 
generating a fine fuzzy division but degrades the system efficiency on account of 
using many of fuzzy rules in inference. In the proposed method, the fuzzy rules 
corresponding to various fuzzy partitions are simultaneously utilized in the fuzzy 
inference process. Fuzzy rules are generated from an area with the highest inference 
errors among those areas which are divided by two membership functions of 
neighboring antecedent part. The fuzzy inference is structured by a set of simple 
fuzzy rules. In each rule, the antecedent part is made up of the membership functions 
of a fuzzy set, and the consequent part is made up of a real number. The membership 
functions and number of fuzzy inference rules are tuned by means of the GA, while 
the real numbers in the consequent parts of the rules are tuned by means of the 
gradient descent method. GA solves problems by using principles inspired by natural 
selection. That is, they maintain the populations of knowledge structures that 
represent candidate solutions and then let that population evolve over time through 
competition and controlled variation [8, 9, 10]. 

The rest of this paper is organized as follows. In chapter 2, fuzzy reasoning is 
described. The chapter 3 describes the selecting of fuzzy rules. In chapter 4, 
simulation results are given and discussed. Finally, the conclusion is presented in 
chapter 5.  

2   Fuzzy Reasoning 

This section explains the method used to control the real numbers in the consequent 
parts of the rules by using simple inference and the gradient descent method. When 
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the inputs are expressed as x1, x2,  …, xm, and the output is expressed as y, an 
inference rule used in simplified fuzzy reasoning can be expressed as [12] 

Rule i:  IF x1 is Ai1  … and  xm is  Aim   THEN  y  is  wi  (i=1,..., n) (1) 

where i is the rule number, Ai1, …, Aim are the membership functions of the antecedent 
part, and wi is a real number in the consequent part. The membership function Aij(xj) of 
the antecedent part is represented by an isosceles triangle as shown in Fig. 1. 

 

Fig. 1. Membership function of antecedent part 

The parameters determining the triangle are the center value aij and the width bij. 
The output of the fuzzy reasoning, y, can be derived from the equations shown below. 
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where i  is the membership value of the antecedent part. This was used as an entity 
(member of the population) in the genetic algorithms. A real number in the 
consequent part, wi,, is optimized by using the gradient descent method to provide a 
local fine tuning mechanism for the GA. 

The gradient descent method is used to seek for the vector Z that minimizes an 
objective function E(Z), where Z is a p-dimensional vector Z=(Z1, Z2, …, ZP) of the 
tuning parameters [11]. In this method, the vector that decreases the value of an 
objective function E(Z) is expressed as (-∂E/∂Z1,  -∂E/∂Z2, ..., -∂E/∂Z p ), and the 
learning rule is expressed by 

Zi(t+1) = Zi(t) –K * ∂E(Z)/ ∂Zi     ( i= 1, …, p). (5) 

where t is a number of iterations of learning, and K is a constant. By altering Z 
according to this learning rule, the value of the objective function E(Z) converges to a 
local minimum [13]. 
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In the present method, the inference rules are tuned so as to minimize the objective 
function E which is defined as 

E =  1/ 2 * (y –yp)2, (6) 

where yp  is the desirable output data (acquired from specialists). The objective 
function E represents the inference error between the desirable output, yp, and the 
output of fuzzy reasoning, y. 

The objective function E consists of the tuning parameter wi. From Eq. 5, the 
learning rule of simplified fuzzy reasoning is expressed by 

Wi(t+1) = wi – kw ·∂E/ ∂wi , (7) 

where the tuning parameter kw is constant. The learning rule of Eq.7 is to adaptively 
change the tuning parameters for a direction to minimize the objective function E. 
Thus, using the learning rule of Eq.7, the tuning parameter of inference rules is 
optimized to minimize the inference error between the desirable output of yp and the 
output of fuzzy reasoning of y. 

When repeatedly applying I/O data to the fuzzy rule, we can minimize the object 
function and acquire a global fitness solution without falling into the local minimum 
value.  

Conventional self-tuning methods need many experiments and trials and errors in 
order to search for optimal rules. This paper uses a GA and the GDM to acquire the 
optimal rules. 

3   Selecting of Fuzzy Rules 

This section explains a method of optimizing the membership function shape and the 
number of fuzzy inference rules using GAs. The real numbers of the consequent parts 
of the fuzzy rules are obtained through the use of the gradient descent method. GAs 
are an optimization technique based loosely on the principles of natural selection. 
GAs start with a set of encoded parameter strings and an evaluation of the parameter 
performance corresponding to each string. Then, through the operations of reproduc-
tion, crossover, and mutation, the GAs attempt to represent strings into a set. Mutation 
is added after crossover to expand the region of points that can possibly enter as 
members of the population. The GAs choose the string with the maximum fitness 
function E(sr). Each string is represented as a binary number. A set of string S, called 
the population, can be represented as 

sr   = L r1 ,  L r2,  L rg               (g = 1,…G), (8) 

S = { s1,  s2 , …, s R}. (9) 

3.1   Generation of Fuzzy Rules  

This paper considers the second group in the classification problem shown in Fig. 2. 
The figure shows examples of generated problem instances by the function of f(x) = 
1/4sin (2 x1) + x2 - 0.5. The pattern space [0,1] * [0,1] is divided into two classes 
according to the value of the following function f(x) =1/ 4sin(2 x1) + x2 - 0.5. If a 
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pattern has f(x) ≥ 0, then x belongs to G1. Otherwise, x belongs to G2, Closed circles 
and open circles in Fig.2 represent patterns belong to G1 and G2, respectively. As 
learning data, we divided the group numbers of M (G1, G2, ..., GM) and supposed the 
pattern number of M( xp=(xp1, xp2, ..., xpm), p=1, 2, ..., m). Then each dimension of 
2-dimensional pattern space consists of a fuzzy set of the number of k.  

 

 
 

Fig. 2. A classification problem Fig. 3. Examples of fuzzy rule generating 
regions 

[Generation method for fuzzy rules] 

[Step 1] Determination of generation of regions for the fuzzy rules. 
A rule is generated from the regions with the biggest inference error, after calculated in 
an each area partitioned by membership functions in neighboring two-antecedent part. 
Fig.3 shows an example for rule generation regions. The three-membership function in 
Fig. 3 is a fuzzy set with the input variables x1 and x2. So the nine rules in total 
specified by the notation of uncolored circles are set. Inference errors are computed 
and chosen from four areas that are made from R10 and R11 on x1 axis and R20 and R21 
on x2 axis. The region for rule generation is also selected for each input variable. 

[Step 2]  Generation of the Membership function of the antecedent part 
Inference errors are selected from the region having highest error for rule generation. 
The region for rule generation might be selected for each input variables. A 
membership function is generated by dividing the region determined by (step 1) into 
two equal regions by its center value aij. And then, the membership function number 
is renumbered in an order of its smallest number. Figure 4 shows an example of the 
generation of the membership function in the region R10 shown in Fig. 2. In the case, 
three rules specified by a notation • are newly generated. 

 

Fig. 4. Example of the generated Rules 



670 Y. Kang et al. 

[Step 3] Generation of the Real numbers of the consequent part 
Generation is achieved by means of the gradient descent method of eq. 7. The 
membership functions of an antecedent part are represented in Fig. 5. 

 

Fig. 5. String representation of membership functions 

The binary representations of the membership function consist of strings of “1,” 
and “0”. A center value appears as “1”, and other appear as “0”. The optimal 
membership function numbers and its center value toward to each input variable xj are 
searched by the GA. The fitness E(sr) which is able to maximize the center value and 
the number of membership functions are searched for using a GA as follows. 

A. A fitness definition  
This paper use the learning pattern number C(sr) while representing the number of 
patterns that are classified by the rule set in an evaluation function employed for 
solving a classification problem using the GA. The number of rule sets is defined by 
|sr|, and the fitness function is defined by the maximum of C(sr) and minimum of |sr|.  
The fitness function E(sr) can be expressed as  

E(sr) = max{ Wc * C(sr) – Wsr * |sr|} 

                      r 
(10) 

B. Definition of a entity   
In order to find the optimal solution by using the GA, the entities have to be expressed 
as strings in order to find an executable solution.  In this paper, the number of rules 
and the membership function are represented by several long strings that are treated as 
entities. 

C. Operations of the GA  
This paper uses a simple genetic algorithm employs a GA that extracts the rule by 
using an eliteness preservation strategy. The GA consists of five basic operations. The 
following operations are applied to a set of individuals (i.e., the population in a 
generation) in order to generate a new population in the next generation. 

(1) Creation of an initial population 
The center values of the membership functions and the widths of the neighboring 
membership functions are initialized as aij=1 and bij=0, respectively. To evaluate the 
initial population, the function representing the environment is evaluated for the 
values encoded in each of the n strings in the initial population p(0). 
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2) Selection operation 
To create the next generation by a crossover operation, a selection probability Psr(t) is 
represented by 

E(sr(t)) 

Psr(t) = 
R 

E(sr(t)) 
r=1 

(11) 

3.2   Self-tuning Procedure 

The procedure to acquire an optimal fuzzy rule using a GA is as follows. 

Step 1: Randomly generate all entities (population) sr(t), r=1, ... , R about a initial  
generation ( t=0 ). 

Step 2: Decide the initial real number of the consequent part, using the gradient 
descent method. 

Step 3: Select two entities si(t) and sj(t) from population S(t) according to selection  
probabilities Psi(t) and Psj(t). 

Step 4: Perform a crossover operation to create a new entity sk‘(t) from the two 
selected entities. 

Step 5: Perform a mutation operation on a string of an entity sk(t), using the mutation 
probability Pm. 

Step 6: Until the new number of entities k, becomes equal to R, repeat from step 3 to 
step 5. 

Step 7: A new group (population) S(t+1)={s1‘(t), s2‘(t),  … , sR‘(t)} is generated from 
step 3 to step 6. 

Step 8: Add 1 to the generation number t, and repeat from step 2 to step 8 until the 
population S converges. The largest fitness entity in the converged group 
becomes an optimal solution.  

4   Results of Computer Simulations 

In this section, a new method is compared with Ishibuchi’s method by means of an 
experiment [4].  

4.1   Rule Selection and Pattern Classification by a Fuzzy Grid 

A classification problem is applied to Fig. 2. Ishibuchi divided the fuzzy space into 
subspaces using a fuzzy grid and spaces generating fuzzy rules.  Fig. 6 shows the 
achieved fuzzy division up to six-fuzzy-set in two dimension pattern spaces. If the 
fuzzy division is small (k is larger), then many patterns may be classified, and many 
fuzzy rules can be generated, but the performance may be low. On the other hand, if 
the fuzzy division is large (k is smaller), then many fuzzy rules can not be generated 
because of the lack of training patterns in the corresponding fuzzy subspaces.  
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Black area: the rules of the first group (white dots): G1 Gray area: the rules of the 
second group (black dots): G2 

 

Fig. 6. Generated fuzzy rules and classification results 

4.2   Rule Selection and Pattern Classification by GA 

A genetic algorithm with the following parameter specifications was applied to the 
classification problem in Fig. 2.  

Population size in each generation(R ) : 20 individuals 
Stopping Condition(t) : 1000 generation , Mutation Probability( Pm ) : 0.01 
Length of entity( G) : 13, Value of critical : 1.0*10-5 

 

Fig. 7. Simulation results using the proposed method 

From the classification results of Fig. 6, when k equals 6, it is possible to see that 
the whole pattern can be classified. In this case, the total number of rules are 60.  The 
executable numbers of the solution become  1.2*1017.  If a GA is applied, then a total 
of 2000 rules are generated (20 individual *1000 generations). After these values 
were set, the first population was randomly changed 20 times. Fig. 7 shows the rules 
created and the classification results by using a numerical value experiment. 
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In comparing Fig. 6. with Fig. 7, in Fig. 7, the pattern division is accomplished 
with k=4, which is smaller than in Fig. 6. The areas (a)-(c) in Fig. 7 show the fuzzy 
rules generated by a GA, where (d) is the result of classifying the whole learning 
pattern. The method was there applied to some searched classification problems as 
shown in the next section.  

4.3   Test Problems 

As test problems, five classification problems were selected. In each problem, the 
pattern space [0,1]*[0,1] is divided into two classes according to the value of the 
following function f(x). If f(x) ≥ 0, then x belongs to G1. Otherwise, x belongs to G2. 

Problem  1: f(x) = -1/4sin(2 x1) + x2 –0.5 

Problem  2: f(x) = -1/3sin(2 x1) + x2 –0.5 

Problem  3: f(x) = -1/3sin(2 x1 – 1/2 ) + x2 –0.5 

Problem  4: f(x) = -| -2x1 + 1| + x2 

Problem  5: f(x) = (x1 + x2 – 1)(-x1 + x2) 

For each classification problem, 20 problem instances were randomly generated, 
where each of 10 problem instances has 20 patterns in each class as the given patterns 
(i.e., as the training patterns). Closed circles and open circles in the given patterns 
belong to G1 and G2, respectively. These patterns are used for deriving the fuzzy 
rules in computer simulations. Table 1 shows the usefulness of the suggested method 
(e. g., in Problem 1).  

In the application to the IRIS data, the following biased mutation probability was 
employed in order to reduce the number of fuzzy rules by the mutation operation: 
Pm = 0.01 for the mutation from Sr = 1 to Sr = -1, and Pm = 0.001 for the mutation 
from Sr = -1 to Sr = 1. 

 

Fig. 8. Results after 100 epochs of learning  

5   Conclusion 

In this paper, the GA and gradient descent method-based rule generation method has 
been proposed for finding an appropriate set of fuzzy rules for classification 
problems. In the proposed method, a GA and gradient descent method were applied to 
the generation of fuzzy rules generated from numerical data.  A combinatorial 
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optimization problem was formulated for finding a minimum set of fuzzy rules that 
could correctly classify all the given patterns. The GA and GDM were applied to this 
problem, and simulation results were shown. However, we had only one among 
probability values of mutation and took our examination. Future work will involve 
studying the effects of various probability values on classification problems and apply 
to similar applications. 
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Abstract. In multi-agent systems, the common goals of each agent are 
established and the problems are solved through cooperation and control among 
agents. Because each agent performs parallel processes in a multi-agent system, 
this approach can be easily applied to problems requiring parallel processing. 
The parallel processing prevents system performance degradation due to local 
error operation in the system. It also can reduce the solution time when the 
problem is divided into several sub-problems. In this case, each agent is 
designed independently providing a relatively simple programming model for 
solution of the problem.  Further, the system can be easily expanded by adding 
new function agents. In the study of multi-agent systems, the main research 
topic is the coordination and cooperation among agents. 

1   Introduction 

The information sources, communication links and agents may not be traced when 
they are created and disappear. Under this environment, it is difficult to solve 
problems by using a single agent, which has limited information, computing resources 
and capabilities [14]. Recently, in order to overcome this difficulty, multi-agent 
systems have been widely used. In multi-agent systems, agents are equally connected, 
communicate with each other and control themselves. Multi-agent systems, which are 
based on distributed artificial intelligence, are able to cooperatively solve problems 
which a single agent is not able to solve [2,3].  

In multi-agent systems, the common goals of each agent are established and the 
problems are solved through cooperation and control among agents. Because each 
agent performs parallel processes in a multi-agent system, this approach can be easily 
applied to problems requiring parallel processing. The parallel processing prevents 
system performance degradation due to local error operation in the system. It also can 
reduce the solution time when the problem is divided into several sub-problems. In 
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this case, each agent is designed independently providing a relatively simple 
programming model for solution of the problem.  Further, the system can be easily 
expanded by adding new function agents. 

In the study of multi-agent systems, the main research topic is the coordination and 
cooperation among agents. While each agent solves its assignment, it may experience 
difficulties and confusion due to the local view, multiple goals, distributed 
information and conflict with other agents. Both coordination and cooperation among 
agents are necessary to overcome the limitation of each agent, create their own 
capabilities and knowledge and increase the overall system efficiency. They are also 
necessary when an agent’s behavior is determined by other agents’ behaviors. 
However, the current methodologies for the coordination and cooperation have 
similar problems because the roles of the agents are fixed and their applications in 
dynamically-varying open environment are not appropriate. 

In this paper a new model for role coordination between agents is proposed in 
order to improve the currently existing methods. This model modifies its role by using 
reinforcement learning when the roles of different agents conflict with each other. In 
chapter 2, reinforcement learning is discussed, and in chapter 3, a new role 
coordination model is proposed and subsequently applied to an artificial life 
competition problem in chapter 4.  Chapter 5 presents the conclusion for this paper. 

2   Coordination Model  

2.1   Environment 

The parameters that can be varied in the artificial attract system domain are 
summarized in Table 1. 

Table 1. Variable parameters in the artificial attract system domain 

. Definition of capture, Size and shape of the world, Predator’s legal moves 

. Simultaneous or sequential movement, Visible objects and range 

. Predator communication 

. Prey movement 

The goal of the total agent system is set up through a type of pre-knowledge roles 
that are carried out by agents, and the sorting of agents’ possible actions are specified 
by the style of actions in each role. Also, the roles to decide their initial roles and to 
detect conflict between roles are provided as domain knowledge. Therefore, 
according to the initial role decided by the basis of its pre-knowledge, each agent 
carries out its role and cooperates with other agents and pre-knowledge when there is 
conflict with other agents.  Reinforcement learning is utilized to carry out the control 
of its role. Table 2 specifies the pre-knowledge for agents. 
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Table 2. Pre-knowledge for agents 

class Pre-knowledge 
Goal . a sort of roles to be carried out by each agent 
Action . action type to be carried out to each role 
Domain 

Knowledge 
. a set of rules to automatically role allotment 
. a set of rules to detect conflict of roles 

The competition environment has a continuous 12*5 lattice structure without any 
boundary. Initially, the two groups in competition are located arbitrarily at the left or 
right hand side of the competition environment. If the movement of agents has 
absolute directions such as east-west-north-south in the competition environment, the 
results would be sensitive to the initial positions of the groups. Therefore, each agent 
has directivities of forward, backward, left and right based on its head direction. In the 
competition environment, there exist only two populations selected for competition, 
and no obstacles or food. Initial positions of the two competitive populations are 
sequentially located in the pre-determined lattice. As shown in Figure 2, A and B 
populations are located at 3-4 and 9-10 columns, respectively. To avoid static 
behavior pattern due to the initial positioning of the populations, the initial head 
directions are arbitrarily determined. 

2.2   Reward Model  

In Reward Model , the artificial organism divides the environment into the friend and 
the enemy. When the attack to the environment is successful, the reinforcement signal is 
(+3) in case of the enemy and (-) in case of the friend. This is to balance the 
reinforcement signal of the enemy’s successful attack behavior and the constraint signal 
of being attacked behavior. In reward model, the default value of reinforcement  
signal, which was a cause of unnecessary learning, is changed to 0. The constraint signal 
for behaviors of failed movement or attack is (-1) reinforcement signal. Also, for  
 

Table 3. Reward Model 

A sort Reward Value 
default value 0 

Stop 0 
Successful 0 Movement 

failed attack -1 
friend’s attack -1 Successful 
enemy’s 
attack 

+3 
 
 

Attacked 
failed attack -1 

One time -1 
Two time -2 

 
Being Attacked 

Three time -3 
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behaviors which induces the attack from the environment, constraint signal of  
(- number of being attacked) is generated to control the strength of the constraint 
effect. In reward model , constraint learning for behaviors of failed movement  
and failed attack is performed. This induces the organism to behave in a more exact 
and reasonable way. It also induces the artificial organism’s attack behavior by 
elimina-ting unnecessary reinforcement learning for a simple movement or stop 
behavior. 

(step 1): Initialize reinforcement signal to default value 
(step 2): If (enemy’s attack is successful) then reinforcement signal = reinforcement signal +3 
(step 3): If (friend’s attack is successful) then reinforcement signal = reinforcement signal –1 
(step 4): If (failed attack ) then reinforcement signal = reinforcement signal –1 
(step 5): If (failed movement) then reinforcement signal = reinforcement signal –1 
(step 6): If (being attacked) then reinforcement signal = reinforcement signal –(number of  
              being attacked) 

Fig. 1. Computation Algorithm of Reward Model 

2.3   Reinforcement Learning Using Q-Learning 

The proposed role control model applies the reinforcement learning method using  
Q-learning , if a conflict of roles occurs [14,15].The reinforcement learning is a 
learning method that observes system actions, provides appropriate appraisal, and 
makes desired actions represented in a system. Specially, when Q-learning is utilized 
as an inferring method of value functions that appraises appropriateness of current 
status to accomplish a goal on-line, learning is possible without any model for a 
system to be learned. In the Q-learning method, the mapping between Q-value and 
state value is searched for using a pair of action and environment state called Q-value.  
Q-function is utilized for value function.  In addition, since it requires only one 
execution to modify the q-function, the q-learning is advantageous for on line 
learning. These characteristics of reinforcement learning satisfy many conditions 
needed for the cooperation between agents in a static environment. 

A reinforcement signal represents: 

1: reward (when a role confliction is resolved) 
0: punishment (when a role confliction is not resolved) 

An agent having received a control signal decides a new role based on the q-
function that it keeps, executes the new role, and receives one of the reinforcement 
signals according to the results of the execution. In learning rule for q-learning to be 
used in this paper, the q-function is utilized to make a pair with an environment 
state and an action, and the expected value at the next environment state can be 
computed without determining all possible actions.  If the expected value when an 
action a is selected at a state s is Q*(s, a), and the maxim value of Q*(s, a), is max 
Q*(s, a), then the state value V*(s) of a state s is computed with following equation 
as max Q*(s, a),: 
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V*(s) = max Q*(s, a) (1) 

And Q*(s, a) can be represented with a recursive express as: 

Q*(s, a) =R(s, a) + +  T(s, a, s’) max Q* (s’, a’) (2) 

Where R(s, a) represents a reward signal value when a state s is transient to s’ 
executing an action. R is a constant value, when the action a is selected, to impose 
more weight on the effect of current environment. T(s, a, s’) is state transition function. 

Q(s, a):= Q(s, a) + (r +  max Q(s, a’) – Q(s, a)) (3) 

Where a denotes the learning rate to decide the degree of reinforcement learning, and 
r represents a value of reinforcement signal in current state. 

3   A Method of Automatic Role Coordination  

Agents in the role coordination model have the following procedure for performing 
tasks: 

Step 1: Each agent decides its initial role based on the environment state and the 
given domain knowledge. 

Step 2: Each agent informs the needs for role coordination while sending 
coordination signals if its role conflicts with other agents’ roles in the 
observation scope. 

Step 3: Agents receive coordination signals to determine any behavior changes or 
maintenance of roles according to the value functions. 

Step 4: Each agent performs its work based on the current role. 

Step 5: Each agent self-evaluates the behavior resulting from the previous step, 
performs reinforcement learning, and revises the value functions, 
sequentially. 

Step 6: Repeat from step 2 to step 5. 

Each agent in the proposed model in this paper always watches its part observation 
scope and sends coordination signals to corresponding agents if it needs role 
coordination while checking for conflict with others. Agents receiving the coordina-
tion signals change their roles by themselves and compute the values of complement 
signals according to whether they solve role conflicts or not. With this procedure, 
reinforcement learning is possible without centralized control for reinforcement 
signals. Since the goal of the whole system is specified through sorts and the duties of 
roles, each agent helps the goal to be accomplished by deciding its role and perform-
ing the duty of its role. Each agent (or predator) merely performs its predefined duty 
and doesn’t require the evaluation information about the whole system. Thus, the role 
coordination model using the reinforcement learning proposed in this paper has the 
advantage of adjusting dynamic environments by coordinating roles through on-line 
learning if the goals of the agents conflict with each other. 
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4   Experiments 

This chapter describes the emergent behaviors of multi-agents in an artificial attack 
system. In order to verify the model for the role distribution and control, the model is 
applied to the pursuit/prey problem. Constraints, such as multiple targets, are modeled 
and the system to solve these constraints is constructed. The pursuit/prey problem 
consists of a latticed virtual world, several predators and several prey. The target of 
the problem is to surround the moving prey by the predators to capture the prey. The 
virtual world is an infinite space in which the sides are connected. The predator and 
prey move along the lattice in four directions. Two or more agents cannot be located 
at the same lattice. The prey moves in an arbitrary direction and 10% slower than the 
predator. The predators know each other’s location. In this experiment, each agent 
plays as a controller to determine the predator’s direction and the problem is solved 
through cooperation between agents. 

The pursuit/prey problem in the experiment basically follows the previous 
approach. However, instead of arbitrary movement against the prey’s behaviors, a 
more intelligent way of escape, through the movable region is maximized by 
modifications to model the constraints of movable agents. 

The movable region is defined as follows: “ Among the points in the virtual world, 
the number of the points which distance to the prey is shorter than that to the other 
predators is the movable region, that is, the region where the prey can reach first than 
that the predators when they start at the same time. Theoretically, all points in the 
virtual world are to be considered to define the movable region. However, the range 
of calculation is constrained for some advantages in the actual calculation. To 
maximize the movable region, it is obtained when the prey moves all four directions. 
Then the prey moves to the direction which has the largest value. Therefore, the 
behavior can be more intelligent by considering various possibilities.” 

 

Fig. 2. (a) No Learning Case                                           (b) Learning Case 
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5   Conclusion 

This paper proposed a role coordination model to resolve the conflicts that can take 
place between agents in multi-agent systems and applied a modified pursuing problem 
with this model. In the model, the reinforcement learning has been used to coordinate 
agents’ roles, which function for the agents to cooperate with, although they may have 
different goals in dynamic environments of the multi-agent systems. Moreover, the 
validity of the proposed model has been verified by solving the modified pursuing 
problem.  The pursuing problem used in this paper has been modified to include 
dynamic environments and local observation for multi-agent systems and constraints 
for multiple goals. However, all of the various components that can be contained in 
real problems cannot be included. Thus, for future work, further experiments to see if 
the proposed model can be applied to various applications having a variety of 
problems should be investigated. In the area of multi-agent system application, further 
research is needed to subdivide the problems into each agent’s role and reduce the 
dependence of domain knowledge by properly dividing into agents’ roles. When  
the role coordination method is used with reinforcement learning, research about the 
stability of agent systems is also required, since there is no security to suppress agents 
that over-issue coordination signals regardless of the environment status 
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Abstract. Security threat management system analyzes network status. Net-
work analysis generally gives information about external network status and se-
cures from external attacks by scrutiny of handling internal network. This paper 
expounds analysis of external network as well as internal network through  
application of association rule to the network event using data mining method. 
Essentially Apriori algorithm is used for data mining, yet not suitable for net-
work traffic analysis on real-time. This paper devises and implement network 
event audit module using the network event association rule algorithm instead 
of Apriori algorithm. 

1   Introduction 

To prevent computer emergency against attack and vulnerability, firewall, IDS, etc. 
are used. Prevention and intrusion are the abilities of the said security system except if 
it is unknown [1]. Recently, Threat Management System (TMS) [2] shows the net-
work manager the analyzed network events [3] for one of the responses against 
unknown attack and can also analyze internal network events to know new type of 
attacks and network procedures.  

This paper analyzes network events through application of association rule to the 
network events using data mining method. Designs and implementation of network 
event audit module using the new algorithm instead of Apriori algorithm [4][5] is 
presented. 

Composition of this paper is as follows: Chapter 2 confers association rule algo-
rithm.  Chapter 3 presents the design and implementation of network events audit 
module using the new algorithm. Finally Chapters 4 depicts the conclusion. 

2   Related Works 

2.1   Apriori Algorithm of Association Rule 

Data base management systems (DBMSs) have given access to the data stored 
but they give no analysis of the data. Analysis is required to reveal the hidden 
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relationships within the data, for instance, for decision support. Size of databases has 
increased and therefore there is a strong need for automated techniques for automated 
analysis[6]. Those techniques called data mining and well-known data mining tech-
nology is association rule. 

Apriori is the most basic and well-known association rule algorithm that locates 
frequent itemsets in a transactional database. The Apriori algorithm utilizes a simple 
two-step process; generate frequent itemsets of size k then merge them to generate 
candidate frequent itemsets of size k+1. The Apriori algorithm takes advantage of 
the simple Apriori observation that all subsets of a frequent itemset must also be 
frequent. 

Table 1. System environment for development test 

Number of purchase Itemsets 

1 {1, 3, 4} 

2 {2, 3, 5} 

3 {1, 2, 3, 5} 

4 {2, 5} 

For example, there is database D and let 1st candidate set be C1, 2
nd candidate set is 

C2, 3
rd candidate set is C3.... nth candidate set is Cn, then we can make a frequent set 

from Cn.  
Let 1st frequent set be F1, 2

nd frequent set is F2.... nth frequent set is Fn.  
Table 2 C1 shows percentages each candidate through scanning from Table 1. Then 

Table 2  presents F 1 through C1. 

Table 2. Set of candidates C1 and frequent set F1 

itemset Frequency (%) 

{1} 50% 

{2} 75% 

{3} 75% 

{4} 25% 

{5} 75%  

itemsets Frequency (%) 

{2} 75% 

{3} 75% 

{5} 75%  

We can make subsets following Table 3 from F1 and C2 through scanning D 
with F1. 
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Table 3. Set of candidates C2 and frequent set F2 

itemsets Frequency (%)  itemsets 

{2, 3} 50 %  {2, 3} 

{2, 5} 75 %  {2, 5} 

{3, 5} 50 %  {3, 5} 
 

Table 4 exemplifies F2 through C2 and we finally can make association itemsets  
{2, 5} through frequent itemsets. 

Table 4. Frequent set F2 

itemsets Frequency (%) 

{2, 5} 75 % 

3   Implementation and Experiments 

3.1   Summery of Network Event Association Rule Algorithm 

Threat management system analyzes IP address, port and URL through network 
traffic usage and packet counts against the new type of attacks and vulner-abilities. 
This Paper associates with each IP address and port. In this paper, network event 
items are classified four parts. Because IP address and port are classified source and 
destination. Therefore network event associations can be made 24 = 16 kinds. 

For example, if a lot of same source IP address and destination IP address are asso-
ciated, then it supposes scan attack. Also if a lot of same source IP address, destina-
tion IP address, source port and destination port are associated, then it supposes 
DoS(Denial of Service) attack. System and development environment for test that 
algorithm in this paper is below. 

Table 5. System environment for development test 

CPU Pentium 4 2.4Ghz(HT) 
Memory 512M 
HDD 80G 
OS Windows XP Professional 
Development tool Delphi 6 

3.2   Network Event Analysis Module Using Apriori Algorithm 

For association with network event data, this paper uses representative association 
rule algorithm Apriori. At this time network event classify source IP, destination IP, 
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source port and destination port. Since input item is four counts, the number of 
association rule subset is 24 = 16 counts. Associated rule must make definition of 
association pattern. For example, if a lot of same IP address and destination IP ad-
dress can associated, then it supposes scan attack. 

In this Paper, network event association rule algorithm uses event count instead 
support and confidence in Apriori algorithm. IP address and destination port input 
data item is generated randomly by 10 counts of previous setting data. But, source 
port input data item is generated randomly by range of 2 bytes. Support count is 30 
counts in this test. Even support count was increase or dicrease, it was not related in 
process time by test result.

Fig. 1. is test program with Apriori algorithm. 

Fig. 1. Using Apriori algorithm with 100 counts of input data 

Fig. 1. shows test program using Apriori algorithm with 100 counts of input data. 
As the results, it takes 0.031 process time and 8 Mbytes of real memory usage and 5 
Mbytes of virtual memory usage. Also test program using Apriori algorithm with 1000 
count of input data. As the results, it takes 41.843 process time and 44 Mbytes of real 
memory usage and 41 Mbytes of virtual memory usage. Test program using Apriori 
algorithm with 10000 counts of input data. As the results, it takes 111.312 process time 
and 70 Mbytes of real memory usage and 538 Mbytes of virtual memory usage. 

If frequent subset is n counts, candidate subset can make nC2 = n!/(n – 2)! counts in 
test program using Apriori algorithm. 

If 1st frequent subset is 100 counts composed by IP address and port are different 
each other, 2nd candidate subset are 100!/(100 – 2)! = 100  99 counts. Also if 2nd 
frequent subset is 100  99 counts composed by subset are different each other, 3rd 
candidate subset are (100  99)!/((100  99) – 2)! counts.

So test program using Apriori algorithm require lots of processing time memory 
usage for candidate subset make. If it use real network events, system will be required 
processing time memory usage more than test program.
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3.3   Proposal New Network Event Association Rule Algorithm 

Network event analysis program using Apriori algorithm is impossible on real time. 
So, this paper proposes new network event association rule algorithm. 
Network event association rule algorithm is accounted frequent subset count and 

candidate subset in the input time. Network event association rule algorithm makes 
individual item node. Individual item node has another item node below. 

For example when input data is {A, B, C, D}, it makes A, B, C and D node. A node 
makes B, C and D node. B node makes C and D node. C node makes D node. Individ-
ual input item makes node below continuously until item don’t have below item. At 
this time individual item node set accounts count. When 1st input data is {A, B, C, D} 
and 2nd input data is {B, C, F, G} then below figure shows individual item node set.

 

Fig. 2. When 1st input data make input item node set lists 

Fig. 2. shows when 1st input data make input item node set lists. Node item has  
individual counts use mark (). A(1) means A item counts is one. 

 

Fig. 3. When 2nd input data make input item node set lists 
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When 2nd input data input list, we can see like upper figure. Fig. 3. shows after 2nd 
input data input, B(2)-C(2)-D(1) item node set is two counts of association rule {B, C}. 

3.4   Network Event Analysis Module Using Network Event Association Rule 
Algorithm 

Below figure shows test program using network event association rule algorithm. Test 
condition is same as Apriori algorithm. Test condition is input data and support count. 

Fig. 4. Using network event association rule algorithm with 100 counts of input data 

Upper figure shows test program using network event association rule algorithm 
with 100 counts of input data. At this time it takes 0.016 process time and 5 Mbytes of 
real memory usage and 2 Mbytes of virtual memory usage. 

 

Fig. 5. Using network event association rule algorithm with 1000 counts of input data 
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Fig. 5 shows test program using network event association rule algorithm with 
1000 counts of input data. At this time it takes 0.063 process time and 11 Mbytes of 
real memory usage and 8 Mbytes of virtual memory usage 

Fig. 6. Using network event association rule algorithm with 10000 counts of input data 

Fig. 6. shows test program using network event association rule algorithm with 
10000 counts of input data. At this time it takes 0.485 process time and 68 Mbytes of 
real memory usage and 64 Mbytes of virtual memory usage. 

 

Fig. 7. Network event association rule algorithm with real network event 

Upper figure shows program using network event association rule algorithm with 
real network event. And it process in real time. 
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Table 6. Performance comparison of Apriori and Network event association rule 

Apriori algorithm Network event association rule 
algorithm 

Memory(Mbyte) Memory(Mbyte) 

Input data 
counts 

Process-
ing time Real Virtual 

Processing 
time Real Virtual 

100 0.031 8 5 0.016 5 2 
1000 41.843 44 41 0.063 11 8 

10000 111.312 70 538 0.485 68 64 

4   Conclusion 

From the network events analysis using data mining method, to prevent against un-
known vulnerability and attack, the Apriori algorithm, CPU and memory required 
high usage, but, the implemented network event association rule algorithm shows 
excellent result, it can be applied to TMS and other network systems. 
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Abstract. In this paper, we proposed two methods in the field of Oblivious 
Transfer for secret information. One is the interactive method, the other is the 
non-interactive method. In the first method, we considered the possible 
situation where one denies what he/she has sent the messages to the other in the 
process of protocol. To do this we used cryptographic technique for the 
messages transferred between two mutually distrustful parties. This method has 
the additional functions that enable to authenticate sender and to protect one’s 
denial of what he/she has sent the messages to the other. In the second method, 
we proposed non-interactive method for the secure exchange of secret data. 
Proposed method is based on the difficulty of discrete logarithm problem. The 
security in proposed method can be chosen as a random number. The traffic 
amount of proposed method is less than that of the conventional interactive 
method. 

1   Introduction 

In the future of information society, computer network will be increased and the 
amount of information also will be incredibly large. This cryptography technologies 
will be effectively and broadly applied on all computing areas such as electronic 
commerce, banking transaction, and trade contact etc. In the future of our informa-
tion ages, cryptographic protocols will become more important. The application 
areas of cryptographic protocols are digital-contract signature using concurrent trans-
port protocol for document, an electronic election using multi-party protocols, an 
electronic cash, coin flipping, asset-comparing protocols, and an applied game 
protocols, etc. 

In order to implement these cryptographic protocols on the distributed environ-
ments, it is important to keep the secure communication channels to authorized users, 
and needs to study an oblivious transfer method to exchange secret information fairly 
as a cryptographic protocol. This paper analyzes the basic concept of OT protocol to 
exchange secret information fairly and surveys basic idea of interactive and non-
interactive OT protocol. In this paper, we study the oblivious transfer based on 
discrete logarithm problem proposed by Lein Harn etc. We consider the problems that 
they did not consider and extend their protocol to have the additional functions. We 
also presents a new non-interactive type of OT protocol to be verifiable. The traffic 
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amount of transferring information of the suggested method is less than that of the 
conventional interactive method. 

2   Review of OT 

2.1   Basic Concept of OT 

In cryptographic protocol, it is very important thing to exchange secret information 
fairly to each other in many situations. Especially when both people make a signature 
of an trade contract on the documentation and one of them makes a signature earlier 
than another, any unexpected things could be happened. To solve this possible 
problem, there has been a research on fair exchange of secret information. Rabin [12] 
first introduced the basic idea of OT protocol. It is useful to be basic tool to generally 
design cryptographic protocol. On the general cryptographic protocol, OT protocol is 
very useful in case of transferring any information with assuring the secret of 
encryption. 

The following protocol executes in between both people to exchange fairly the 
secret information. When Alice and Bob each have a m-bit length of secret 
information, Alice and Bob obliviously transfer two secret information by 1-out-of-2 
OT.  Bob comes to know exactly one of two secret information of Alice. Alice 
doesn’t know that Bob acknowledges any one of Alice’s secret information. In the 
result, it is OT protocol that when Alice transfers a secret information to Bob, Bob 
can take the secret on the probability 1/2 and Alice take a half probability of whether 
Bob takes the Alice’s secret. Of course, If Bob takes the secret, Bob comes to know 
the secret content. OT could be extended on many applications. For an example, it 
could be considered that Alice transfer just one of the three secrets to Bob. Bob takes 
a third of probability on just one secret of them and Alice could suppose on a third of 
probability whether which secret Bob takes. 

OT could be classified into three cases following as a general OT on one secret, 1-
out-of-2 OT on two secrets and 1-out-of-n OT on n secrets. It is 1-out-of-2 OT that is 
specially noted. One of them is sent to receiver when a sender has two secret 

information, 0S  and 1S . Sender couldn’t know whether which secret information a 

receiver takes. OT is classified into interactive OT(IOT) and non-interactive 
OT(NIOT) according to a interactive or non-interactive communication. On IOT, it is 
called “interactive” that their communication is consisted of a few times of interaction 
between Alice and Bob. On NIOT, not to be interactive each other, there is just 
communication only from sender to receiver. In this method, the traffic amount of the 
communication between of them is very little. In real application of OT, overload of 
transfer by NIOT could be decrease. But since NIOT is dependent on the 
computational ability of sender and receiver, comparing to IOT, NIOT can be needed 
for a large computational time. 

2.2   Related Work 

The problem of the exchange of secrets was first addressed by Rabin[12] and 
Blum[3,4]. Blum’s paper[4] was probably the best known at first. In that paper, the 
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secret is the factorization of some composite number instead of a single bit or a string 
of bits. Unfortunately, since the secret of the factorization of a composite number is 
indeed not a single bit and some linear relationship exists among the exchanged bits, 
it is shown by Hastad and Shamir[9] that this protocol is not so secure as was claimed. 
Later, Luby, Micali, and Rackoff[11] proposed a new protocol for the exchange of a 
single secret bit by flipping a symmetrically-biased coin. Tedrick[13] improved the 
fairness by exchanging even half a bit and reducing the computational advantage form 
2-1 to 5-4[14]. Recently Cleve[6] proposed his controlled gradual disclosure scheme 
to guarantee that one’s confidence of a secret is steadily increasing towards 1 instead 
of drifting towards 1 by following a random walk. 

In general, if the release of a secret is based on the result of flipping two 
independently identical coins, there may be significant difference in each opponent’s 
knowledge of the other’s secret due to the nature of random walk. However, if only 
one coin, which is biased according to the secrets from two parties, is flipped and the 
results are observed by two parties, one can infer his/her opponent’s secrecy by 
watching the reaction of his/her opponent. But one thing in common for all of the 
above schemes is that the security is based on the difficulty of factoring or QRA. The 
first protocol based on the difficulty of discrete logarithm was proposed by Brickle, 
Chaum, Damgard, and Graaf[5]. Although, with their protocol one can convince the 
others that his secrecy of discrete logarithm is within some interval without revealing 
anything, the exact release of his secret is time consuming unless this problem is 
transferred to another problem in which security again is based upon factorization. 

2.3   VOT Proposed by Lein Harn[8] 

Before any data can be transferred between Alice and Bob, they assume that a large 
prime p,  where  p = 4*p’ + 1, p’ is also prime, and  p = 1 mod 4, and a primitive 
element, e, of G(p), where G(p) is Galois Field of p, are known to both. Alice chooses 
her own secret α with gcd(α, p-1)=1 and α is a quadratic non-residue of p, i.e., α ∈ 
QNRp , and submits As = eα(mod p) and A1-s = αα(mod p), where     s ∈ {0,1} and is 
known only to Alice, to a trusted third party for notarization. From now on, the 
“secret” in the following protocol refers to α in the notarized value. The problem of 
whether α, instead of some α’, in this protocol is the real secret of Alice is the same 
as whether the factorization of N, instead of N’ is the real secret of Bob in many other 
oblivious transfer protocols and this will not be discussed in this paper. After A0 and 
A1 are notarized, Bob start the oblivious transfer by following the steps below: 

Step 1. Bob randomly chooses a secret number b with gcd(b, p-1) = 1, and sends to 
Alice 

                     mod p      or                       mod p 

Step 2. Alice computes and sends to Bob 
                      mod p  

Step 3. Bob computes 

                      mod p 
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,3 eC =

3
'

C
s eA =

If  then        Bob knows nothing about Alice’s secret(i.e., Bob loses the game); 
otherwise Bob checks if 

                    mod p   for s’ = 0 or s’ =1. 

If so, Bob knows Alice’s secret α = C3(i.e., Bob wins the game). Otherwise, Bob can 
charge Alice of cheating. 

3   Proposed Protocol-I(IOT) 

3.1   Extension of Verifiable Oblivious Transfer(VOT) 

On the VOT, the conventional protocols have been reviewed on the fact of security, 
verifiability, and fairness. On the result of analysis, notarized information on sender 
authentication and refutation protection about the fact that one sent the message could 
be used to solve a traditional problems, using a digital signature of a public key 
cryptography system. Those new algorithms are suggested in this paper. We present 
to design and extend a new IOT. 

3.2   Parameters 

MA : message from Alice to Bob 
MB : message from Bob to Alice 
{pA, qA, dA} : Alice’s private key 
{nA, eA} : Alice’s public key 
{pB, qB, dB} : Bob’s private key 
{nB, eB} : Bob’s public key 
RA : Alice’s digital signature to MA (encrypted message using Alice’s private key to 

MA 
RB : Bob’s digital signature to MB (encrypted message using Bob’s private key 

to MB 

CA : encryped message using Bob’s public key to RA 

CB :encryped message using Alice’s public key to RB 

3.3   Proposal of Extended Protocol 

Synopsis of Proposed Protocol 
(Fig. 1) presents the oblivious transfer protocol using digital signature and notarized 
information 

Alice  
As = e α (mod p) 
A 1-s = αα (mod p) 

p 
e 

{nA, eA} 
{nB, eB} 

s ∈ {0,1} 
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 (Alice)  (Bob) 
 private key :               

message : MA 
 private key :  

message : MB 
Step 
1 

 (C1,CB,
MB) 

Select random b, compute C1   
 
                    
                                         or      
 
 Compute  
 

Step 
2 

Decrypt     
 compute         

 
 
Verify  
Store         
Compute 
 
  
Compute  
 

(C2,CA,
MA) 

 

Step 
3 

  Decrypt          Compute         , 
 
Verify  
Store  
Compute C3 

 
 
if C3 = e then Bob loses 
else if C3= α Bob wins 
else Bob can charge that A’s 
cheating 

Fig. 1. Proposed Protocol 

3.4   Protocol Description 

The following is the steps of proposed protocol 
 When Alice wants to transfer obliviously to Bob, digital signature is added to 

existing protocol. 
 When Bob wants to transfer obliviously to Alice, the role of each part is 

symmetrically exchanged. 
Step 1 

 Bob selects secret number, b, then computes C1 as following statement. 
                                         or  

 Bob computes CB using his private key and Alice’s public key. 
 

 Bob transfers (C1, CB, MB) to Alice 

{ }AAA dqp ,, { }BBB dqp ,,
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Step 2 
 Alice computes RB using her private key to CB sent by Bob. 
 

Then Alice computes MB using Bob’s public key. 
 

 Alice compares MB sent by Bob and MB computed by herself. 
If  two MBs are identical, stores RB for protecting Bob’s denial of sending. If 
not, stop the processing of protocol immediately. 

 Alice computes C2 using her secret α. 
 

 Alice computes CA using her private key and Bob’s public key. 
 

 Alice transfer                    to Bob. 

Step 3 
 Bob computes RA using his private key from  CA 

 
Then Bob computes MA using Alice’s public key. 
 

 Bob compares MA sent by Alice and MA decrypted by himself. 
If two MAs are identical, stores RA for protecting Alice’s denial of sending. If 
not, stop the processing of protocol immediately. 

 Bob computes C3.and finishes VOT. 

3.5   Characteristics of Proposed Protocol 

The proposed protocol follows Lein Harn’s VOT protocol’s properties, and add 
digital signature. So it has VOT’s fairness, verifiability, and security. Two players can 
not deny the fact that she/he has sent message. But it has poor features about amount 
of traffic and computation. Table. 1 compares Lein Harn’s protocol and proposed 
protocol. 

Table 1. Comparison of Two Protocols 

 Lein Harn’s protocol Proposed protocol 
Possibility of message exposed No(O) No(O) 
Possibility of cheating Much(X) Few(O) 
Certifying of sending message Impossible(X) Possible(O) 
Possibility of denial of sending Yes(X) No(O) 
Possibility for settlement of the 
dispute 

Few(X) Much(O) 

Amount of Traffic and computation Few(O) Much(X) 
                      ( O : good,   X : poor) 

A
d
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4   Implementation of NIOT Protocol 

4.1   Discrete Logarithm Problem and ElGamal Cryptography 

We explain Discrete Logarithm Problem and ElGamal encryption. That is a non-
interactive oblivious transfer protocol’s mathematical basis in this paper. 

Discrete Logarithm Problem is the problem that calculate x, the range (0<= x <p-1) 
to be satisfied  

py m
x
mod≡

 
given prime number P, m, y(0<m, y<p). 
The calculation of y, given m, x, p, is calculation of power and able to calculate 
simply. But Discrete Logarithm calculation does not found executable algorithm by 
polynomial time and regards as severe problem.  

Elgamal cryptography is the encryption algorithm using Discrete Logarithm 
Problems’ difficulty, on prime number p. 

Generation of Key 
Step 1. Choose big prime number p(the decimal number of more than 100 bytes ). 
Step 2. Choose g, generation number of Z*

n(seed number of divisor p). 
Step 3. Choose x, one of elements Zp-1 – {0}, and calculate y = gx (mod p). 
Step 4. Open to the public y, g, p as encryption keys, and posses x as secret. 

Encryption 
Step 1. Accept ),,( pgy  encryption key of sending partner by accessing public file 

Step 2. Generate random number { })0( 1 −∈ −pzk (update k during encryption time) 

Step 3. Encrypt a plaintext  M                 as following  

              ),( 21 ccc =     

  
 

Step 4. Send a ciphertext  

Decryption 
Step 1. Calculate as following using private key x about c received 

  )(mod1 pcd x=  

Step 2. Restore M from following expression 

                    11
2 )( −− = kxk gMydc  

       1))(( −= kxxk ggM  
       )(mod pM=  

4.2   NIOT Protocol 

Bellare and Micali[1] proposed 1-out-of-2-NIOT using public bulletin. Synopsis of 
this protocol is as follows 
 

*
21 ),( pZccc ∈

)( *
pZ∈

))(mod),(mod( pMypg kk=
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Pre-processing Level 

 Center registers prime number pZgp ∈,  and pZc∈  to public   bulletin.  

Bob select private random number x and names ),()( 10 x
x

g

c
g=ββ  or 

),(),( 10
x

x
g

g

c=ββ  it, register 10 , ββ  to public bulletin. 

 Alice calculates c=10 ββ  and confirms that public key of Bob is valid. 

Protocol 
 regard ),,( 0βgp  and ( 1,, βgp ) as public key of ElGamal, and send 

10 , SS  to Bob  

 Alice select arbitrarily. 

{ }2,,2,1,0, 10 −∈ pyy ,  send ),(),,( 1100
1100
yyyy SgSg ββ  to Bob 

 Bob know discrete algebra about either 0β  or 1β  , therefore Bob can take 

only one of 10 , SS . 

5   Proposed Protocol-II(NIOT) 

Synopsis of Non-interactive oblivious transfer protocol(NIOT) proposed in this paper 
is as follows 

5.1   Pre-processing Level 

Step 1. Center registers prime number p, g ⊆ Zp and C ⊆ Zp in public directory 
Step 2. Sender Alice opens discrete logarithms, gS0,g S1 as secret information to 
transfer obliviously. 
Step 3. Receiver Bob select secret random number γ and opens public key,  

))(,)((),( 10
10

γγββ −= ss gcg   

 or ))(,)(( 10 γγ ss ggc − . 

5.2   NIOT Protocol Description 

Step 1. sender Alice ),)(,( 10 ββ gpgp  regards as public key of Elgamal and 

encrypt each secret information 10 ,SS  and sends to Bob. That is, sender Alice select 

}2,,2,1{, 10 −∈ paa   in random manner and send ),(),,( 4321 αααα  to 

receiver Bob. 
 



698 S.-g. Kim and H.-j. Kang 

Here 0
1

ag=α  , 
1

00 )( 002

−

= SaS βα  

 1
3

ag=α  ,    

Step 2. Since receiver Bob knows only one of discrete algebra of 10 , ββ  , he can 

have one of 10 ,SS   

                                                           or 
with decryption of Elgamal  
 

   
         
     
     
 

Step 3. receiver Bob can verify whether 423110 )( αααα γγ

gg CSS =
−

 or 

423101 )( αααα γγ

gg CSS =
−

  with secret information  received from Alice, that is, from 

ciphertext 4321 ,,, αααα . And we know this from the following formula  
rr ggcSS −= )()( 10

1042
αααα . 

6   Conclusions 

In this paper, we examined the basic concept of oblivious transfer protocol. And we 
investigate the interactive oblivious transfer protocol based on discrete logarithm 
problem proposed by Lein Harn etc. A VOT(Verifiable Oblivious Transfer) protocol 
is a powerful tool which has the three properties of fairness, verifiability, and security. 

We also presented the verifiable interactive oblivious transfer protocol. We 
proposed a method to extend a VOT using public key cryptography system. We 
redefined an interactive VOT with RSA public key cryptography system. The 
structure of our method is similar to the original VOT by Lein Harn etc. The major 
difference is that our protocol is extended to protect one’s denying what he/she has 
sent to other in the process of protocol. This method has the additional functions that 
enable to authenticate sender and to protect denial of what he/she sent message. 

This paper reviews the basic concept of non-interactive type of  oblivious transfer 
protocol and presents newly a non-interactive OT protocol. We have proposed a 
verifiable non-interactive oblivious transfer protocol for the exchange of secrets. The 
structure of the protocol is similar to that of the original protocol proposed by Bellare 
and Micali. Their protocols are based on the difficulty of discrete logarithm. Our 
protocols are also based on the difficulty of discrete logarithm. The secret in their 
protocol could be chosen as a random number. The security in our protocols also can 
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be chosen as a random number. The traffic amount of transfer of the proposed method 
is less than that of the conventional interactive method. In the future, we need to study 
NIOT protocol with various additional functionality. 
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Abstract. Web server system researcher’s interest in the high performance clus-
ter web server is connected with low cost workstation or PCs by high speed 
network. For the latest researches, techniques using an advantage of content - 
aware request distribution are proposed. And network security is very impor-
tant. Many information exist which demand information security because 
development electronic commerce. We have the worry about low speed when 
which a security session is applied in content-aware traffic distribution server 
system. In this paper, we studied about content-aware traffic distribution server 
system which a security session reusing is applied. 

1   Introduction 

The Internet is making rapid progress. Due to the explosive growth of Internet users 
exceeding the increase of network bandwidth, service requests to Web servers are also 
growing at a high rate. In response to the rapidly increasing demands for Web ser-
vices, many researches are being conducted on high-capacity and high-performance 
Web servers guaranteeing prompt responses and reliable file transmission. If a single 
server has to process many service requests, its performance cannot be improved 
significantly. Thus, researchers are studying a technology called Web server cluster-
ing that clusters a number of computers and distributes load among them. In its early 
stage, the Web server clustering technology applied an algorithm distributing load in 
consideration of load balance but gradually it moved to a load distribution algorithm 
according to contents [1],[2]. With the development of e-commerce, moreover, data 
security is being emphasized more than ever. Numerous data are demanding security 
in the current Web environment. For example, personal information, approval infor-
mation, file exchange, etc. require security in several aspects and the security of these 
types of data involves the transmission of encrypted data, authentication process and 
data checking process, which cause transmission delay [4].  
                                                           
*  Corresponding author.“This work was supported by a grant No. (R12-2003-004-03003-0) 
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For the improvement of transmission rate, we can reuse security sessions. Thus, the 
present study implemented Web server cluster environment adopting a load distribu-
tion algorithm based on contents, which transmits encrypted data, and examined the 
relation between content-based load distribution and the reuse of security sessions. 

For evaluating the performance of the system, Chapter 2 in this dissertation ana-
lyzed Web cluster system, Chapter 3 designed and implemented a content-based load 
distribution system adopting the reuse of security sessions, and Chapter 4 analyzed 
the relation between contents and the security session reuse through performance 
evaluation. 

2   Web Cluster System 

2.1   Web Cluster System 

Clustering technology makes a number of servers to process high-capacity services 
together. A cluster is composed of nodes and a manager. A cluster node processes 
actual tasks assigned to the cluster. In general, cluster nodes are set up to belong to a 
cluster. Depending on the role and job of a cluster, software can be specific or gen-
eral. An example of software performing a specific role is an engineering calculation 
program mapped to a node, and programs for load balancing like Apache for belong 
to general software. Like Linux kernel manages the schedule and resources of all 
processors, the cluster manager manages resources and allocate them to each node. 
Basically one manager is necessary but sometimes cluster nodes can play the role of 
cluster manager and, in a large-scale cluster, there can be multiple cluster managers. 
There are clustering techniques such as HPC, fail-over and load balancing. First, HPC 
is generally called Linux clustering or Beowulf project.  

Beowulf provides a system of high processing capacity by combining the process-
ing capacities of several sub-systems. In the system, which was designed for scientific 
uses or CPU jobs, only programs made according to API can allocate their jobs to 
multiple systems [5],[6]. Fail-over is similar to load balancing but there is a slight 
difference. While all nodes work together in load balancing, backup servers work 
only when the primary server fails in fail-over. Modifying load balancing we can 
implement load balancing and fail-over functions at the same time. Lastly, load bal-
ancing is an essential technology for building large-scale websites. This technology 
puts multiple Web server nodes around and distributes load using the management 
tool at the center. A characteristic of this technology is that the nodes do not have to 
communicate with one another. Using load balancing, each node can process requests 
fittingly to its capacity or load. Or it can process tasks assigned by the cluster man-
ager and this is the content-based load distribution server system proposed in this 
research [7],[8]. 

2.2   Web Cluster System Scheduling Algorithm 

Such a load distribution clustering system uses a scheduling algorithm for load distri-
bution. There are several scheduling algorithms as follows. 
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-Round-robin scheduling (RR). This algorithm simply delivers requests, ignoring 
all situations including the server and network conditions. This is the simplest and can 
be efficient if all servers and networks are of the same specification. 

-Weighted round-robin scheduling (WRR). Here, a weight means giving a weight 
to a specific thing. A weight is given to a specific server so that it processes more re-
quests if the server is be superior to others in capacity or can process more requests 
because of its environment, processing speed for a given type of requests, etc. Using 
weighted round-robin scheduling, the server does not need to count the number of 
network connections and can manage a larger number of servers because scheduling 
overload is less than that in dynamic scheduling algorithm. If the number of requests is 
large, however, there can be dynamic load imbalance among real servers. 

-Least connection scheduling (LC). In least connection scheduling, a new request 
is directly connected to the server with the least connections. Because this algorithm 
has to count dynamically the number of actual connections to each server, it is one of 
dynamic scheduling algorithms. In a virtual server composed of servers with similar 
performance, big requests do not concentrated on a specific server and, as a result, 
even a high connection load is distributed very effectively. The fastest server can 
process more network connections. Therefore, even if the servers in a virtual server 
vary in processing capacity, they may work very efficiently. In fact, however, the 
algorithm cannot produce very satisfactory performance because of the TIME_WAIT 
of TCP. TCP TIME_WAIT is usually two minutes but a website with a large number 
of connectors may have to process thousands of connections within the two minutes. 
If Server A has a twice higher processing capacity than Server B, it will face TCP 
TIME_WAIT after processing thousands of requests. However, Server B just waits 
until thousands of requests are all processed. For this reason, least connection sched-
uling can be inefficient in load distribution if the virtual server is composed of servers 
with different processing capacities.  

-Weighted least connection scheduling (WLC). Weighted least connection 
scheduling, which is a part of least connection scheduling, can give a performance 
weight to each real server. A server with a high weight can receive more requests. The 
virtual server manager can give a weight to each real server. Network connects are 
allotted based on the number of actual connectors, which is the weight ratio. The base 
weight is 1. The performance of a cluster system is determined by the scheduling 
algorithm. Thus, a suitable algorithm should be selected for a system to be built 
[3],[4],[8]. 

3   Reuse of Security Session in Content-Based Load Distribution 
Server 

3.1   Content-Based Load Distribution Server 

With the spread of e-commerce, the Internet is being used in more diverse ways and 
demands Web service systems of higher performance. In response to such a demand, 
cluster Web servers are used. Early cluster Web servers distributed load evenly over 
the sub-systems but they evolved to systems distributing load differently according to 
contents. A content-based load distribution system analyzes the contents of service 
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requested by clients and distributes load based on the result. In this method, a server 
measures the volume that it can process for a specific type of contents and processes it 
by weight. That is, requests for a specific target are allocated to a specific Web server 
using the name of the name of the target. 

 

Fig. 1. Mechanism 

Because content-based load distribution always distributes requests with the same 
target name to the same server, the hitting ratio of the main memory cache is im-
proved and the Web server can respond more quickly. In other words, requests are 
always sent to the server that already has data cached in the main memory. Requests 
for a specific target are sent to the same server and, by doing so, the hitting ratio is 
improved and redundancy is reduced. This is the most important characteristic of 
content-based load distribution. The simplest mechanism for content-based load dis-
tribution is the use of a relaying front-end. A HTTP proxy runs at the front-end ac-
commodating clients’ connections maintains permanent connections to all back-end 
nodes. If a request arrives from a user, the proxy allocates a connection to the client 
according to the load distribution method and forwards the request packet. If a reply 
comes from the back-end node, the front-end proxy sends it to the client. This method 
does not need to make a change in the OS kernel of any server in the cluster system 
and can structure the system simply, but because all response packets from the back-
ends to clients are forwarded through the proxy, there is heavy overhead [3]. To avoid 
bottleneck at the front end caused by overhead, mechanisms such as TCP splicing and 
TCP hand- off are used. As in Figure 1, TCP splicing shows the same traffic flow as 
that with the use of a relaying front-end. Different from the use of a relaying front-
end, TCP hand- off transmits response from back-end nodes directly to the clients. 
Due to difference in traffic flow, TCP splicing shows higher scalability than TCP 
hand-off [9],[10],[11].Despite the use of TCP hand-off mechanism, the structure of 
content-based load distribution server using a centralized front-end has a limitation in 
scalability. In “Scalable Content-aware Request Distribution in Cluster-based Net-
work Servers” [3], the author proved that when the number of back-end nodes is four 
or more, system performance did not go up any longer due to bottleneck in the load 
distributor. 
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3.2   Design of Security Session Reuse in Content-Based Load Distribution 
Server 

Data security is getting more critical. There are innumerable data demanding security 
in the current Web environment. For example, personal information, approval infor-
mation, file exchange, etc. requires security in several aspects, and the security of 
these types of data involves the transmission of encrypted data, authentication process 
and data checking process, which cause transmission delay. TLS (Transport Layer 
Security: former SSL (Secure Socket Layer) of Netscape)), which is the service stan-
dard providing security sessions, does not guarantee high-speed transmission. In order 
to create a security session, security keys should be set between the two communica-
tion objects. For this, a handshake protocol exists separately and the pre-master secret 
key used in the protocol is decoded and the master secret key is generated by the 
server. These processes require a large volume of calculation and lower the transmis-
sion performance of the system. For higher transmission rate, accordingly, sessions 
need to be reused rather than created for each connection. However, not all networks 
benefit from high session reusability. Figure 2 shows a timing diagram for the hand-
shake protocol. 

In cluster environment, excessive session reuse may disrupt load balance, apply too 
heavy load to a specific server and, in an extreme case, congest the network with 
traffic. Thus, we need a handshake algorithm that minimizes the slowdown of trans- 
 

 

Fig. 2. Handshake timing diagram 
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mission throughout the entire network by tuning between load balance and security 
session reuse. Figure 3 shows a simple handshake algorithm for the reuse of security 
sessions. 

 

Fig. 3. Simple handshake timing diagram 

In this research, in order to evaluate the reusability of security sessions in 
implementing a content-based load distribution server, we adopted relaying front-end 
as the mechanism of content-based load distribution and used weighted round robin 
(WRR) algorithm by giving a weight for content-based load distribution. For applying 
security sessions, we generated data using DES encryption algorithm at EDCE 
(Encryption Data Create Equipment) and transmitted the data to DPS (Date Process 
Server) using the simple handshake algorithm and WRR algorithm at VS (Virtual 
server) in order to reuse security sessions. This system can be represented in a 
structure diagram as in Figure 4. 

 

Fig. 4. System structure diagram 
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4   Performance Evaluation 

To evaluate the performance of the implemented algorithm we used Pentium III com-
puters. The Web cluster was built in the NAT method. Data transmission was made to 
VS using EDCE and from VS to DPS using a switching hub. In order to analyze the 
data flow, we captured packets using Libpcap on Linux, and represented them in GUI 
graph using GTK to monitor the packets on xwindow. The graphs in Figure 5 show 
packet data captured according to the number of experiments and graphs in Figure 6 
are data represented in graph. The followings are the result of performance evaluation 
with changing the values of reuse and weight using the algorithms above.In Figure 5, 
the clients were given weights 13, 7 and 3 respectively and tested 6 times in 10 min-
utes, and Figure 6 is the result of applying security session reuse ratios of 0, 10, 20 
and 30. 

            

Fig. 5. Performance evaluation 1                        Fig. 6. Performance evaluation 2 

In the graphs above, security session reuse ratio was obtained by quantifying the 
volume of data, to which security sessions were applied. Every time, encrypted data 
was decrypted in VS, DPS is confirmed, and the data is sent to the DPS. The process 
is repeated but, with the introduction of reusability, data is decrypted at regular inter-
vals of time or number and transmitted to the corresponding DPS. According to the 
result of the performance evaluation, the performance of security session reuse went 
down when weights were small, and it went up when weights were large. Based on 
the results, security session reuse in an actual content-based load distribution server 
must reuse sessions in consideration of the service, to which the reuse is applied and 
appropriate distribution. If traffics allocated to servers are different according to con-
tent a low reuse ratio will be desirable, and if they are similar a high reuse ratio will 
be desirable. However, this result came from data in an artificially crated setting and 
it may be somewhat different in real environment. 
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5   Conclusions 

The present study evaluated the performance of security session reuse in a content-
based load distribution server. Cluster Web servers, which have a highly expendable 
structure in response to gradually increasing Web server traffic, have been studied, 
focused on their scalability, client transparency and high availability. Recently, re-
searchers on cluster Web servers are paying attention to content-based load distribu-
tion that distributes clients’ requests among the cluster server nodes according to the 
type of content or service requested. Due to the characteristic of Web workload, ac-
cesses are frequently concentrated on a specific file not the whole files in the site. 
Using the characteristic, researches on content-based load distribution seek to im-
prove the overall performance of a cluster system through the efficient use of the 
memory in cluster server nodes. If security session is applied to a content-based load 
distribution system, traffic may increase significantly. In order to reduce traffic result-
ing from security sessions, security sessions should be reused and the reuse should be 
adjusted appropriately according to content. The present study evaluated the perform-
ance of security session reuse simply by reducing the handshake algorithm. However, 
the reusability of security sessions needs to be studied not only for content-based load 
distribution algorithm but also for cache algorithm applied to Web pages. 
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Abstract. In this paper, we proposed a new modulation and multiplexing tech-
nique named Adaptive Spreading Orthogonal Frequency Division Multiple  
Access (AS-OFDMA). AS-OFDMA might be an efficient system which is 
more robust against multi-path fading channel. Therefore, the performance of 
the proposed system is better than the conventional MC-CDMA. Moreover, 
AS-OFDMA solves the problem of inter code interference. In this paper, we in-
troduce the proposed system and demonstrate the superiority of the proposed 
system by the computer simulation. We also show the performance comparison 
between the proposed system and the conventional MC-CDMA technique.  

1   Introduction 

As the communication technology is developed, the future mobile communication 
systems are required to be sufficiently flexibility to support a variety of multimedia 
services such as video, image, picture and data services with high quality.[1] To in-
crease the data rate, we need a  more wideband communication technology. However, 
in the mobile communications, it causes the degradation of performance in the fre-
quency selective fading channel.  

A multi-carrier scheme providing high data rate transmission with high frequency 
utilization efficiency has been proposed for DS/CDMA system based on orthogonal 
frequency division multiplexing(OFDM), which is a parallel data transmission tech-
nique. It is crucial for multi-carrier transmission to have a non-frequency selective 
fading channel over each sub-carrier.[2],[3],[4] A MC-CDMA is the combination 
system between OFDM and CDMA, which achieves frequency diversity gain in fre-
quency selective fading channel avoiding inter symbol interference(ISI). Therefore, 
this is a very effective system. Each carrier in MC-CDMA experiences different fad-
ing in the frequency selective fading channel. the frequency diversity gain by de-
spreading process  can be achieved. Users use same sub-carriers because multiple 
access technique can be performed by using orthogonal code. Consequently, it makes 
better frequency efficiency.[5][6][7] 

However, in the conventional MC-CDMA, every user uses all the carriers at the 
same time. As users are increased in the cell, the inter-cell interferences rapidly in-
creased results in degradation of the performance.  [8]  

To overcome problem of the conventional MC-CDMA system, we proposed the 
Adaptive Spreading OFDMA.  
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Adaptive Spreading OFDMA is different to the conventional MC-CDMA. As we 
mentioned before, all the users transmit data using whole sub-carriers in the conven-
tional MC-CDMA. But the whole sub-carriers are divided by multiple Block unit and 
it becomes a sub-carrier block set. Adaptive Spreading OFDMA system is spreading 
by Spreading Factor(SF) for each sub-carrier block set.  Therefore, Adaptive Spread-
ing OFDMA gets the frequency diversity gain in frequency selective fading channel 
avoiding ISI. 

The capability of Adaptive Spreading OFDMA  is greater than the conventional 
MC-CDMA,  because the whole sub-carriers are splitted into many sub-carreir sets. 

As the users are allocated by a block unit, the intra cell interferences are reduced 
for a block band but not all in band. The proposed system is more effective for Intra 
cell interference.  

2   Channel Model 

The principle of multicarrier modulation involves reducing the bit rate of each carrier 
against the ISI problem and providing high bit rate transmission using a number of 
those low bit rate carriers. Frequency bandwidth is divided into small ranges and each 
range is handled by these low rate carrier. Furthermore, an OFDM system transmits 
different data using several sub-carrier which provide high-rate data transmission and 
impact on the capacity. Because of the orthogonal overlapping of carriers, an OFDM 
system can increase bandwidth efficiency. The total bit rate R becomes higher than 
that of a single carrier R1 and their relation is given by.[9] 

1)1(
2

R
S

S
R ×

+
=  (1) 

where S is the number of carriers. 
Multicarrier modulation applied to DS-CDMA may be classified into two general 

cases, depending upon whether time domain or frequency domain is employed. The 
former is generally called MC-DS/CDMA and the latter is generally called MC-
CDMA. The proposed system in this paper belongs to the frequency spreading class. 
The MC-CDMA and Adaptive Spreading OFDMA system spread the original data in 
a frequency domain using spreading code. Therefore, MC-CDMA and Adaptive 
Spreading OFDMA can obtain a frequency diversity effect through despreading since 
the fading of each subcarrier is different.  

Received radio signal is a superposition of delayed and attenuated versions of 
transmitted signal due to multi-paths. Rayleigh fading model is often a good approxi-
mation of realistic channel conditions. The channel model depicted in Fig. 1 is as-
sumed in the paper. 

In this model, an 18-path frequency selective Rayleigh fading channel has the  
exponential decay of the average received power levels with equal interval of 5Tc  

between adjacent paths. 
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Fig. 1. Exponential Decay Channel Model 

Therefore, the channel model is expressed as[10] 
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Where )(tlξ  is the complex channel gain of the l-th path and  lτ  is the propagation 

delay of l-th path.  

3   Adaptive Spreading OFDMA System 

The conventional MC-CDMA system is illustrated in Fig. 2(a). The MC-CDMA 
transmitter spreads the original signal using a spreading code over a frequency domain 
Adaptive Spreading OFDMA as shown in Fig.2 (b) is different to the conventional 
 

     

(a) Conventional MC-CDMA                               (b) AS-OFDMA         

Fig. 2. Configuration of MC-CDMA  and  Adaptive Spreading OFDMA 
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MC-CDMA. The Adaptive Spreading OFDMA transmit the data using partial band  
(partial carriers) for user, while all the users transmit data using whole sub-carriers in 
the conventional MC-CDMA. Adaptive Spreading OFDMA system is spreading by 
Spreading Factor(SF) for each sub-carrier block set.  Therefore, Adaptive Spreading 
OFDMA achieves the frequency diversity gain avoiding ISI in frequency selective 
fading channel. 

Each data stream is serial-to-parallel(1:M) converted to parallel data )( MTT b ×= . 

This converted data streams are modulated to each sub-carrier. And the information 
data are spread in the frequency domain with walsh code that is set of {+1, -1}. 
Walsh-code is very suitable for Adaptive Spreading OFDMA system because its 
cross-correlation value is zero.  

MC-CDMA systems have a frequency diversity gain because the data stream is 
spread over frequency domain. Users share the bandwidth using assigned codes, so 
many user can use same frequency band with frequency efficiency. However, in the 
conventional MC-CDMA, as the users increase in the cell, because all the users use 
the whole carriers, the quantity of intra-cell interferences rapidly increases results in 
degradation of performance. And the capability of multiple access depends on length 
of orthogonal code. The maximum user number that can share the band at the same 
time is Nu = Lsf, so the capability of multiple access is limited. As the user number 
increases, the code length is increased. It makes performance degradation because 
inter-code interference is increased.  

The system structure of the adaptive spreading OFDMA transmitter and receiver 
are shown in Fig.3. 

First, each user is assigned to sub-carrier Lsf after serial-to-parallel converter. Data 
streams of assigned user are copied to sub-carriers, and this signals are spread in the 
frequency domain using walsh code. Copied signal is converted to time domain signal 
through IFFT. After that, insert Guard interval(GI) to reduce ISI impact and transmit  
their signals on the wireless channel. 

Received signals of adaptive spreading OFDMA system are converted to baseband 
signals and the guard interval is removed. These signals are converted to sub-carrier 
components using fast Fourier transform(FFT). The spreading code is multiplied to 
every sub-carriers in a frequency domain. After the compensation of the fading chan-
nel, signals are converted by parallel to serial converter. Finally, converted data is 
demodulated and detected.  

Differently with the conventional MC-CDMA, the proposed system uses a block 
unit of sub-carriers. In MC-CDMA, data stream is converted to parallel data, but 
proposed system assigns user to each sub-carrier block. So it achieves a good per-
formance by reducing inter-code interference. 

In the case that u users exist in the system, each user in the MC-CDMA system ex-
periences interference from all user but user in the proposed system less interference 
than MC-CDMA system. 

Quantity of reduced interference is (u*Lsf)/carrier (Lsf is a length of spread factor). 
Furthermore, spread code can be reused by a block unit, a maximum user of multiple 
access is Nu = Lsf * Nb. So, without increasing spread code, many users share the band 
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(a) Transmitter 

 

(b) Receiver 

Fig. 3. AS-OFDMA scheme 

at the same time. And the proposed system also spread in the frequency domain, we 
can get  the frequency diversity gain.  

Packet structure of  the proposed system is fig. 4. First 4 symbols are pilot symbol 
for channel estimation and after pilot symbol, 64 data symbols are located.  

 

Fig. 4. Packet structure 

The number of carrier that transmits same data is Lsf(length of spread factor) and 
the number of user that can access at the same time is also Lsf.  

S(t) corresponding to the i-th data symbol of the u-th user is follows Then, the 
transmitted signal become  
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where K represents spreading factor , i is data sequence. and u is user index. 
),( Buβ  is Block selection function, ),( Buφ  is code reuse function. 
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Tsym is the OFDM symbol duration with guard time Tg . 
If the sample duration is Ts then  
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is the sub-carrier separation. 
At the receiver, received signal is  
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Where )(,, tZ klu  is the received complex envelope at the )( ),( kK Bu +β -th sub-

carrier of the u-th user. 

4   Results 

4.1   Simulation Condition 

The BER performance is evaluated by computer simulation. Table 1 summarizes the 
simulation parameters assumed in the paper, and Fig. 2 and Fig. 3 show the structure 
of MC-CDMA and AS-OFDMA, respectively. 
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Table 1. Simulation parameters 

Number of sub-carriers 128 
Short spreading code Walsh-Hadamard code 
Scramble spreading code Pseudo random sequence 
Data modulation QPSK 
Number of data symbol 64 
Number of pilot symbol 4 
FFT/IFFT  length 128 
Guard interval 32 
Processing gain 16, 32 
Channel model See Section 2.1 
Maximum Doppler frequency 5Hz, 25Hz, 50Hz, 100Hz 

Fig. 4 shows the packet structure of MC-CDMA and AS-OFDMA. The perform-
ance of the propose system was demodulated by computer simulation in a frequency 
selective Rayleigh fading channel. In particular, a 18-path fading channel model was 
used in the frequency selective fading channel, as mentioned in Section 2.1 Ideal 
channel estimation is assumed in this paper. More detailed parameters used in the 
simulation are shown in Table 1. 

4.2   Simulation Results 

Fig.5(a) and Fig.5(b) show performance comparison between AS-OFDMA and  the 
conventional MC-CDMA according to maximum doppler shift under the condition of 
the same process gain and the same user. But  here, the capacity is  not  considered. 
We can see that AS-OFDMA has better performance than conventional MC-CDMA. 
From 5(a) and Fig.5(b), we can see that the performance is getting better as the proc-
ess gain is increasing by the frequency diversity effect. 

Fig.6(a) shows BER comparison between AS-OFDMA and conventional MC-
CDMA according to maximum doppler shift under the condition of the same process 
gain and the same system capacity. 

   
      (a) PG = 16, User = 8                                               (b) PG = 32, User = 8 

Fig. 5. BER performance comparison between the conventional MC-CDMA and AS-OFDMA 
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(a) Same PG, Different User                       (b) Different Process Gain and User 

Fig. 6. BER performance comparison between the conventional MC-CDMA and AS-OFDMA. 
(Same capacity). 

Conventional MC-CDMA has 32 process gain, 4 users and AS-OFDMA has 32 
process gain, 16 users. 

When Fd is 25, from 0dB to 17dB, the performance of conventional MC-CDMA is 
better than AS-OFDMA. When we compare Fd=50 and Fd=25, there is no change in 
AS-OFDMA but there is great performance difference in conventional MC-CDMA. 

In Fig.6(b), we compare the BER between AS-OFDMA and the conventional MC-
CDMA according to maximum doppler shift under the condition of the different sys-
tem capacity and the different process gain. The conventional MC-CDMA has 32 
process gain, 4 users and AS-OFDMA has 16 process gain, 16 users. There is not 
much performance gap between two systems. However, the BER performance is 
rapidly degraded when the doppler shift is 50 and 100. Furthermore, as the Eb/No is 
getting more increasing the gap is more large. 

In 5(a) and Fig.5(b), two systems get frequency diversity gain by using many sub-
carrier with same data. Because of that, we can see that the process gain is increasing 
when the performance is getting better. From Fig.5 and Fig.6, We can see that the 
BER performance of AS-OFDMA is less influenced by the maximum doppler shift 
than the conventional MC-CDMA. 

5   Conclusion 

In this paper, Adaptive Spreading OFDMA(AS-OFDMA) system is proposed to 
achieve the frequency diversity gain avoiding intra cell interference. We compared the 
BER performance of AS-OFDMA to the conventional MC-CDMA under the 
Rayleigh fading channel.  Performance of these systems is getting better as the proc-
ess gain is increasing because both of them get the frequency diversity gain. When the 
maximum doppler shitf is small. they have similar performance.  However, the maxi-
mum doppler shift is high, the performance degradation of the conventional MC-
CDMA is rapidly increasing due to the intra cell interference. However, the proposed 
system is effective for reduction the intra cell interferences.  AS-OFDMA has good 
performance in even the large doppler shift channel condition. It was verified by the 
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simulation results that the proposed schemes are effective and practical in multi-path 
Rayleigh fading. The proposed system can achieve the high quality services in the 
broadband wireless communication channel. 
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Abstract. In this paper, an effective distribution antenna diversity system 
according to adaptive correlation method for OFDM-DS/CDMA is proposed in 
the frequency selective fading channel.  The combined diversity effect between 
path diversity of the distributed antennas and frequency diversity of the multi-
carrier can be achieved with the proposed system.  The proposed system 
transmits different data using several sub-carriers which are correlated, while, 
transmitting the same data using several sub-carriers which are de-correlated. It 
can achieve combined path and frequency diversity gain in a frequency 
selective fading channel. It provides high data rate services by transmitting the 
different data using each correlated carrier, and supports good quality by 
transmitting the same date system with frequency diversity gain is applicable to 
multimedia service. Thus, the proposed system is sufficiently flexible enough to 
very support a variety of video, image, voice and data services at a high level of 
quality. 

Keywords: OFDM-DS/CDMA, RAKE diversity, distributed antenna, ISI. 

1   Introduction 

Recently, mobile communication systems must be flexible enough to support a 
variety of video, image, picture and data services with high quality [1-3]. As one of 
the future high wireless communication technologies, The Direct Sequence/Code 
Division Multiple Access (DS/CDMA) system has been regarded as one of those 
candidates. It has many desirable features such as fading suppression, immunity 
against interference, and enhancement of frequency reuse efficiency [3-4].  

A DS/CDMA system using distributed antennas has been proposed by Qualcomm 
for a frequency nonselective fading channel environment such as in indoor wireless 
communication [3, 5]. 

A new CDMA application technology for downlink has been a growing interest for 
the support of high data rate transmission at a high level of quality in mobile 
communications. A multi-carrier modulation scheme providing high data rate 
transmission with high frequency utilization efficiency has been proposed for the 
DS/CDMA system based on orthogonal frequency division multiplexing (OFDM), 
which is a parallel data transmission technique. It is crucial for multi-carrier 
transmission to have a non-frequency selective fading channel over each sub-carrier 
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[6, 7, 10]. Therefore, this OFDM-DS/CDMA (Orthogonal Frequency Division 
Multiplexing-Direct Sequence/Code Division Multiple Access) system can be 
considered effective in a frequency selective fading channel environment avoiding ISI 
(Inter Symbol Interference). 

However, a gain in path diversity cannot be obtained by using conventional 
OFDM-DS/CDMA schemes, because diversity attained by means of the RAKE 
combining which resolves paths cannot be applied to OFDM-DS/CDMA systems. 
Therefore a delayed path beyond the guard interval cannot be resolved when we use 
only FFT (Fast Fourier Transform) modulation.  

We use a combined system employing path diversity provided by delayed 
distributed antennas and frequency diversity from a multi-carrier. 

Signals from each antenna are delayed by several chips which can then be 
combined by using a RAKE receiver at a mobile station which creates diversity. It 
makes fading from each antenna become more randomized than the conventional 
systems. It creates uncorrelated signals from each antenna. Therefore we can obtain 
both the path diversity by means of the RAKE combining method with delayed 
antennas and the frequency diversity from multi-carrier [12]. 

We propose an effective distribution antenna diversity system according to 
adaptive correlation method for OFDM-DS/CDMA in a frequency selective fading 
channel environment. The proposed system transmits the different data using several 
sub-carriers which are correlated, and then, the proposed system transmits the same 
data using several sub-carriers which are de-correlated. It can achieve combined path 
and frequency diversity in a variable frequency selective fading channel. It provides 
high data rate services by transmission the different data using each correlated carrier, 
and achieves high quality by transmitting the same date with multiple antennas. The 
proposed system is an effective system to achieve multimedia service of high quality 
according to channel condition. 

2   Distribution Antenna Diversity System According to Adaptive 
Correlation Method  

2.1   Base Station Model 

We propose a new transmitter diversity systems different data using several correlated 
sub-carriers, while the proposed system transmits the same data using several sub-
carriers which are de-correlated. It can achieve combined path and frequency diversity 
in a variable frequency selective fading channel. It provides high data rate services by 
transmitting different data using each carrier, and obtains high quality by transmitting 
the same data using multiple antennas. 

A multi-carrier transmits different data using correlated sub-carriers which provide 
high-rate data transmission. The proposed system transmits different data on each 
carrier, which provides an effective system for performing high data rate transmission 
with efficient frequency utilization such as that required for video, and image. This is 
because the data rate of the proposed OFDM systems is larger than that of a single 
carrier system due to the orthogonal overlapping of carriers expressed by equation (1). 
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On the other hand, the proposed system transmits the same data on a de-correlated 
carrier. This is an effective scheme for providing a high quality data service in such 
areas as Internet service which requires low error probability. 

 

Fig. 1. Base station diagram of the proposed 

 

Fig. 2.  Mobile station diagram of the proposed system 

Binary data bits are assigned to different distribution antennas respectively. The 
k th user's information signal at the m th distributed antenna can be expressed as 
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where TP is a rectangular pulse with duration T , and k
mib , is the binary data of duration 

T  at the  i th data interval. 
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The spreading sequence of the k th user is expressed as 
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where k
ja is the j th chip  ( 1± ) of the k th users, and cT is the period of the 

spreading sequence, and ψ (·)  is a chip waveform, which in this paper is a 

rectangular pulse with duration cT  . 

A transmitted signal from the m th distributed antenna of the k  th user's 
transmitter is given by 
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where sw is the sth carrier frequency, P  is the power of a bit, and c
k
m Tb / is an integer. 

cT  is the chip period of a spreading sequence. 

The orthogonal frequencies )...,3,2,1(, Ssw ms =  are the s th carrier requencies of the 

mth antenna and have the relation of  

SswhereTsww ms ,...,2,1,,/2)1(1, =−+= π  (5) 

where 1w is the absolute carrier number. 

Fig.1 shows the concept of the proposed system whose base station has multiple 
antennas with independent fading patterns, and its mobile stations with independent 
fading patterns, and its mobile stations with single antennas. Several sub-carriers are 
assigned to each antenna. A set of antennas are fed by a common signal with time 
delay processing to distinguish signals. Thus, this can makes fading more 
randomized between the OFDM tones of each antenna than in the conventional 
system. We can obtain uncorrelated signals from uncorrelated carrier of each 
antenna; therefore, multipath provides path diversity. The diversity effect of RAKE 
combining signals delayed by several chips can be obtained by coherent detection at 
a mobile station. 

Fig.1 shows a base station model of the proposed system. The base station transmits 

different data on near sub-carriers which are correlated such as 321 ,, SSS  or 

654 ,, SSS . This is why multi-carriers are commonly located in successive 

frequencies and have high correlations among sub-carriers with one antenna. The same 
data on the de-correlated carriers are at a great distance from one another, such as in the 

case of 11, +kSS  or 22 , +kSS  .    In other words, the 1S carrier transmits the same data 

with 1+kS , and 2S does the same data with 2+kS because they are de-correlated. 

Figure 1 shows that input data are converted from serial to parallel, and are spread 
in the time domain by PN codes in each carrier. Then the signals of each antenna are 
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delayed by several chips, and Inverse Fast Fourier Transform (IFFT) is utilized for 
multi-carrier modulation. The output of IFFT is parallel to serial converted. A guard 
interval is inserted between the output signals to prevent ISI. 

The complex low path impulse response of a channel of the i th user is assumed  
to be 
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where l   is the number of channel paths, and the path gains  lk ,β  are independent 

identically distributed(i.i.d) Rayleigh random variable (r.v.s) for all k and l  , and the 

angles lk ,τ are i.i.d distributed in [0,2 ). 

2.2   Mobile Station 

A received signal of the k th users in MC-DS/CDMA is given by  
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where  k
mβ is the path gain due to Rayleigh fading, and kτ is the propagation delay of 

the k th user, and n(t)  additive white Gaussian noise (AWGN) with two sided power 

spectral density of 2/0N , and k
lms ,,φ is the phase shift, i.i.d. uniformly distributed 

random variable which takes values in[0,2 ). 
Figure 2 shows a model of the mobile station used by the proposed system. A mobile 

unit receives the transmitted signals, which are converted from serial to parallel, and 
FFT is used to demodulate all the carriers, and MRC (Maximal Ratio Combining) 
diversity is applied by de-correlated signals from M antennas for each carrier at a 
RAKE receiver. As a result, coherent detection for each carrier is done at a mobile 
station. 

3   Results 

The bit error rate (BER) performance of the multiple antenna transmission system 
utilizing RAKE combining diversity is evaluated as a function of

00 / NE , which is the 

average received bit energy to noise density ratio of the signal power and the noise 
power. In Fig.4, signals from each multiple antenna are delayed by several chips to be 
combined by a RAKE receiver creating artificial paths. Each antenna has four sub-
carriers in this scheme. 

D.A.R.C (Distributed Antenna system using RAKE Combining) indicates the 
proposed system. M  indicates the number of antennas transmitted at a base station. 
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Fig. 3. BER performance of the proposed system 

 

Fig. 4. BER performance of the proposed system 

Fig.3 shows that the conventional single antenna system can not obtain better 
performance compared with the D.A.R.C. system even though the number of carriers 
increases, its diversity effect is not much achieved. On the other hand, the proposed 
system can achieve the diversity gain with un-correlated carriers. S=1 means the 
RAKE combining diversity with only one carrier at all the antennas. S=2  indicates the 
RAKE Combining diversity with two un-correlated carriers. The proposed system can 
achieve better diversity gain provided by RAKE Combining with MRC (Maximal 
Ratio Combining) diversity of de-correlated carriers as well as path diversity. 

Fig.4 shows the result of the combined diversity effect between the path diversity 
and frequency diversity. D.A.R.C.(Distributed Antenna system using RAKE 
Combining) scheme consisting of 2 antennas and 2 carriers achieves better 
performance than the SD and the single antenna. Here, SD(Selection Diversity) means 
that a mobile station selects the antenna receiving the largest power of multi-carrier 
signal in a selective fading channel. The proposed system is effective in combining 
carrier and path diversity gain. As a result, the performance of D.A.R.C is better than 
that of the conventional SD and the single antenna system in Fig.4. 

Fig.5 shows the result of BER performance comparison between MRC diversity and 
carrier selection diversity applied to uncorrelated S carriers of all the antennas. The 
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proposed system achieves the frequency diversity gain with un-correlated carriers. 
MRC diversity with un-correlated carriers of the proposed system is better BER 
performance than that of best carriers selection. The proposed system improves BER 
performance by combining frequency diversity and path diversity. 

Fig. 6 shows the BER performance of the proposed system in multi-users. As 
mentioned before, SD(Selection Diversity) indicates that a mobile station selects the 
antenna having the largest power of multi-carrier signals in a selective fading channel. 
The proposed system is more effective in combining carrier and path diversity gain. We 
can see from Fig.6 that the performance of the proposed system becomes better than 
that of the conventional system. The frequency diversity can achieved by MRC 
diversity of the un-correlated carriers. Enough low BER performance can be obtained 
with the frequency diversity gain. However, the proposed system can not achieve BER 
performance lower than 1e-05 due to multi-user interference.   

 

Fig. 5. BER performance of the proposed system 

 

Fig. 6. BER performance of the proposed system 

The proposed system fits for data such as Internet copying with low error 
probability, since it transmits the same data on each correlated carrier. 
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4   Conclusion 

An effective distribution antenna diversity system according to adaptive correlation 
method for OFDM-DS/CDMA is proposed in the frequency selective fading channel.  
The proposed system transmits the different data to provide the high data rate using 
several sub-carriers which are correlated, while it also transmits the same data using 
sub-carriers which are de-correlated to support the high quality. The de-correlated 
signals are combined to create the path and frequency diversity effect in a frequency 
selective fading channel by using a RAKE receiver at a mobile station. It is found that 
sufficient performance diversity gain of the proposed system can be achieved compared 
to the other conventional systems. Thereby the proposed system is also effective for 
data such as Internet which is required with low error probability by transmitting the 
same data on each de-correlated carrier. The proposed system is flexible enough to 
support a variety of multimedia services with high quality. It was verified by the 
simulation results that the proposed schemes are effective, and practical in multi-path 
Rayleigh fading environment. 
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Abstract. Datamining has become increasingly common in both the public and 
private sectors. A non-technical loss is defined as any consumed energy or ser-
vice which is not billed because of measurement equipment failure or ill-
intentioned and fraudulent manipulation of said equipment. The detection of 
non-technical losses (which includes fraud detection) is a field where datamin-
ing has been applied successfully in recent times. However, the research in 
electrical companies is still limited, making it quite a new research topic. This 
paper describes a prototype for the detection of non-technical losses by means 
of two datamining techniques: neural networks and statistical studies. The 
methodologies developed were applied to two customer sets in Seville (Spain): 
a little town in the south (pop: 47,000) and hostelry sector. The results obtained 
were promising since new non-technical losses (verified by means of in-situ in-
spections) were detected through both methodologies with a high success rate. 

1   Introduction 

Datamining [1][2] is a computing tool which involves the use of sophisticated data 
analysis tools to discover previously unknown, valid patterns and relationships in 
large data sets. Nowadays, datamining is being applied to multiple fields and detec-
tion of non-technical losses is one field in which it has met with success recently [3]. 
A non-technical loss is defined as any consumed energy or service which is not billed 
because of measurement equipment failure or ill-intentioned and fraudulent manipula-
tion of said equipment. Therefore, detection of non-technical losses includes detection 
of fraudulent users.  

This datamining field involves identifying non-technical losses as quickly as possi-
ble once it has been happened. Normally, cases of non-technical loss have to be de-
tected from huge data sets such as the logged data and user behaviour. The workforce 
is thus not sufficient to analyze these huge data sets and datamining techniques are the 
only tools which make it possible to study all the data in an acceptable time. The main 
research and applications in the non-technical losses and fraud detection field have 
been carried out on credit cards, telecommunications, and computer intrusion 
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[4][5][6][7]. Thus, for instance, telecommunication non-technical loss can be found in 
subscriptions where access to a service is obtained, often with false identity details, 
with no intention of paying. Other kinds of non-technical loss in this field occur from 
using a service without the necessary authority (for example, using mobile phone 
cloning) detected by the appearance of unknown calls on a bill. The tools and tech-
niques in these cases involve detecting the users with non-technical loss quickly in 
order to report them and to recover the lost money. 

Not only telecommunication companies and banks have non-technical losses in its 
users but also electrical companies. However, there is still very little non-technical 
detection research in electrical companies. Thus, once we have carried out a study of 
the state of art in this field and we have only found a very few papers [8], being there-
fore a research topic quite new.  

Current methodology work by the electrical companies in the detection of non-
techincal losses is basically of two kinds.  The first one is based on making in-situ 
inspections of some users (chosen after a consumption study) from a previously cho-
sen zone. The second one is based on the study of the users which have null consump-
tion during a certain period. The main problem of the first alternative is the need for a 
large number of inspectors and, therefore, a high cost.  The problem with the second 
option is the impossibility of detecting users with non-null consumption (these are 
only the clearest cases of non-technical losses).    

This paper describes a prototype for the detection of non-technical losses which has 
been developed at the Electronic Technology Department of the University of Seville.  

2   Midas Project 

MIDAS is the name of a project which developed two methodologies for the detection 
of non-technical losses, one by means of neural networks and the other by means of 
statistical techniques. The project was financed by Endesa, the most important electri-
cal company of Spain and one of the most important ones in the world, and by Sadiel 
which is the most important consulting company of Andalusia and one of the most 
important ones of Spain. A representation of the stages carried out in the development 
of the project is shown in Figure 1. Each of the phases shown in the figure are 
described below: 

1 Data Selection: The aim of this first phase was the selection from the database of 
the electrical company of a data set with which to work for the development of the 
prototype. Specifically, two sets were selected: Hostelry business in the province of 
Seville and private users in a little town in the south of Seville with a population of 
about 47,000. The first set was selected for being a traditionally sector of many 
non-technical losses. On the other hand, the chosen little town was the Sevillian 
postal code in which the electrical company had registered, through its inspections, 
the largest number of non-technical loss cases.  The non-technical loss files of these 
users were also collected.  

2 Query and formatting data: In this second phase the SQL queries were carried out 
and the data was formatted. Thus, three tables were obtained from the database: one 
for contracts, one for bills and a third one for files of cases with  non-technical  
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Fig. 1. Phases in the development of Midas 

losses. The number of users in each set as well as the number of registered non-
technical losses is shown in Table 1. As may be observed, the number of detected 
cases with non-technical losses was low in relation to the total number of contracts. 
The three database tables include, for each user, the following fields: bills from the 
last 4 years (one bill every two months), amount of power contracted and the type 
of customer (private or the what kind of business), address, type of rate, etc. 

Table 1. Analyzed data 

Type of customer Number of Contracts Cases with  
Non-Technical Losses 

Little town 60048 17 

Hostelry business 12879 5 

3 Interviews:  This task involved a number of interviews (exactly five were carried 
out) with specialized staff of the company for the detection of non-technical losses. 
In these interviews the different kinds of non-technical loss were studied as well as 
the various characteristics in the consumption evolution of each of them. This 
phase was carried out parallel to the two other previous phases. 

4 Preprocessing: Data was prepared for the mining process in this phase.  To this 
purpose, the entire fields from the tables shown above were studied and two new 
tables (one for each kind of customer) were generated with a set of fields selected 
for mining. Specifically, each register in these tables (one for each user) included: 
the six bills corresponding to the last year’s consumption, the power supplied and a 
non-technical loss sign (the value of this field was 1 if the user had registered some 
non-technical loss and otherwise the value was 0). 

5 Datamining (with Neural Networks and Statistical Techniques): These two stages, 
which were carried out in parallel, involved the data-mining process. The tech-
niques applied were neural networks and a statistical study. Our aim was to try to 
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obtain results through two different methods in order to obtain two result sources 
and compare them. The data mining process using these two techniques is de-
scribed in detail in Sections 3 and 4. 

6 Reporting possible non-technical losses and inspections: Once the data mining 
process was carried out, the electrical company would receive reports on customers 
detected with possible non-technical losses. Finally, the company would study 
these customers individually to decide on which ones to carry out the inspections. 
Thus, at the same time, by means of the inspections we could test the validity of the 
datamining process. 

3   Data Mining with Neural Networks 

Artificial neural networks are abstract simulations of a real nervous system that con-
tains a collection of neuron units communicating with each other via axon connec-
tions. Algorithms based on neural networks are among the most popular data mining 
techniques used today. In general, neural networks are used when the exact nature of 
the relationship between inputs and outputs is not known (if the relationship was 
known, the system could be modeled directly).  

There are two types of neural networks depending on the training used: supervised 
and unsupervised neural networks. Thus, supervised training involves the use of the 
inputs to come up with an output that can be compared to the given output. On the 
other hand, unsupervised learning by way of neural network training is unique in that 
the network is given a set of inputs but no indication of what the output should be. 
The goal, then, is to have the network itself begin to organize and use those inputs to 
modify the weights of its own neurons. 

We used unsupervised neural networks in our datamining process due to the condi-
tions of our problem. Thus, we had a couple of tables about customers in which we 
wanted to distinguish users with non-technical losses from users with a normal con-
sumption. It was thus not possible carry out a supervised training since we could not 
be certain that customers were in the first case (we only had one set of files registered 
in some inspections). Besides, the total number of non-technical losses registered by 
the company for this data was very low (only 22 compared with the total number of 
72,927 contracts –see Table 1–). 

Specifically, we used Kohonen networks (whose structure and working are repre-
sented in Figure 2) which provide an objective way of clustering data by utilizing a 
self-organizing network of artificial neurons. The Kohonen network resembles statis-
tical clustering algorithms as it is capable of finding intrinsic clustering in the input 
parameter space. 

In order to carry out the clustering process, it was necessary to select an adequate 
set of inputs which would make it possible to characterize the patterns. Thus, after 
studying the different alternatives, we selected the following inputs as identifiers of 
customer consumption pattern: 

- Maximum: the maximum value of the bills of the previous year. 
- Minimum: the minimum value of the bills of the previous year. 
- Average: the consumption average of the bills of previous year. 
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- Difference average: the difference between the average parameter of the cus-
tomer and the mean of the average parameters of the analyzed customers. 

- Consumption coefficient: (Maximum–Minimum) / amount of contract power 
- Difference average for month N: difference between the consumption in month N 

and the consumption average for month N of the analyzed customers. 
- Difference maximum for month N: difference between the consumption in month 

N and the consumption maximum for month N of the analyzed customers. 

 

Fig. 2. Kohonen network structure 

Once the input parameters had been selected, we designed a process for the detec-
tion of non-technical losses based on the search of similarities between the consump-
tion pattern of the registered files and the consumption pattern of database customers. 
In short, first we carried out a clustering process of the all customers (including the 
customers with registered non-technical losses). Afterwards, we studied the different 
clusters in order to identify where the customers with non-technical losses were con-
centrated.  So, in the clusters which were localized, the registered files were identified 
as possible customers with non-technical losses and we recommended the electrical 
company to carry out an inspection on them.  

In case of hostelry business, we extracted for our analysis the 1,145 customers be-
longing to the interval of contracted power between 12 and 14 KW. We selected this 
interval in order to reduce the number of samples because 4 of the 5 files registered 
by the company belonged to that group.  In the case of the little town, we extracted 
the 46,081 customers of the interval between 12 and 14 KW because 14 of the 17 files 
of this set were located within that group. 

Two Kohonen neural networks were designed for each of the groups studied (hos-
telry business in the province of Seville and private users in the little town, making 
for a total of 4 neural networks) in order to carry out the clustering process: The first 
one was for clustering using parameters which involved, for each customer, an annual 
calculus of his consumption: Maximum, Minimum, Average, Difference average and 
Consumption coefficient and the second one was for clustering using the parameters 
related to monthly consumption: Difference average for month N and Difference 
maximum for month N.  

Input layer

Competitive Layer of  
a Kohonen Network 
(two dimensional) 
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First, the data was clustered using the first network. Afterwards, in order to reduce 
the large groups and the number of customer to be inspected, the second network was 
applied to the data belonging to clusters where the files registered by the electrical 
company were concentrated. Finally, the resulting groups were studied, that is groups 
with registered files and, therefore, with customers having a similar consumption 
pattern. 

The two neural networks had 12 neurons and a 4*3 structure and therefore gener-
ated 12 clusters for each data set. After training the first network in the case of hos-
telry business, the registered files were localized into two clusters. The first cluster 
(cluster a1) only had 40 customers whereas the second one (cluster a2) had 352. In 
the case of the little town, the registered files were also localized into two sets (clus-
ters b1 and b2) of 2,520 and 852 customers, respectively. The second neural network 
was trained on clusters a2, b1 and b2 (cluster a1 only had 40 customers) and the reg-
istered files were concentrated into an single cluster in each case (clusters c1, c2 and 
c3) of 48, 2,200 and 244 customers, respectively. 

Finally, the users of clusters a1, c1, c2 and c3 were identified as customers with 
possible non-technical losses and we recommended the electrical company to do a 
specific study for each case and if necessary, to inspect them.   

Table 2. Selected study cases using neural networks 

Type of customer Contracts Selected study cases Selected rate 

Little town  46,081    2,444 (2,200+244) 5.03 % 

Hostelry business 1,145 88 (40+48) 7.68 % 

4   Data Mining with Statistical Techniques 

Outliers are elements in a data set which are grossly different or inconsistent with the 
remaining data. The statistical method developed for the non-technical losses is based 
on the detection of outliers, and it provides a general methodology for obtaining a list 
of abnormal users using only the general customer databases as input. In electrical 
consumption, outliers can be caused by measurement error or by fraud in customer 
consumption. But, alternatively, outliers may be the result of inherent data variability. 
Thus, the detection of outliers and its analysis is an interesting datamining task. 

The statistical approach to outlier detection implies the use of a distribution or 
probability model for the given data set and then identifies outliers with respect to 
the model using a divergence test. The application of this test requires knowledge of 
the data set parameters (such as the assumed data distribution), distribution parame-
ters (such as the mean and variance) and, mainly, knowledge of the inherent data 
variability.  

In short, the datamining process involves the following tasks: First, from the two 
work sets: in the province of Seville and private users in the little town.  We normal-
ized these samples erasing the temporary and the local components of the individual 
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consumption. Thus, we considered the probability distribution of the transformed 
sample as Gaussian (for the normal operating condition). Afterwards, we calculated 
and adjusted the threshold of the sample variance. Finally, we used outliers to guide 
the inspections.  

We developed this method working on the set of particular users in the little town, 
in which we extracted 105 customers with the same contracted power (4 KW) and the 
same yearly electric consumption (between 0 and 5000 KW). 

On the set of selected customers, we carried out a set of calculus for the detection 
of non-technical losses. The method involved the following steps: 

1. Given: 
- A data at a set of spatial location (different customers). 
- Several data acquisitions at each location but spaced in time. It is assumed that 

all the locations are sampled at the same time but are sampled several times. 
2. The operating equation is defined as 
3. Follows: Data acquired = Dlt  where 

D is the current data point measurement. 
l is the location of the measurement (number of customers). 
t is the time of the measurement (this is the time at which all the data is recorded 
at all locations). 

4. The next step is to obtain the average at each time across all locations. This is 
defined by equation: 

=
= N

l N

Dlt
At

1
 

where  
At is the average of all data at time t, across all locations l 
N is the number of locations 1 

5. It can now be observed, considering the averages and their times, whether there is 
or not an effect on a change in time. This is something that cannot be seen during 
an analysis of variance, but which we may see here. 

6. The following step was to obtain the differences comparing the data at each loca-
tion to the average at that time in the following way: 

Lt = Dlt – At 
where lt is the difference between the data at each location l and the time t,  
average. 

7. Now the average of the differences lt at each location across time needs to be 
obtained, that is: 

=
= M

t
Mltl

1
/δδ  

where 
lδ  is the average of all lt at location l across time t. 

M is the number of times averaged. 
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8. In the following step, it is necessary to obtain the differences, comparing each 
time difference lt, to its average at location l, as shown in equation: 

lltlt δδ −=Δ  

Thus, the values obtained are the residual electrical consumptions after the linear 
variations in time and space are averaged out. 

9. The next step was to calculate the standard deviation associated to each customer 
which is used as a distribution parameter: 
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10. Finally, we carried out an outlier analysis (inherent data variability). To do this, 
we estimated a threshold for STD calculated as the mean of STD1..N multiplied by 
a constant (1.96 corresponding to a level of significance of 0.05). 
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Thus, plotting STD1..N and the threshold (Figure 3), we found that 9 customers 
were outliers. 

As mentioned, these outliers can be caused by measurement error or by fraud in 
customer consumption. But, alternatively, outliers may be the result of inherent data 
variability. Thus, the following task involved a careful study of these outliers by com-
pany staff specialized in non-technical loss detection. 

 

Fig. 3. An STD and threshold representation for the 105 selected customers 
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Table 3. Selected study cases using statistical techniques 

Type of customer Studied contracts Selected study cases Study rate 

Little town 105 9 8.57% 

Hostelry business 4,047 440 10.87% 

5   Results and Conclusions 

Once the datamining processes were carried out, the data on the customers detected 
by both methodologies (neural networks and statistical techniques) as possible cus-
tomers with non-technical losses, was sent to the electrical company. Thus, some of 
these cases (selected in order of importance for the company since there was a large 
number of cases and their study required considerable time) were studied individually 
and in detail by specialized staff of the company which selected a set of these to be 
inspected in-situ. The rates of inspections as well as their results are shown in follow-
ing tables: 

Table 4. Datamining results (Neural Networks) 

Type of customer Selected 
study cases 

Cases studied by 
the company 

Cases inspected   
by the company 

Non-technical 
losses detected 

Little town 2,200 5 1 1 

Hostelry business 89 27 6 3 

Table 5. Datamining results (Statistical Techniques) 

Type of customer Selected 
study cases 

Cases studied by 
the company 

Cases inspected    
by the company 

Non-technical 
losses detected 

Little town 9 (of 105) 6 2 1 

Hostelry business 440 (of 4047) 35 15 8 

As may be observed in Tables 4 and 5, both methodologies detected cases of non-
technical losses: 13 in total. The success rate from the inspections carried out by the 
company was around 50%. This represents an excellent rate, taking into account that 
up to that moment the company had carried out the study of a very large number of 
customers without any previous filtering.   

In addition, both methodologies are general and not bound to a particular set or cus-
tomer type. The whole input information needed is taken exclusively from the general 
customer database and is currently being integrated into a global system. Finally, we 
can enumerate three important conclusions for the work described in this paper: 
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1. We have developed two possible methodologies for the detection of non-
technical losses (therefore, including cases of fraud): one by means of neural 
networks and the other by means of statistical techniques.  

2. The company has tested the validity of both (by means of individual studies of 
the cases detected and by selective inspections in-situ). The resulting success rate 
of the inspections was around 50%.  

3. The work described in this paper is a worldwide original work due to the fact that 
there is very little research on detection of non-technical losses and fraud detec-
tion in electrical consumption. 

A possible line of work in the future might be the application of different and more-
complex input parameters or other datamining techniques as well as the integration of 
human expert knowledge in these new techniques in order to improve the results. 
Therefore, this work is likely to be continued and, in fact, the Electronic Technology 
Department of the University of Seville and Endesa company are planning a continua-
tion of the studies.  
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Abstract. Voronoi diagrams are among the most extensively studied
objects in computational geometry with useful applications in different
areas of science. To understand impacts of non-Euclidean geometry on
computational geometry, this paper investigates the Voronoi diagram
in hyperbolic space specially the one in the Poincaré hyperbolic disk,
which is a 2-dimensional manifold with negative curvature. We first prove
some lemma in Poincaré hyperbolic disk and then give an incremental
algorithm to construct Voronoi diagram.

1 Introduction

Given a set of sites and a distance function from a point to a site, a Voronoi
diagram can be roughly described as the partition of the space into cells that
are the locus of points closer to a given site than to any other site.

Voronoi diagrams have proven to be useful structures in various fields such
as astronomy, crystallography, biology etc. [6]. Excellent surveys on the back-
ground, construction and applications of Voronoi diagrams can be found in Au-
renhammer’s survey [3] or the book by Okabe, Boots, Sugihara and Chiu [18].
Naturally the first type of Voronoi diagrams being considered was the one for
point sites and the Euclidean metric. Subsequent studies considered extended
sites such as segments, lines, curved objects, convex objects, semi-algebraic sets
and various distances like L1 or l∞ or any distance defined by convex polytope as
unit ball [1,5,8,11,12,13,14,15,16]. In [4,19], the Voronoi diagram in upper half-
plane has been studied. In this paper, we generalize Voronoi diagrams in the
Euclidean space R

2 into the Poincaré hyperbolic disk, which is a 2-dimensional
manifold with negative curvature [17]. From the differential geometry point of
view, the curvature of Euclidean space R

n is zero. So, it is a vital problem
to generalize algorithms in R

n into the Riemannian manifolds with a non-zero
curvature.

In section 2 a brief introduction to the Poincaré Hyperbolic disk is given,
section 3 comes with the definition of Voronoi diagram in the Poincaré Hyper-
bolic disk and presents some lemma, in section 4 an algorithm for constructing
Voronoi diagram in the Poincaré Hyperbolic disk is given and section 5 is devoted
to conclusions.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 735–742, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



736 Z. Nilforoushan and A. Mohades

2 Poincaré Hyperbolic Disk

The Poincaré hyperbolic disk is a two-dimensional space which has hyperbolic
geometry and negative curvature defined as the disk D = {(x, y) ∈ R

2 | x2 + y2

< 1}, with hyperbolic metric

ds2 =
dx2 + dy2

(1− x2 − y2)2
.

See [2,9] for details.

Fig. 1. Poincaré disk and some of its geodesics

The Poincaré disk is a model for hyperbolic geometry in which a geodesic
(which is like a line in Euclidean geometry) is represented as an arc of a circle
whose ends are perpendicular to the disk’s boundary (and diameters are also
permitted). Two arcs which do not meet correspond to parallel rays, arcs which
meet orthogonally correspond to perpendicular lines, and arcs which meet on
the boundary are a pair of limit rays (see figure 1).

A geodesic is expressed as

x2 + y2 − 2ax− 2by + 1 = 0

with a2 + b2 > 1, or

ax = by.

Geodesics are basic building blocks for computational geometry on the Poincaré
disk. The distance of two points is naturally induced from the metric of D;
consider two point z1(x1, y1), z2(x2, y2) ∈ D, the distance of the two points
d(z1, z2) can be expressed as

d(z1, z2) =
∫

the geodesic that connects z1 and z2

ds = tanh−1(| z2 − z1
1− z1z2

|). (1)

For a geodesic l, each of the two connected components l+ and l− of D \ l is
called half-space.
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Lemma 1. Half-space is a convex set.

Proof. For given points z1, z2 ∈ l+, suppose lz1,z2 be the geodesic segment that
connects two points z1 and z2. We have to prove that lz1,z2 ⊂ l+. Suppose that
l and lz1,z2 are on circles C and Cz1,z2 in the Euclidean plane respectively. Since
two circles intersect in at most 2 points and in Poincaré disk it will happen one
of the (a) or (b) (See figure 2 for two geodesics), in case (a), therefore there
is a diameter which l and lz1,z2 are in two different side of it. So C and Cz1,z2

do not intersect each other at any point. Hence lz1,z2 ⊂ l+. In case (b), there

Fig. 2. The position of two geodesics

is a diameter which l and lz1,z2 are in the same side of it and because of the
geodesic’s property, the centers of C and Cz1,z2 are in R

2 \D. Therefore, at most
one of the intersection is in the D and the other is in the R

2 \D. So z1, z2 ∈ l+
implies that lz1,z2 ⊂ l+. The case in which l is a diameter of D, can be proved
in a similar way. ��

3 Definition of Voronoi Diagram in Poincaré Hyperbolic
Disk

Voronoi diagrams are irregular tessellations of the space, where space is con-
tinuous and structured by discrete objects. Suppose that the set of n points
P = {z1, z2, . . . , zn} ∈ D are given. The hyperbolic Voronoi polygon V or(zi) for
P is defined as follows:

V or(zi) = {z ∈ D | d(z, zi) ≤ d(z, zj)∀j �= i}.
The hyperbolic Voronoi polygons for P partition D, which is called Voronoi
diagram in Poincaré hyperbolic disk. Vertices of hyperbolic Voronoi polygons
are called hyperbolic Voronoi points and boundaries of Voronoi polygons are
called hyperbolic Voronoi edges (see figure 3). In fact the Voronoi diagram of a
set of points is a decomposition of the space into proximal regions (one for each
point). The locus of the same distance from two points is called the perpendicular
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Fig. 3. A Voronoi diagram in D

bisector. In general, any hyperbolic Voronoi edge is the part of a perpendicular
bisector. In next lemma, we provide a simple argument for the existence of
perpendicular bisector in Poincaré hyperbolic disk.

Lemma 2. For any two points z1, z2 ∈ D, there exist a perpendicular bisector
for them in D.

Proof. We first prove that there exist a geodesic line that maps z1 to z2. We know
that there exist a non-Euclidean transform like r that maps z2 to 0 (the origin
of D). Assume r(z1) = ź1 (See figure 4). Similarly there exist a non-Euclidean
transform like s that maps r(z1) = ź1 to 0. Note that non-Euclidean transform
means non-Euclidean reflection with respect to a geodesic line of D. So there is
a geodesic line (call l), that reflect with respect to l, maps r(z1) = ź1 to 0. Since
for every non-Euclidean transform like t, t−1 is also a non-Euclidean transform,
(s ◦ r)−1(l) = ĺ is a geodesic line of D too that maps z1 to z2. And it can be
shown that ĺ is the perpendicular bisector of z1, z2. ��

Fig. 4. Figure of lemma 2

A perpendicular bisector in D has the following property.

Lemma 3. Any perpendicular bisector in D is a geodesic of D.

Proof. Suppose that two points z1(a1, b1) and z2(a2, b2) in D are given. For any
pointX(x, y) on the perpendicular bisector of the mentioned points the following
equality holds:

d(X, z1) = d(X, z2).
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By using formula (1) and solving the equation, we will obtain one of the equation
below for perpendicular bisector:

x2 + y2 − 2(
a1b2 + a2b1
b1 + b2

)x− 2(
b1b2 − a1a2 + 1

b1 + b2
)y + 1 = 0,

x2 + y2 − 2(
a1a2 − b1b2 + 1

a1 + a2
)x− 2(

a1b2 + a2b1
a1 + a2

)y + 1 = 0,

or

[b1(a2
2 + b1b2 − 1) + b2(a2

1 + b1b2 − 1)]x = [a1(a2
2 + b22 + 1) + a2(a2

1 + b21 + 1)]y.

And we see that all of these equations are geodesics of D which is mentioned
in §2. ��
Lemma 4. Any hyperbolic circle is an Euclidean circle and vice versa.

Proof. (Sketch of proof) Suppose C is a hyperbolic circle with hyperbolic center
c and hyperbolic reduce r. If c = 0 (i.e., c is the center of D), then the hyperbolic
circle is:

{z ∈ D | d(0, z) = r} = {z ∈ D | tanh−1 |z| = r} = {z ∈ D | |z| = tanh r}
and this is an Euclidean circle with center 0 and reduce tanh r. If c �= 0, by using
the hyperbolic transform M(z) = z−c

1−cz (z ∈ D), c will mapped to 0 and this
completes the proof (see [2]). ��
Notice that the Euclidean center of the circle is different from the point c. The
point c is called hyperbolic center. As a result of the above lemma, we obtain the
following:
The set of nearest point of P in the Euclidean plane and in the Poincaré hyper-
bolic disk are the same.

Lemma 5. The locus of points which have the equal hyperbolic distance from
three given points z1(a1, b1),z2(a2, b2) and z3(a3, b3), is a point.

Proof. It is sufficient to obtain the set of points like z(x, y) which is on the
bisector of z1 and z2, z2 and z3, and z1 and z3. From the bisectors formula in
lemma 3, the proof will be complete easily. Just notice that the point which is
equidistance from given three distinct points in D maybe does not always exist
in D, but it certainly exists in R

2. ��

4 Construction of the Voronoi Diagram in Poincaré
Hyperbolic Disk

Our algorithm to construct Voronoi diagram is based on incremental method
which is like one proposed initially by [10] in constructing the Voronoi diagram



740 Z. Nilforoushan and A. Mohades

in the Euclidean geometry, but different in some points. We show that Voronoi
diagram in the Poincaré disk can be updated in O(i)-time when a new point is
added.

We first explain the algorithm in [10]. Let S = {z1, z2, . . . zi} be a given set of i
distinct points. Then we sort them by their (x, y)-coordinate lexicography order.
The algorithm proceeds incrementally by adding the point zi+1 to V or(Si) in
each step. Here is the algorithm for making the V or(Si+1) from the V or(Si). It
consists of the following two steps.

Algorithm. (Constructing V or(Si+1) from V or(Si))

Step 1: Among the points z1, z2, ..., zi of the diagram V or(Si), find the nearest
point to zi+1 call zN(i+1). Notice that zN(i+1) ∈ {z1, z2, . . . , zi}.
Step 2: Starting with the perpendicular bisector of the segment zi+1zN(i+1), find
the point of intersection of the bisector with a boundary edge of V or(zN(i+1))
and determine the neighboring region V ori(PN1(i+1)) which lies on the other side
of the edge, then draw the perpendicular bisector of zi+1zN1(i+1) and find it’s
intersection with a boundary edge of V ori(PN1(i+1)) together with the neighbor-
ing region V ori(PN2(i+1)); ... ; repeating around in this way, create the region of
zi+1 to obtain V or(Si+1). Now by modifying the algorithm above for D, in step
2 we search the hyperbolic Voronoi edge that intersects the perpendicular bisec-
tor. When the edge is not infinite edge, we may use the Euclidean algorithm. If
the edge is infinite line (the boundary of D is called the infinite edge), then use
the Procedure below:

Procedure. (for the case that the edge is infinite edge)
Look for a new edge which intersects the perpendicular bisector.
IF the new edge is finite edge
THEN use the new edge and apply the Euclidean algorithm with regarding the
edge as starting edge.
ELSE (the new edge is also infinite edge) use the method below.

If the new edge is also an infinite edge, we may locally change the Voronoi
diagram, so we treat only the incremental point and the nearest point. We have to
repeat the operation of step 2 for all the edges of the hyperbolic voronoi polygon
of the nearest point, where each of starting and ending edge of algorithm is the
left and the right infinite edge of the found edge (see figure 5).

An important difference between the Poincaré disk geometry and the Euclid-
ean geometry is the existence of more than one lines that pass through a given
point and parallel to a given line (see figure 6). Thus we cannot dissolve many de-
generate case in the Poincaré disk by the symbolic perturbation (see [7]). Hence
we have to use the above Procedure.

Theorem 1. Voronoi diagram is updated in O(i)-time by using the above algo-
rithm when a new site is added, where i is the number of points.
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Fig. 5. When the new edge is infinite

Fig. 6. Two lines pass through a given point P and parallel with line l

Proof. Note that since step 1 of the above algorithm can be done inO(i)-time and
step 2 can be done in the linear time with respect to the number of the hyperbolic
Voronoi edges. So we have to prove that the number of the hyperbolic Voronoi
edges is at most O(i). By considering the dual graph of the Voronoi diagram
(Delaunay triangulation), the number of the edge of this graph is same with
hyperbolic Voronoi edge. The graph is planar and the vertices are O(i). So, the
number of the edges is also O(i). ��

Corollary 1. For given n point in hyperbolic Poincaré disk, Voronoi diagram
can be constructed in O(n2) time incrementally.

Proof. Use the above theorem and the fact that

n∑
i=1

O(i) = O(n2). ��

5 Conclusion

In this paper we proved some properties about Voronoi diagram in Poincaré
hyperbolic disk and gave an incremental algorithm for it. In the future we would
generalize this method.
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Abstract. We present a molecular-level simulation study of the effects
of confinement on chemical reaction equilibrium in nanoporous mate-
rials. We use the Reaction Ensemble Monte Carlo (RxMC) method to
investigate the effects of temperature, nanopore size and capillary con-
densation on the nitric oxide dimerization reaction in a model carbon
slit nanopore in equilibrium with a bulk reservoir. We analyze the effects
of the temperature, nanopore width and capillary condensation on the
reaction equilibrium with respect to the reaction conversion and fluid
structure.

1 Introduction

We now have a fairly good understanding of the influence of confinement on
the physical properties of nanophases for simple and moderately complex non-
reactive fluids [1, 2]. It is well established, for example, that confinement brings
about drastic changes in the thermodynamic properties of non-reactive fluids,
such as narrowing the vapor-liquid coexistence curve, lowering the pore critical
temperature, increasing the average fluid densities in the pores, and causing the
appearance of new types of phase transitions not found in the bulk phase.

In contrast, significantly less is known about the effects of confinement on
chemical properties, particularly on chemical reaction equilibria. A chemical re-
action confined to a nanosized environment can have a different equilibrium when
compared to the same reaction in the bulk phase. For example, the nanopore
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phase generally has a higher density than the corresponding bulk phase; from Le
Chatelier’s principle, this typically results in an increase in yield for reactions in
which there is a decrease in the total number of moles across the reaction. Con-
versely, a drop in yield occurs in reactions when the number of moles increases.
Further, some components of the reactive mixture are selectively adsorbed on
the solid surfaces, also affecting the reaction equilibrium. Still further, molecular
orientations can be strongly influenced by proximity to a solid surface, which
can also shift the reaction equilibrium relative to the bulk phase equilibrium.
Finally, phase transitions such as capillary condensation are expected to have a
strong influence on the reaction conversion in nanopores.

Molecular-level simulation studies of the effects of confinement on reaction
equilibria were pioneered by Borówko et al. [3, 4] for model reversible reactions
in slit pores and by Turner et al. [5, 6, 7] for realistic, reversible reactions (nitric
oxide dimerization and ammonia synthesis) in carbon micropores and carbon
nanotubes. The study by Turner et al. [5] was inspired by the experimental
work of Kaneko and co-workers [8, 9], who attempted to experimentally measure
reaction equilibria in carbon nanopores. More recently, Peng et al. [10] simu-
lated chemical reaction equilibria of ammonia synthesis in two porous materials
(MCM-41 and pillared clays) and Hansen et al. [11] simulated the reaction equi-
libria of a metathesis reaction system in silicalite-1 pores.

All the above-mentioned simulations mainly focussed on determining the in-
fluence of the pore size on the equilibrium reaction conversion. In addition, they
also studied the effects of chemical and physical surface heterogeneity on the
conversion, as well as the variation of the equilibrium constant across the pore.
These authors employed the Reaction Ensemble Monte Carlo (RxMC) simula-
tion technique [12, 13, 14], which enables one to directly simulate the equilibrium
properties of chemically reacting systems. The method requires only a knowledge
of the intermolecular potentials of the reacting species and their ideal-gas prop-
erties, in addition to the system stoichiometry and the overall thermodynamic
constraints.

In addition to these simulation and experimental studies, density functional
theory (DFT) studies on model dimerization reactions in slit pores have also
been performed by Tripathi and Chapman [15]. They studied the effects of the
pore size and capillary condensation on the reaction equilibrium. DFT predicts
an increase in the reaction conversion due to capillary condensation, with the
impact being most significant in smaller pores.

In addition to having been studied previously, the nitric oxide dimerization
reaction is interesting for a number of reasons. The reaction is an exothermic,
thermodynamically driven reaction in which there is a decrease in the total num-
ber of moles. The reaction is important in atmospheric chemistry, as well as in the
human body where it regulates blood pressure. Moreover, predicting the effects
of confinement on NO dimerization is important to pollution abatement, since
activated carbons are commonly used for the removal of nitrogen oxides from
auto exhaust and industrial effluent gas streams. From a modeling standpoint,
the NO dimerization reaction in carbon slit nanopores is an ideal candidate
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reaction to simulate. Carbon nanopores exhibit quite strong solid-fluid interac-
tions [1, 2] and the molecules involved in the reaction, NO and (NO)2, are simple
and easy to model. Due to the NO paramagnetism and (NO)2 diamagnetism,
the composition of the reactive mixture in activated carbons can be measured
by magnetic susceptibility [8], providing experimental data for comparison with
the theoretical calculations.

2 Reaction Ensemble Monte Carlo

The RxMC method [12, 13, 14] is a powerful simulation tool for studying chemi-
cally reacting mixtures. The method only requires knowledge of the intermolecu-
lar potentials and the ideal-gas properties of the reaction species that are present.
Reactions are simulated by performing forward and reverse reaction steps ac-
cording to the RxMC algorithm, which guarantees that the reaction equilibrium
criteria for a set of R linearly independent chemical reactions involvingN species

N∑
i=1

νjiμi = 0 j = 1, 2, ..., R (1)

are established [16]. In Eq. (1), νji is the stoichiometric coefficient of species i
in chemical reaction j and μi is its chemical potential. The reaction equilibrium
condition for our NO dimerization reaction 2NO ⇀↽ (NO)2 is

μ(NO)2 − 2μNO = 0 (2)

Using the RxMC method, forward and reverse reaction steps are accepted with
probabilities

min

[
1,
Γ

V

NNO (NNO − 1)
N(NO)2 + 1

exp
(
−ΔU

kBT

)]
(3)

and

min
[
1,
V

Γ

N(NO)2

(NNO + 1) (NNO + 2)
exp

(
−ΔU

kBT

)]
(4)

respectively. In Eqs. (3) and (4), V is the system volume, T is the temperature,
kB is Boltzmann’s constant, Γ is the ideal-gas quantity defined by

Γ =
kBT

P 0 K (5)

Ni is the number of particles of species i, ΔU is the change in the configurational
energy U due to forward and reverse reaction attempts and K is the equilibrium
constant, typically available in thermochemical tables [17].

Our simulations were carried out at fixed T and P of a bulk reservoir phase
in equilibrium with fluid confined to a planar slit nanopore. Reaction steps and
standard Monte Carlo displacement moves [18, 19] were carried out in both the
bulk and nanopore phases. The simulation requires volume changes for the bulk
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phase to maintain the specified pressure, along with species particle interchanges
between the nanopore and bulk phases [20] to maintain phase equilibrium for
each species. To maintain overall equilibrium, particle exchanges between the
phases need only be performed for one species; for convenience, we selected the
NO monomer, which is the smaller of the molecules in the reaction [5].

The nanopore consisted of two structureless confining walls separated by a
distance H in the z-direction, with periodic boundary conditions applied in the
x- and y-directions. The bulk phase was represented by a cubic simulation box
with the minimum image convention and periodic boundary conditions. In the
case of the nanopore phase, a cut-off equal to half the maximum box size was
used, and the long-range correction for the configurational energy was ignored.
In the case of the bulk phase, a spherical cut-off radius equal to half the box
length was used and the long-range correction for the configurational energy was
included [18], assuming that the radial distribution function is unity beyond the
cut-off radius.

3 Molecular Model

3.1 Fluid-Fluid Interactions

As in the previous simulation studies of the NO dimerization reaction [5, 13],
we used the model proposed by Kohler et al. [21] to describe intermolecular
interactions in the mixture of NO and (NO)2. The model treats NO as a single
Lennard-Jones (LJ) sphere and (NO)2 as a two-site LJ molecule with bond
length l equal to the experimental value of 0.2237 nm. For the monomer, the
model uses the LJ energy parameter ε/kB = 125.0 K and the LJ size parameter
σ = 0.31715 nm. The individual LJ parameters for each site in the dimer are
the same as those for the monomer. Due to the weak dipole and quadrupole
moments, the model neglects electrostatic forces.

3.2 Solid-Fluid Interaction

When simulating equilibrium fluid properties in carbon slit nanopores, it is possi-
ble to treat the walls as structureless [1]. In this case, a solid-fluid intermolecular
potential is obtained by replacing the sum over solid-fluid particle interactions
by a sum of integrals over wall atoms in a given plane. This is a reasonable
approximation when the fluid molecule is large compared to the spacing be-
tween wall atoms. In graphitic carbons, the C-C spacing between surface carbon
atoms is about 0.142 nm, and molecules such as NO (σ = 0.31715 nm) or (NO)2
(σ = 0.31715 nm, l = 0.2237 nm) feel only a rather small corrugation in the
solid-fluid interaction as it moves parallel to the surface. Assuming a LJ poten-
tial for the wall atom-fluid interaction and integrating over the interactions with
individual carbon atoms in each graphite plane, Steele [22] obtained the 10-4-3
potential for the interaction of a fluid atom with the graphite wall:

usf (z) = 2πεsfσ
2
sfρsΔ

[
2
5

(σsf

z

)10
−
(σsf

z

)4
− σ4

sf

3Δ (z + 0.61Δ)3

]
(6)
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In Eq. (6), z is the distance of the fluid atom from the graphite surface, εsf and
σsf are the LJ potential parameters for the solid-fluid interaction, Δ = 0.335 nm
is the interplanar spacing in graphite and ρs = 114 nm−3 is the number density
of carbon atoms. The εsf and σsf parameters are obtained from the Lorentz-
Berthelot combining rules [18] with the carbon LJ potential parameters εss/kB =
28 K and σss = 0.340 nm. For a slit nanopore of width H , the fluid molecule
interacts with both graphite walls, so that the total solid-fluid interaction is
given as the sum of usf (z) and usf (H − z).

4 Results and Discussion

4.1 Effects of Nanopore Width

We investigated the influence of the nanopore width on reaction conversion by
performing two-phase reaction simulations, involving a bulk phase at pressure
Pbulk = 0.16 bar at reaction equililbrium in equilibrium with an adsorbed phase
in a model carbon slit nanopore. Temperatures were varied from 120 K to 160 K.
Due to the low value of Pbulk, the RxMC simulations showed that the bulk phase
behaves as an ideal-gas system and is predominantly monomeric, with about a
0.01 to 0.02 mole fraction of dimers.

Fig. 1 shows the yield of dimers and the average fluid density in the pore
for the confined NO dimerization reaction as a function of the nanopore width
and temperature. For comparison, the simulation results for the bulk vapor and
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Fig. 1. (a) Mole fraction of (NO)2 dimers and (b) average fluid density as a function
of temperature T in the model carbon slit nanopore of various widths H at a bulk
pressure of 0.16 bar. For comparison, the simulation results for the bulk vapor and
liquid phases are also included. Lines are drawn as a guide to the eye.
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liquid phases at P = 0.16 bar are included. Fig. 1(a) shows a large enhance-
ment of the equilibrium dimer formation in the nanopores in comparison with
the corresponding bulk vapor-phase. The enhancement becomes greater as the
nanopore width is reduced. For the nanopores with H ≥ 1.7 nm, the influence
of further increasing H becomes small. The previous studies of Turner et al. [5]
and Tripathi and Chapman [15] resulted in similar findings.

The enhanced conversion is a result of two phenomena occurring simultane-
ously in the nanopore phase: (i) the increase in the average fluid density in the
pore; and (ii) the preferential adsorption of the (NO)2 dimer on the nanopore
surface. The enhanced conversion caused by the higher fluid density in the pore
drives the reaction equilibrium towards the formation of more dimers, as seen
in Fig. 1. For example, the density of the bulk vapor-phase at T = 120 K is
about 0.16 · 10−4 mol/cm3 while the corresponding average fluid density in the
nanopores with H = 0.8 nm and 2.0 nm is approximately 0.14·10−1 mol/cm3 and
0.87 · 10−2 mol/cm3, respectively. On the other hand, the average fluid density
in the nanopores is substantially lower than the density of the bulk liquid phase,
while the reaction conversion in the nanopores with H = 0.8 nm and 1.0 nm is
comparable with that for the bulk liquid-phase. This behavior is driven by the
preferential adsorption of the dimer in the pore phase.

4.2 Impact of Capillary Condensation

Fig. 2 shows the equilibrium yield of dimers and the average fluid densities as a
function of Pbulk for the 2NO ⇀↽ (NO)2 system in nanopores with H = 2.0 nm.
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Fig. 2. (a) Mole fraction of (NO)2 dimers and (b) average fluid densities in the pore
for the NO monomers and (NO)2 dimers, as a function of bulk pressure Pbulk in the
model carbon slit nanopore of width 2.0 nm at a temperature of 125 K. Symbols are
simulation results of this work and lines are drawn as a guide to the eye. Adsorption
and desorption data points are shown as filled and open symbols, respectively.
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Fig. 3. Profiles of the NO and (NO)2 reduced densities, ρσ3, in the model carbon slit
nanopore of width 2.0 nm at a temperature of 125 K and at bulk pressures of (a)
0.30 bar, (b) 0.75 bar (prior to capillary condensation), (c) 0.85 bar (after capillary
condensation), and (d) 1.50 bar; z is the distance from the center of the nanopore,
which is located at z = 0. Due to nanopore symmetry, only half of the fluid density
profiles are shown.

We observe a steep vertical rise in the adsorption/desorption isotherms for the
dimer mole fractions (Fig. 2(a)) and for the average fluid densities in the pore
(Fig. 2(b)) as a result of capillary condensation. Furthermore, hysteresis, widely
regarded as a signature of capillary condensation [1], is clearly evident in these
isotherms.

Closer inspection of Fig. 2 reveals some very interesting characteristics of
the reactive system caused by capillary condensation. First, the reactants and
products are in roughly equal proportion prior to capillary condensation, as
seen in Fig. 2(a). However, after the onset of capillary condensation, the ratio
of dimers to monomers changes to approximately 7:3, reaching a ratio of 8:2
at the highest Pbulk considered. Another interesting characteristic is that the
increase in the overall average fluid density in the pore as a result of capillary
condensation is very non-uniformly distributed between the monomers and the
dimers as observed in Fig. 2(b).
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The influence of capillary condensation on the structure of the confined reac-
tive mixture of NO/(NO)2 is elucidated in Fig. 3. Here, we display the profiles
of the NO and (NO)2 densities and simulation snapshots in the nanopore width
H = 2.0 nm at two bulk pressures prior to capillary condensation, Pbulk =
0.30 bar and 0.75 bar (Figs. 3(a) and 3(b)), and at two bulk pressures after the
onset of capillary condensation, Pbulk = 0.85 bar and 1.50 bar (Figs. 3(c) and
3(d)). Fig. 3 clearly shows the appearance and evolution of subsequent dense
(condensation) layers of fluid molecules in the nanopore. The layer positioned
around 0.7 nm from the nanopore centre corresponds to the location of the
solid-fluid potential minimum. The appearance of these subsequent dense layers
is manifested by the presence of additional peaks in the fluid density profiles.
For the pre-condensation case Pbulk = 0.30 bar (Fig. 3(a)), the onset of another
layer of NO molecules between 0.3 nm and 0.4 nm from the nanopore center
is evident. Then just prior to capillary condensation, i.e. at Pbulk = 0.75 bar,
this additional NO layer becomes further pronounced, while the onset of an ad-
ditional layer of (NO)2 molecules also positioned between 0.3 nm and 0.5 nm
from the nanopore centre can be seen in Fig. 3(b). Finally, after capillary con-
densation, these additional NO and (NO)2 layers further evolve along with the
appearance of layers of NO and (NO)2 molecules in the nanopore center as seen
in Figs. 3(c) and 3(d).

5 Conclusions

The influence of confinement on chemical reaction equilibrium in nanoporous
materials was studied in detail by means of the Reaction Ensemble Monte Carlo
method for the nitric oxide dimerization reaction in model carbon slit nanopores.
The effects of temperature, slit width, and capillary condensation on the reaction
conversion and fluid structure have been reported and discussed.

A large increase in the equilibrium dimerization yield in the nanopore phase
was found with respect to dimerization in the corresponding bulk phase. The
dimerization yield increased by a factor of more than 80 for the smaller nanopores
at the lower temperatures and low pressure. The enhanced dimerization is due
to the combined effects of the increased fluid density in the nanopore phase
and the preferential adsorption of the (NO)2 dimer in the nanopore. Analogous
to the bulk phase behavior, the dimerization yield decreases with increasing
temperature. The influence of the bulk phase pressure on the reaction conversion
is moderate, unless capillary condensation occurs in the nanopores, in which
case it is quite dramatic. Capillary condensation changes the ratio of dimers
to monomers from roughly 1:1 prior to capillary condensation to a ratio of 7:3
after capillary condensation. This enhanced dimerization yield is caused by an
increase in the overall fluid density in the nanopores. However, this increase is
not distributed uniformly between monomers and dimers. There is a significantly
larger increase in the average dimer density in the pore than in the average
monomer density in the pore upon capillary condensation.
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4. M. Borówko and R. Zagórski, J. Chem. Phys. 114, 5397 (2001).
5. C. H. Turner, J. K. Johnson and K. E. Gubbins, J. Chem. Phys. 114, 1851 (2001).
6. C. H. Turner, J. Pikunic and K. E. Gubbins, Molec. Phys. 99, 1991 (2001).
7. C. H. Turner, J. K. Brennan, J. K. Johnson and K. E. Gubbins, J. Chem. Phys.

116, 2138 (2002).
8. K. Kaneko, N. Fukuzaki, K. Kakei, T. Suzuki and S. Ozeki, Langmuir 5, 960 (1989).
9. Y. Nishi, T. Suzuki and K. Kaneko, J. Phys. Chem. 101, 1938 (1997).

10. X. Peng, W. Wang and S. Huang, Fl. Ph. Equilib. 231, 138 (2005).
11. N. Hansen, S. Jakobtorweihen and F. J. Keil, J. Chem. Phys. 122, 164705 (2005).
12. W. R. Smith and B. Tř́ıska, J. Chem. Phys. 100, 3019 (1994).
13. J. K. Johnson, A. Z. Panagiotopoulos and K. E. Gubbins, Molec. Phys. 81, 717

(1994).
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Abstract. The speedy dissemination of digital consumer electronics devices 
within home and personal area causes increments of multimedia communication 
and advent of entertainment networking. This feature of communication re-
quires high data-rate transmission. In order to meet the demand, in this paper, a 
high-speed MB-OFDM system, proposal of 802.15.3a standard for WPAN,  
employing layered space-time architecture is considered for possible WPAN 
applications. The MB-OFDM system with multiple antennas increases the 
transmission rate efficiently with low multiplication operations. With an em-
phasis on a preamble design for multi-channel separation, we address a channel 
estimation in MB-OFDM with MIMO antenna system. By properly designing 
each preamble for multiple antennas to be orthogonal in time domain, the chan-
nel estimation can be applied to the MB-OFDM proposal for IEEE 802.15.3a 
standard in the case of more than two transmitting antennas. 

1   Introduction 

The speedy dissemination of digital consumer electronics devices within home and 
personal area, such as digital video disk (DVD) players, MP3 audio players, camcod-
ers, and digital audio and television, causes increments of multimedia communication 
and advent of entertainment networking. In order to meet consumer’s demand for low 
cost and high performance wireless entertainment network able to support streaming 
multimedia content and full motion video, ultra-wideband (UWB) technology is  
selected as a solution for the IEEE 802.15.3a standard [1]. The UWB has attracted 
considerable interest in the research and standardization communities, due to its 
promising ability to provide high data rate at low cost with relatively low power con-
sumption [3]. In the standard of IEEE 802.15.3a, the data rate must be high enough 
(greater than 110 Mb/s) to satisfy a set of consumer multimedia industry needs for 
wireless personal area networks (WPAN) communication. The standard also address 
the quality of service (QoS) capabilities required to support multimedia data types 
[1][2]. The standard is focused on short distance wireless applications, connecting 
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multimedia devices such as cable/satellite settop boxes, DVDs, digital cameras, digi-
tal video recorders, TVs, displays (LCD, DLP, etc) and PCs over distances under 10 
meters. So, higher rate and reliable transmission is required to satisfy the condition.  

Conventionally, more bandwidth is required for higher data-rate transmission. 
However, due to spectral limitations, it is often impractical or sometimes very expen-
sive to increase bandwidth. In this case, the scheme using the multiple transmitting 
and receiving antennas for spectrally efficient transmission is alternative solution 
[6][7]. Therefore, we apply multiple input multiple output (MIMO) architectures 
using Bell laboratories layered space-time (BLAST) concepts, which provides signifi-
cant capacity gain in wireless channels to MB-OFDM system [7]. As an application 
of the MIMO architecture, a preamble structure for employing BLAST with more 
than two transmitting antennas is designed to be orthogonal in the time domain, and 
the channel estimation performance based on an investigated preamble structure is 
highlighted. The preamble architecture provides a feasible solution of the channel 
estimation without restoring channel samples corresponding to the number of substan-
tial subcarriers used in data transmission by interpolation. The proposed preamble can 
be applied to preamble of the MB-OFDM proposal for IEEE 802.15.3a standard. 

2   System Model 

2.1   MB-OFDM Signaling for WPAN System 

In the MB-OFDM system, the whole available ultra wideband spectrum between 3.1-
10.6GHz is divided into several sub-bands with smaller bandwidth, whose bandwidth 
is approximately 500MHz [4][5]. In each sub-band a normal OFDM modulated signal 
with 128K =  subcarriers and QPSK modulation is used. The transmission is not done 
continually on all sub-bands. Different patterns of sub-band switching is chosen for 
different users (different piconets) such that the multiuser interference is minimized 
[4][5].  

The transmitted signals can be described using a complex baseband signal notation. 
The actual RF transmitted signal is related to the complex baseband signal as follows 

1
2

1

( ) Re ( ) s

S
j f ts

RF I
s

x t x t sT e π
−

=

= −  (1) 

where Re( )⋅  represents the real part of a complex variable, ( )sx t  is the complex 

baseband signal of the s -th  OFDM symbol and is nonzero over the interval from 0 to 

IT , N  is the number of OFDM symbols, 
IT  is the symbol interval, and 

sf is the cen-

ter frequency for the s -th band.  

2.2   WPAN System Model with Multiple Antennas 

Consider the MB-OFDM system link comprising M transmitting antennas and N  
receiving antennas. In the multi-antenna MB-OFDM system, antenna responds to 
each transmitting antenna through a statistically independent fading coefficient. The 
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received signals are corrupted by additive noise that is statistically independent 
among the N receivers. Let { }( ) | 0, , 1s

iX k k K= −  denote the K subcarrier symbols 

where k and i represent the corresponding subcarrier and transmitting antenna in s -th 
sub-band, respectively. At the receiver, the output in the frequency domain is  

s s s s= +R H X W  (2) 

where sH is an M N×  matrix of propagation coefficient which is statistically inde-
pendent in s -th sub-band, circularly symmetric complex Gaussian ( (0,1)),CN and 

sw is an N -dimensional column vector of additive noise whose elements are inde-
pendent ( (0,1))CN .  

The receiver basically performs the reverse operations of the transmitter. After fast 
Fourier transform (FFT), the subcarriers are separated for multi-antenna processing. 

3   Preamble Design for Multi-antenna MB-OFDM 

In this section, assuming that the first step (context sensing) of context-aware action is 
executed, the multi-channel estimation processing of second step (context acquisition) 
is described. 

In the WPAN system with MB-OFDM, the channel estimation is executed at the 
all sub-band. Therefore, for marking convenience, the sub-band index s is abbrevi-
ated. In the transmitter, the training sequence for the i -th antenna denoted by iP  for 

1 i M≤ ≤  is designed to be orthogonal in the time domain and is transmitted from 
each antenna. For the notational convenience, we define an MN -dimensional vector 
of time-domain for transmitted training sequence as 

1 2[ ]T
M=p p p p with each 

element of [ (0) (1) ( 1)]T
i i i ip p p K= −p . If we denote 1P  as a training sequence for 

the 1-st transmitting antenna, which is an K-dimensional vector with each component 
of all 1’s, the training sequence for the i -th transmitting antenna denoted as iP  for 

1 i M≤ ≤  is formulated as following rule: 

iii FpPzP == 1  (3) 

where iz  denotes an K K×  diagonal matrix with each  diagonal entry equal 

to }/2{exp Nkdj iπ  for the frequency-domain index Nk <≤0 , F  denotes an K K×  

FFT matrix and ip  is the id -th cyclic shifted version of a time-domain, OFDM sym-

bol of the 1-st transmitting antenna denoted as ip . 

For the notational convenience, in the following, we define iP  as an K K×  diago-

nal matrix given by )diag( ii FpP = . For a given number of substantial subcarriers 

used in data modulation denoted by K , the maximum number of transmitting anten-
nas M  can be given by  

/M K λ=  (4) 
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Fig. 1. Example of preamble patter in the frequency and time domain (M=4) 

 

where nm /  denotes the largest integer not exceeding nm /  and λ  is total number 

of channel paths. Considering eqn. (4), the time shift index id  for each of M  multi-

ple tranmitting antennas can be designed as ( 1) /id i K M= −  for 1 i M≤ ≤ , which 

guarantees each channel impulse response to be orthogonal in the time domain. When 
a design criterion of /K M λ≥  is satisfied, the orthogonality is still maintained. 

For fast time fading, moreover, a pilot-symbol-added LMMSE channel estimation 
should be properly designed to give accurate and effective estimation for tracking 
variations of channels between multiple transmitting antennas and receiving antennas 
[10]. In the case of four transmitting antennas, from eqn. (3), the preamble pattern in 
the frequency-domain and time-domain can be depicted as Fig.1. 

4   Multi-channel Separation and Channel Estimation 

For each transmitting antenna i, we assume that transmitted OFDM symbol goes 
through a multipath channel before reaching the j-th receiving antenna with the chan-
nel impulse response modeled by 

[ (0) (1) ( 1)]T
ji ji ji jih h h λ= −h . (5) 

If the preamble is carefully designed to satisfy the criteria of eqn. (3) and (4), the 
convolution terms received at the j -th receiving antenna }{ jii hp ⊗  are orthogonal 

in the time domain. After passing through a multipath channel, the received time-
domain samples of an OFDM symbol from receiver j can be expressed as 

0 0

M M

j i ji j ji j
i i= =

= ⊗ + = +r p h w c w  (6) 

where ⊗  represents K-point circular convolution, ijc which is the id -th cyclic shifted 

version of jih  is given by 

[0 0 (0) (1) ( 1)0 0]
i

T
ji ji ji ji

d

K

h h h λ= −c  
(7) 
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and [ (0) (1) ( 1)]T
j j j jw w w K= −w  are independent identically distributed additive 

white Gaussian noise (AWGN) samples with zero mean and variance of 2
tσ . 

Then, as shown in Fig. 2, by multiplying the received signal jr  with a vector of a 

rectangular window function  with a size of /wU K M= , the received signal jr  is 

resolved into an M N⋅ -dimensional received vector with the elements of each shifted 
channel impulse response from M  transmitting antennas plus AWGN samples 

' 'j j j j= = +r r c w  (8) 

where 
1 2[ ]T

j j j jM=c c c c , 1 2[ ]T
M=  is a vector of a  rectangular window 

function with each component given by  

(0 01 10 0)
i w

i

d U

K

diag=  
(9) 

and ' ' '
1 2' [ ]T

j j j jM=w w w w  with 

' [0 0 ( ) ( 1) ( 1)0 0] .
i

w

T
ji ji i ji i ji i w

d U

K

w d w d w d U= + + −w
 

(10) 

Defining ℑ  being a vector of FFT matrix with the elements of F on its diagonal 
and assuming perfect synchronization, the FFT output of frequency-domain subcarrier 
can be expressed as 

jjjj NPHrR +=ℑ= '  (11) 

where P is a matrix with each element of an K K×  diagonal matrix iP  on its diago-

nal, 
1 2[ ]T

j j j jM=H H H H  with each component of jiji FhH = , and 

1 2[ ]T
j j j jM=W W W W with the elements of '

jiji FwW = . 

This estimated multi-channel information can be used for various adaptive tech-
niques such as adaptive modulation, adaptive transmission power control and adaptive 
beam forming through feedback channel. These adaptive techniques are well adapted to 
the various user’s demands and channel conditions and guarantee the acceptable QoS. 

As described earlier, the number of transmitting antennas is selected according to 
the criterion of eqn. (4) for the given system and channel parameters of K  and λ . 
Unfortunately, if a propagation length λ  of exceeds the window size 

wU  due to in-

correctly designed preamble architectures, the estimator results in an additional esti-
mation error. Then, after the window operation according to eqn. (8), in the case of 

wU λ< , the shifted channel impulse response from transmitter i to receiver j defined 

as jic  in eqn. (7) can be rewritten by 

T
ji

d

ji

i

]0000[ '' hc =  (12) 
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Fig. 2. Windowing process of channel estimation in the case of 4 transmitting antennas at the j-
th receiving antenna 

where '
jih  is the wU -dimensional partially overlapped and truncated channel impulse 

response vector and is given by 
' ' ' ' '[ (0) ( 1) ( ) ( 1)]ji ji ji w ji w ji wh h U h U h Uλ λ= − − − −h  (13) 

with ).()()( 1
'

wjijiji Ulhlhlh ++= −  

Using eqn. (12) and (13) the received N-dimensional signal vector from transmitter 
i to receiver j can be expressed as  

'''
1

''' ˆˆ
jijijijijijiji wcccncr +−+=+= −  (14) 

Where 
'ˆ [0 0 ( ) ( 1) ( 1)0 0]

i

T
jl jl w jl w jl

d Uw

h U h U h

λ

λ
−

= + −c  
(15) 

In eqn. (13), two error terms '
1

ˆ −jic  and 'ˆ
jic  are the 

wUλ −  overlapped channel impulse 

response from transmitter 1−i  to receiver j with jic  and the 
wUλ −  truncated chan-

nel impulse response from transmitter i to receiver j, respectively. 
Finally, in the case of imperfect windowing, the FFT output from transmitter i to 

receiver j can be given by 

'
11

'

ˆˆ
jijiijiijii

jiji

WHPHPHP

FrR

+−+=

=

−−

 (16) 

where '
111

ˆˆ
−−− = jijii cFHP , 'ˆˆ

jjii cFHP = , and ''
jiji FwW = . Then, the least square (LS) 

estimates of jiH  in eqn. (18) can be obtained by multiplying 1−
iP  with jiR  as 

'1
11

1 ˆˆ~
jiijijiiijiji WPHHPPHH −

−−
− +−+=  (17) 
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Based on the eqn. (16), the imperfect windowing gives the covariance matrix of LS 
estimation as follows 

{ } { } NN
H
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H
jijie EE ×−− ++= IHHHHY

SNR

1ˆˆˆˆ
11  (18) 

where NN×I  is an NN ×  identity matrix. Furthermore, the covariance matrix of the 

LMMSE estimation is given by 

rhrhrhe YYYYY 1−−=  (19) 
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6   Simulation Results and Discussion 

To evaluate the multi-channel estimation performance, MB-OFDM system with FFT 
size of 128, zero padded prefix duration of 32, and guard interval (GI) of 5 is consid-
ered in a bandgroup 1 of CM2 UWB channel environment. The frequency and time 
spreading are not used. 

In Fig.3 we plot the BER performance of LMMSE and perfect estimators according 
to the number of antennas. The performance difference between the LMMSE estima-
tor and perfect estimator becomes similar for high SNR. In low SNR, on the other 
hand, the performance degradation of the LMMSE estimation for increasing the num-
ber of transmitting antennas is observed, which is due to the imperfect symbol cancel-
lation based on the estimated channel information. 

The MSE= ˆ[( )]E −H H  performance of the LMMSE estimator for various values of 

λ  is depicted in Fig. 4. In this figure, the number of transmitting antennas is selected 
to be 4 according to the criterion of eqn. (4) for given parameters of 

128 and 1 32,K λ= < ≤  which corresponds to 32wU = , and the curves corresponding 

to the perfect windowing (16 )wUλ< ≤  and the imperfect windowing ( )wU λ<  are 

provided. The SNR gain of the best case of LMMSE estimator encountered 17λ =  is 
approximately 2dB, compared to the worst case of LMMSE estimator encountered 
with 32λ = . 

Fig. 5 shows the effect of imperfect windowing on the MSE performance of both 
LS and LMMSE estimators for various values of λ  and SNR. As a propagation 
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Fig. 3. BER performance of both perfect and LMMSE estimation according to the number of 
antennas 
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Fig. 4. MSE performance of  LMMSE estimator according to the length of the channel impulse 
response with a selected value of 32wU =  according to K=128 and M=4 

length of λ  exceeds the window size of /wU K M=  due to imperfect windowing, 

the MSE of LS and LMMSE estimators increase. Up to SNR=35 (dB), however, the 
MSE degradation is negligible for some extra channel propagations and there is an 
irreducible MSE floor for relatively high SNR, which is due to the fact that the esti-
mation error from imperfect windowing is a dominating term at the high SNR. 
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Fig. 5. MSE performance of both LS and LMMSE estimator according to the length L of the 
channel impulse response with a selected value of 32wU =  according to K=128 and M=4 

6   Conclusions 

In this paper, we apply layered space-time architecture to MB-OFDM system based 
on ultra wideband WPAN for high-rate transmission. In the MB-OFDM system, the 
transmission rate can be increased efficiently with low multiplication operations by 
using the multiple transmitting and receiving antennas. Especially, as an application 
of a layered space-time architecture to MBOFDM system, we provide a new preamble 
structure and evaluate the channel estimation performance. The investigated preamble 
structure can estimate the multichannel applied to the MB-OFDM system for IEEE 
802.15.3a standard. 
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Abstract. The use of highly optimized inner kernels is of paramount im-
portance for obtaining efficient numerical algorithms. Often, such kernels
are created by hand. In this paper, however, we present an alternative
way to produce efficient matrix multiplication kernels based on a set of
simple codes which can be parameterized at compilation time. Using the
resulting kernels we have been able to produce high performance sparse
and dense linear algebra codes on a variety of platforms.

1 Introduction

Creation of efficient code has traditionally been done manually using assembly
language and based on a great knowledge of the target architecture. Such an ap-
proach, however cannot be easily undertaken for many target architectures and
algorithms. Alternatively, codes specially optimized for a particular target com-
puter can be written in a high level language [1, 2]. This approach avoids the use
of the assembly language but keeps the difficulty of manually tuning the code.
It still requires a deep knowledge of the target architecture and produces a code
that, although portable, will rarely be efficient on a different platform. Many
linear algebra codes can be implemented in terms of matrix multiplication [3, 4].
Thus, it is important to have efficient matrix multiplication routines at hand.
The Fortran implementation of Basic Linear Algebra Subroutines (BLAS) [5] is
inefficient, and developing efficient codes for a variety of platforms can take a
great effort. Consequently, there have been attempts to produce such codes auto-
matically. A new paradigm was created: Automated Empirical Optimization of
Software (AEOS). The goal is to use empirical timings to adapt a package auto-
matically to a new computer architecture. PHiPAC [6] was the first such project.
Later, the Automatically Tuned Linear Algebra Software (ATLAS) project [7]
appeared, which continues to date. Today, ATLAS-tuned libraries represent one
of the most widely used libraries. ATLAS uses many well known optimization
techniques developed by both linear algebra and compiler optimization experts.
However, and despite its name, a great effort has been applied to produce high
performance inner kernels for matrix multiplication using hand-coded routines
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contributed by some experts. Directory tune/blas/gemm/CASES within the AT-
LAS distribution contains about 90 files which are, in most cases, written in
assembler, or use some instructions written in assembler to do data prefetch-
ing. Often, one or more of these codes outperform the automatically generated
codes. The best code is automatically selected as the inner kernel. The use of
such hand-made inner kernels has improved significantly the overall performance
of ATLAS subroutines on some platforms. Many processors have specific kernels
built for them. However, there exist processors for which no such hand-made
codes are available. Then, the performance obtained by ATLAS on the latter
platforms is comparatively worse than that obtained on the former.

BLAS routines are usually optimized to deal with matrices of different sizes.
One amongst several inner codes can be selected at runtime depending on matrix
dimensions. This is very convenient for medium and large matrices of different
sizes. When small matrices are provided as input, however, the overhead incurred
becomes too large and the performance obtained is poor. There are applications
which produce a large number of matrix operations on small matrices. For in-
stance, programs which deal with sparse problems or multimedia codes. In those
cases, the use of BLAS can be ineffective to provide high performance.

We are interested in obtaining efficient codes when working on both small and
large matrices on a variety of platforms. For these purposes we have created a
framework which allows us to produce ad hoc routines which can perform ma-
trix multiplications quite efficiently operating on small matrices. Based on these
routines, we have produced efficient implementations of both sparse and dense
codes for several platforms. In the following sections we present our approach
and comment on the results.

2 Generation of Efficient Inner Kernels for Matrix
Multiplication

Our approach relies on the quality of code produced by current compilers. The
resulting code is usually less efficient than that written manually by an expert.
However, its performance can still be extremely good and sometimes it can yield
even better code.

2.1 Taking Advantage of Compiler Optimizations

Compiler technology is a mature field. Many optimization techniques have been
developed over the years. A very complete survey of compiler optimization tech-
niques can be found in [8]. The knowledge of the target platform introduced in
the compiler by its creators together with the use of well known optimization
techniques such as software pipelining, loop unrolling, auto-vectorization, etc.,
can result in efficient codes which can exploit the processor’s resources in an
effective way. This is specially true when it is applied to highly regular codes
such as a matrix multiplication kernel. Since many platforms have outstanding
optimizing compilers available nowadays, we want to let the compiler do the
creation of optimized object code for our inner kernels.
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2.2 Smoothing the Way to the Compiler

The optimizations performed by the compiler can be favored by certain charac-
teristics of the compiled code. For instance, some loop orders can be more ben-
eficial than others. Some access patterns can be more effective in using memory.
Knowing the number of iterations of a loop can help the compiler decide on
the application of some techniques such as loop unrolling or software pipelin-
ing. We have taken this approach for creating a Small Matrix Library (SML).
Basically, we:

– Provide the compiler with as much information as possible regarding matrix
leading dimensions and loop trip counts;

– Try several variants of code, with different loop orders or unroll factors.

In addition, in some cases the resulting code can be more efficient if:

– Matrices are aligned;
– All matrices are accessed with stride one;
– Store operations are removed from the inner kernel.

2.3 Creation of a Small Matrix Library

For each desired operation, we have written a set of codes in Fortran. We concen-
trate on the matrix multiplication since it is one of the most important kernels.
Figure 1a shows the performance of different routines for matrix multiplication
for several matrix sizes on an Alpha-21164.1 The matrix multiplication per-
formed in all routines benchmarked uses: the first matrix without transposition
(n); the second matrix transposed (t); and subtracts the result from the desti-
nation matrix (s). Thus, we call the vendor BLAS routine dgemm nts.

The BLAS routine dgemm nts yields very poor performance for very small
matrices getting better results as matrix dimensions grow towards a size that
fills the L1 cache (8 Kbytes for the Alpha-21164). This is due to the overhead of
passing a large number of parameters, checking for their correctness, and scaling
the matrices (alpha and beta parameters in dgemm). This overhead is negligible
when the operation is performed on large matrices. However, it is notable when
small matrices are multiplied. Also, since its code is prepared to deal with large
matrices, further overhead can appear in the inner code by the use of techniques
like strip mining.

A simple matrix multiplication routine mxmts g which avoids any parameter
checking and scaling of matrices can outperform the BLAS for very small matrix
sizes. Finally, our matrix multiplication code mxmts fix with leading dimensions
and loop limits fixed at compilation time gets excellent performance for all block
sizes ranging from 4x4 to 32x32. The latter is the maximum value that allows
for a good use of the L1 cache on the Alpha unless tiling techniques are used.
1 Labels in this figure refer to the three dimensions of the iteration space. However, for

all the other figures matrices are assumed to be square and of equal size. In all plots
the dashed line at the top shows the theoretical peak performance of the processor.
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a) b)

Fig. 1. a) Comparison of performance of different routines for several matrix sizes on
an Alpha. b) Peak Mflops for SML matrix multiplication routines on an Itanium2.

For a matrix multiplication we have codes with different loop orders (kji, ijk,
etc.) and unroll factors. We compile each of them using the native compiler and
trying several optimization options. For each resulting executable, we automati-
cally execute it and register its performance. These results are kept in a database
and finally employed to produce a library using the best combination of parame-
ters. This process is done automatically with a benchmarking tool [9]. By fixing
the leading dimensions of matrices and the loop trip counts we have managed to
obtain very efficient codes for matrix multiplication on small matrices. Since sev-
eral parameters are fixed at compilation time the resulting object code is useful
only for matrix operations conforming to these fixed values. Actual parameters
of these routines are limited to the initial addresses of the matrices involved in
the operation performed. Thus, there is one routine for each matrix size. Each
one has its own name in the library. In this paper, however, we refer to any
of them as mxmts fix. The best loop order and unroll factor obtained for some
matrix dimensions on one processor is not necessarily the best for other matrix
dimensions or platforms. Choosing a single code for all cases would result in
an important performance loss. We also tried feedback driven compilation using
the Alpha native compiler but performance either remained the same or even
decreased slightly. Results on the R10000 processor are similar to those of the
Alpha with the only difference that the mxmts g performs very well. This is due
to the ability of the MIPSpro F77 compiler to produce software pipelined code,
while the Alpha compiler hardly ever manages to do so. We conclude that, as
long as a good compiler is available, fixing leading dimensions and loop limits is
enough to produce high performance codes for very small dense matrix kernels.
Further details can be found in [9].

Figure 1b shows the performance of SML matrix multiplication routines for
several matrix sizes on an Itanium2 processor. It is interesting to note that the
highest performance was obtained for matrix sizes which exceed the capacity
of the level 1 (L1) data cache. The reason for this is that on such processor
floating-point data never resides in L1 cache but in the upper levels [10]. Table 1
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shows the minimum latency for floating-point loads in each cache level for the
Alpha 21264 and the Itanium2 processors. The latency of a floating-point load
which hits in the Itanium2 level i cache is similar to that of the Alpha level
i−1 cache. The Intel Fortran compiler applied the software pipelining technique
automatically for tolerating such latency and produced efficient codes. Thus, for
our SML matrix multiplication routines on the Itanium2 the best performance
was obtained for matrices which exceed the capacity of the L1 data cache.

Table 1. Minimum floating-point load latency when load hits in cache

Cache Level ALPHA 21264 Itanium2
L1 4 -
L2 13 6
L3 - 13

Originally, we have used this library in a sparse Cholesky factorization based
on a hypermatrix data structure [11, 12]. Later we have used it on dense hyper-
matrix Cholesky factorization and multiplication (C = C −A×BT ).

2.4 Using Hypermatrices to Exploit the Memory Hierarchy

We have used the hypermatrix data structure to adapt our codes to the under-
lying memory hierarchy. A hypermatrix is a hierarchical data structure with one
or more levels of pointer matrices which must be followed to reach a final level
of data submatrices. Our code can be parameterized with the number of pointer
levels and block sizes mapped by each level.

Sparse Matrices. The application of SML routines to a sparse Cholesky fac-
torization using a hypermatrix scheme has been presented in [13]. Their use im-
proved the factorization efficiency about 12% on a given sparse matrix test suite.

Dense Matrices. The hypermatrix data structure can also be used for dense
matrix computations. For the dense codes we follow the next approach: we choose
the data submatrix block size according to the results obtained while creating
our SML matrix multiplication routine. The one providing the best performance
is taken. As seen above, we do this even when the matrix size is too large to fit in
the L1 cache. Then, for the upper levels we choose multiples of the lower levels
close to the value

√
C/2, where C is the cache size in double words. Such values

are known to reduce cache conflicts due to accesses to the other matrices [14].
We found that, for the machines studied, we needed only two levels of point-

ers for dense operations. On matrix multiplication there is an improvement in
the performance obtained when the upper level is orthogonal [15] to the lower.
In this way the upper level cache is properly used. The performance improve-
ment is modest, but results were always better than those corresponding to
non-orthogonal block forms. On a MIPS R10000 processor we found that our
code was outperforming both ATLAS and the vendor BLAS on dense Cholesky
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factorization and matrix multiplication. The graph on the left part of figure 2
shows the performance obtained on this platform for a dense Cholesky factoriza-
tion. The graph compares the results obtained by our code (labeled as HM) with
those obtained by routine DPOTRF in the vendor library. Both when upper (U)
or lower (L) matrices were input to this routine its performance was worse than
that of our code.

We also tried the matrix multiplication operation C = C − A ∗ BT since
this is the one which takes about 90% of Cholesky factorization. The results
can be seen in the right part of figure 2. Our code outperformed the DGEMM
matrix multiplication routine in both the vendor and ATLAS libraries. We must
note however, that ATLAS was not able to finish its installation process on this
platform. Thus, we used a precompiled version of this library which corresponds
to an old release of ATLAS. These preliminary results encouraged us to work on
dense algorithms based on the hypermatrix data structure.

Fig. 2. Performance of dense Cholesky factorization (left) and matrix multiplication
(right) on an R10000 processor

We have also compared our dense hypermatrix multiplication and Cholesky fac-
torization with ATLAS DGEMM and DPOTRF routines on two other platforms.
On an ALPHA-21264A ATLAS uses hand-made codes specially designed for this
platform (Goto BLAS) and outperforms our matrix multiplication code. However,
we obtain the same performance as DPOTRF for large matrices. On the Itanium2
our performance got close to ATLAS’ both for DGEMM and DPOTRF. It was
similar to ATLAS for large matrices. Details can be found in [15].

3 Extension: New Kernels and Matrix Storage

3.1 Generalization of the Matrix Multiplication Codes

We have generalized our matrix multiplication codes to be able to perform the
matrix operations C = βC+αop(A)×op(B) where α and β are scalars and op(A)
is A or At. Actually, we consider β = 1 since it is more efficient to perform the
multiplication of matrix C by β before calling the matrix multiplication kernel
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rather than performing this multiplication within it [16]. We allow values of
1 and -1 for α. We parameterize our kernels with preprocessor symbols which
are adequately defined at compilation time to determine the type of operation
performed. Thus, given a particular loop order and unroll factor, we can produce
up to eight kernels: those corresponding to the combinations of transposition of
matrices and values of α. The case C = C + αAt × B is particularly appealing
since it allows accessing all three matrices with stride one. In addition, references
to C can be hoisted from the inner loop. Thus, there are no stores in the inner
loop. Actually, this is the kernel used in ATLAS. The experiments presented in
the rest of the paper refer to this kernel.

3.2 Alignment

Contrary to what happens on other platforms tested, the results obtained for
our matrix multiplication routines on an Intel Xeon were initially very poor.
This machine allows for vectorization with the SSE2 instruction set [17]. The
Intel Fortran compiler can take advantage of them. However, we were getting
values around 2300 Mflops, when the theoretical peak for this machine is 4800.
By forcing the alignment of matrices to 16, the Intel Fortran Compiler was able
to vectorize the code, resulting in a substantial performance increase. The best
case is that with At×B which gets a peak performance of 3810 Mflops. Table 2
summarizes these results. On this platform, as on the Itanium2, floating-point
loads are not cached in the L1 cache. Thus, the block size automatically chosen
(104) targets the L2 cache.

Table 2. Peak Mflops of inner kernel on a Pentium Xeon Northwood

A × Bt At × B

No align 3334 3220
Align 3457 3810

3.3 Adapting the Codes to the Memory Hierarchy

The use of hypermatrices on dense operations is inefficient both in terms of
storage (keeping pointer matrices) and computation (following pointers and re-
cursing through the data structure). The pointer matrices can be avoided for
dense operations, keeping only data submatrices. These matrices can be accessed
calculating their relative position. We store matrices as a set of submatrices in
block major format. We call this scheme TDL in the graphs to refer to the two
dimensional layout of data submatrices. In order to use the memory hierarchy
we have codes which allow us to do tiling. We have written a code generator
which can be used to produce codes with permutations of loop orders. Some of
them can behave better than others [18, 19]. For the time being, however, the
selection of one of these codes is not automated. We just run some executions
and choose the one producing the best results. Block (tile) sizes are again chosen
to be multiples of the lower levels close to the value

√
C/2, where C is the cache

size in double words [14].
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3.4 Results

We present results for matrix multiplication on three platforms. Each of them
shows the results of DGEMM in ATLAS, Goto or the vendor BLAS, and TDL
using our SML. Goto BLAS [20] are known to obtain excellent performance. They
are coded in assembler and targeted to each particular platform. The dashed line
at the top of each plot shows the theoretical peak performance of the processor.

For the Intel machines (figure 3) we have included the Mflops obtained with
a version of the ATLAS library where the hand-made codes were not enabled
at ATLAS installation time. We refer to this code in the graphs as ’nc ATLAS’.
We can observe that in both cases ATLAS performance drops heavily. TDL with
SML kernels obtain performance close to that of ATLAS on the Pentium 4 Xeon,
similar to ATLAS on the Itanium2, and better than ATLAS on the Power4. For
the latter we show the Mflops obtained by the vendor DGEMM routine which
outperform both ATLAS and TDL (figure 4).

Results for TDL assume matrices already stored in block major format. Al-
though new matrix storage formats have been proposed [21, 22, 23, 24] the matrix
will probably need to be transformed from column major order into block major
order. We have measured the time necessary to create the three matrices used

Fig. 3. Performance of dense matrix multiplication on an Intel Pentium 4 Xeon (left)
and an Intel Itanium 2 processor (right)

Fig. 4. Performance of dense matrix multiplication on a Power4 processor
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in a matrix multiplication. Taking that into account, the performance of TDL
drops by about 10% for small matrices, and as low as 1% for the largest matrices
tested. The reason for this is that the cost of this transformation is O(N2) while
for the multiplication the cost is O(N3).

4 Conclusions

Creation of efficient code has traditionally been done manually using assembly
language and based on a great knowledge of the target architecture. Such an
approach, however cannot be easily undertaken for many target architectures
and algorithms. A cheaper approach relies on the quality of code produced by
current compilers. The resulting code is usually less efficient than that written
manually by an expert. However, its performance can still be extremely good and,
in certain cases, it can yield even better code. We have taken this approach for
creating our Small Matrix Library (SML). It is important to have data properly
aligned and accessed with stride one. Loop orders which allow for the reduction
of references to matrices in the inner loop favor performance. Situations where
stores can be removed from the inner loop are specially beneficial. The inner
kernel can target the first or the second level cache. The latter happens on
processors which do not cache floating-point data in the level 1 cache.

The use of a simple two dimensional layout of data submatrices (TDL) avoids
the overhead of a hypermatrix data structure, in which pointers have to be
followed recursively, resulting in better performance.

Although our approach is not fully automatic as yet, we have been able to test
it on several platforms and for many matrix sizes. We have shown that the results
obtained on large dense matrices are close to those of hand-written matrix mul-
tiplication routines and can outperform ATLAS on some platforms. In addition,
our approach can be used to produce efficient kernels for smaller matrix kernels
which has been successfully used in a sparse Cholesky factorization. We believe
this could also be useful in other types of applications such as multimedia codes.
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Abstract. In this paper a fuzzy C-means (FCM) based approach for
speech/non-speech discrimination is developed to build an effective voice
activity detection (VAD) algorithm. The proposed VAD method is based
on a soft-decision clustering approach built over a ratio of subband ener-
gies that improves recognition performance in noisy environments. The
accuracy of the FCM-VAD algorithm lies in the use of a decision function
defined over a multiple-observation (MO) window of averaged subband
energy ratio and the modeling of noise subspace into fuzzy prototypes.
In addition, time efficiency is also reached due to the clustering approach
which is fundamental in VAD real time applications, i.e. speech recog-
nition. An exhaustive analysis on the Spanish SpeechDat-Car databases
is conducted in order to assess the performance of the proposed method
and to compare it to existing standard VAD methods. The results show
improvements in detection accuracy over standard VADs and a repre-
sentative set of recently reported VAD algorithms.

1 Introduction

The emerging wireless communication systems are demanding increasing levels
of performance of speech processing systems working in noise adverse environ-
ments. These systems often benefits from using voice activity detectors (VADs)
which are frequently used in such application scenarios for different purposes.
Speech/non-speech detection is an unsolved problem in speech processing and
affects numerous applications including robust speech recognition, discontinuous
transmission, real-time speech transmission on the Internet or combined noise
reduction and echo cancelation schemes in the context of telephony [1, 2]. The
speech/non-speech classification task is not as trivial as it appears, and most of
the VAD algorithms fail when the level of background noise increases. During
the last decade, numerous researchers have developed different strategies for de-
tecting speech on a noisy signal [3] and have evaluated the influence of the VAD
effectiveness on the performance of speech processing systems [4]. Most of them
have focussed on the development of robust algorithms with special attention on
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the derivation and study of noise robust features and decision rules [5, 6, 7, 3].
The different approaches include those based on energy thresholds, pitch detec-
tion, spectrum analysis, zero-crossing rate, periodicity measure or combinations
of different features.

The speech/pause discrimination can be described as an unsupervised learn-
ing problem. Clustering is one solution to this case where data is divided into
groups which are related “in some sense”. Despite the simplicity of clustering
algorithms, there is an increasing interest in the use of clustering methods in
pattern recognition, image processing and information retrieval [9, 10]. Cluster-
ing has a rich history in other disciplines [11] such as machine learning, biology,
psychiatry, psychology, archaeology, geology, geography, and marketing. Clus-
ter analysis, also called data segmentation, has a variety of goals. All related to
grouping or segmenting a collection of objects into subsets or “clusters” such that
those within each cluster are more closely related to one another than objects
assigned to different clusters. Cluster analysis is also used to form descriptive sta-
tistics to ascertain whether or not the data consist of a set of distinct subgroups,
each group representing objects with substantially different properties.

2 A Suitable Model for VAD

Let x(n) be a discrete time signal. Denote by yj a frame of signal containing the
elements:

{xj
i } = {x(i + j · D)}; i = 1 . . . L (1)

where D is the window shift and L is the number of samples in each frame.
Consider the set of 2 ·m+1 frames {yl−m, . . . yl . . . , yl+m} centered on frame yl,
and denote by Y (s, j), j = l −m, . . . l . . . , l +m its Discrete Fourier Transform
(DFT) resp.:

Yj(ωs) ≡ Y (s, j) =
NF F T −1

n=0

x(n + j · D) · exp (−j · n · ωs) . (2)

where ωs = 2π·s
NF F T

, 0 ≤ s ≤ NFFT − 1 and NFFT is the number of points or
resolution used in the DFT (if NFFT > L then the DFT is padded with zeros).
The energies for the l-th frame, E(k, l), in K subbands (k = 0, 1, ...,K − 1), are
computed by means of:

E(k, l) =

(
K

NF F T

sk+1−1∑
s=sk

|Y (s, l)|2
)

sk =
⌊

NF F T

2K k
⌋
k = 0, 1, ...,K − 1

(3)

where an equally spaced subband assignment is used and $·% denotes the “floor”
function. Hence, the signal energy is averaged over K subbands obtaining a
suitable representation of the input signal for VAD [12], the observation vector at
frame l, E(l) = (E(0, l), . . . , E(K − 1, l))T . The VAD decision rule is formulated
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over a sliding multiple observation (MO) window consisting of 2m+1 observation
vectors around the frame for which the decision is being made (l), as we will show
in the following sections. This strategy consisting on “long term information”
provides very good results using several approaches for VAD such as [8] etc.

3 FCM Clustering over the Observation Vectors

CM clustering is a method for finding clusters and cluster centers in a set of
unlabeled data. The number of cluster centers (prototypes) C is a priori known
and the CM iteratively moves the centers to minimize the total within cluster
variance. Given an initial set of centers the CM algorithm alternates two steps:
a) for each cluster we identify the subset of training points (its cluster) that is
closer to it than any other center; b) the means of each feature for the data points
in each cluster are computed, and this mean vector becomes the new center for
that cluster.

This previous clustering technique is referred to as hard or crisp clustering,
which means that each individual is assigned to only one cluster. For FCM
clustering, this restriction is relaxed, and the object can belong to all of the
clusters with a certain degree of membership. This is particularly useful when
the boundaries among the clusters are not well separated and ambiguous.

3.1 Noise Modeling

FCM is one of the most popular fuzzy clustering algorithms. FCM can be re-
garded as a generalization of ISODATA [13] and was realized by Bezdek [14]. In
our algorithm, the fuzzy approach is applied to a set of N initial pause frames
(energies) in order to characterize the noise space. From this energy noise space
we obtain a set of clusters, namely noise prototypes 1. The process is as the
following: each observation vector (E from equation 3) is uniquely labeled, by
the integer i ∈ {1, . . . , N}, and assigned to a prespecified number of prototypes
C < N , labeled by an integer c ∈ {1, . . . , C}. The dissimilarity measure between
observation vectors is the squared Euclidean distance:

d(Ei,Ej) =
K−1∑
k=0

(E(k, i)− E(k, j))2 = ||Ei −Ej||2 (4)

FCM attempts to find a partition (fuzzy prototypes) for a set of data points
Ei ∈ RK , i = 1, . . . , N while minimizing the cost function

J(U,M) =
C∑

i=1

N∑
j=1

(uij)mDij (5)

1 The word cluster is assigned to different classes of labeled data, that is K is fixed to
2 (noise and speech frames).
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Fig. 1. a) 20 log Energies of noise frames, computed using NF F T = 256, averaged over
50 subbands. b) Clustering approach applied to the a set of log-energies using hard
decision CM (C=4 prototypes).

where U = [uij ]C×N is the fuzzy partition matrix, uij ∈ (0, 1) is the member-
ship coefficient of the j-th individual in the i-th prototype; M = [m1, . . . ,mC ]
denotes the cluster prototype (center) matrix, m ∈ [1,∞) is the fuzzification
parameter (set to 2) and Dij = d(Ej ,mi) is the distance measure between Ej

and mi.
Thus, the loss function is minimized by assigning the N observations to the C

prototypes with a certain degree of membership in such a way that within each
prototype the average dissimilarity of the observations Dij is minimized. Once
convergence is reached,N K-dimensional pause frames are efficiently modeled by
C K-dimensional noise prototype vectors denoted by mc, c = 1, . . . , C. In figure
1 we observed how the complex nature of noise can be simplified (smoothed)
using a clustering approach (hard CM). The clustering approach speeds the
decision function in a significant way since the dimension of feature vectors is
reduced substantially (N → C).

3.2 Soft Decision Function for VAD

In order to classify the second labeled data (energies of speech frames) we use a
sequential algorithm scheme using a MO window centered at frame l, as shown
in section 2. For this purpose let consider the same dissimilarity measure, a
threshold of dissimilarity γ and the maximum clusters allowed K = 2.

Let Ê(l) be the decision feature vector that is based on the MO window as
follows:

Ê(l) = max{E(i)}, i = l −m, . . . , l+m (6)

This selection of the feature vector describing the actual frame is useful as it
detects the presence of voice beforehand (pause-speech transition) and holds the
detection flag, smoothing the VAD decision (as a hangover based algorithm [7, 6]
in speech-pause transition).
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Fig. 2. VAD operation: Top- Decision function and threshold versus frames. Bottom-
Input signal and VAD decision versus time.

Finally, the presence of a new cluster (speech frame detection) is satisfied if
the following ratio holds:

F (l) = log

(
1/K

K−1∑
k=0

Ê(k, l)
< m̄c >

)
> γ (7)

where < m̄c > is the averaged noise prototype center and γ is the decision
threshold.

The set of noise prototypes are updated in pause frames (not satisfying equa-
tion 7)) using the adaptation of the standard FCM, replacing the oldest energy in
the noise model, consisting of N samples, by the actual feature vector Ê(l). The
initial prototype matrix M(l) at decision frame l is the previous one M(l − 1),
and the following update is applied to the fuzzy partition and prototype center
matrices:

u
(t+1)
ij = 1/

(∑C
l=1(Dlj/Dij)1/(1−m)

)
m(t+1)

i =
(∑N

j=1

(
u

(t+1)
ij

)m

Ej

)
/
(∑N

j=1

(
u

(t+1)
ij

)m)
until ||M(t+1)(l)−M(t)(l)|| < ε
for i = 1, . . . , C, j = 1, . . . , N

(8)

This sequential adaptation doesn’t involve high computational effort although
other kind of static adaptation rules could be applied. The algorithm described
so far is presented as pseudo-code in the following:

1. Initialize Noise Model:
– Select N feature vectors {E(i)}, i = 1, . . . , N .
– Compute threshold γ.
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2. Apply FCM clustering to feature vectors extracting C noise prototype cen-
ters {m(c)}, c = 1, . . . , C

3. for l=init to end
(a) Compute Ê(l) over the MO window
(b) if equation 7 holds then VAD=1

else Update noise prototype centers m(c) with equations 8.

Figure 2 shows the operation of the proposed FCM-VAD on an utterance of
the Spanish SpeechDat-Car (SDC) database [15]. The phonetic transcription is:
“tres”, “nueve”,“zero”, “siete”, “μinko”, “dos”, “uno”, “otSo”, “seis”,“cuatro”.
We also show the soft decision function and the selected threshold in the FCM-
VAD operation for the same phrase.

4 Experimental Framework

Several experiments are commonly conducted to evaluate the performance of
VAD algorithms. The analysis is normally focused on the determination of mis-
classification errors at different SNR levels [7], and the influence of the VAD
decision on speech processing systems [4]. The experimental framework and the
objective performance tests conducted to evaluate the proposed algorithm are
described in this section. The ROC curves are used in this section for the evalu-
ation of the proposed VAD. These plots describe completely the VAD error rate
and show the trade-off between the speech and non-speech error probabilities
as the threshold γ varies. The Spanish SpeechDat- Car database [15] was used
in the analysis. This database contains recordings in a car environment from
close-talking and hands-free microphones. Utterances from the close-talking de-
vice with an average SNR of about 25dB were labeled as speech or non-speech
for reference while the VAD was evaluated on the hands-free microphone. Thus,
the speech and non-speech hit rates (HR1, HR0) were determined as a function
of the decision threshold γ for each of the VAD tested. Figure 3 shows the ROC
curves in the most unfavorable conditions (high-speed, good road) with a 5 dB
average SNR. It can be shown that increasing the number of observation vectors
m improves the performance of the proposed FCM-VAD. The best results are
obtained for m = 8 while increasing the number of observations over this value
reports no additional improvements. The proposed VAD outperforms the Sohn’s
VAD [3], which assumes a single observation likelihood ratio test (LRT) in the
decision rule together with an HMM-based hangover mechanism, as well as stan-
dardized VADs such as G.729 and AMR [2, 1]. It also improve recently reported
methods [3, 6, 5, 7]. Thus, the proposed VAD works with improved speech/non-
speech hit rates when compared to the most relevant algorithms to date. Table 1
shows the recognition performance for the Spanish SDC database for the different
training/test mismatch conditions (HM, high mismatch, MM: medium mismatch
and WM: well matched) when WF and FD are performed on the base system
[8]. The VAD outperforms all the algorithms used for reference, yielding relevant
improvements in speech recognition.
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Table 1. Average word accuracy (%) for the Spanish SDC database

Base G.729 AMR1 AMR2 AFE
WM 92.94 88.62 94.65 95.67 95.28
MM 83.31 72.84 80.59 90.91 90.23
HM 51.55 65.50 62.41 85.77 77.53
Average 75.93 75.65 74.33 90.78 87.68

Woo Li Marzinzik Sohn FCM-VAD
WM 95.35 91.82 94.29 96.07 96.68
MM 89.30 77.45 89.81 91.64 91.82
HM 83.64 78.52 79.43 84.03 86.05
Average 89.43 82.60 87.84 90.58 91.51

5 Conclusions

A new VAD for improving speech detection robustness in noisy environments
is proposed. The proposed FCM-VAD is based on noise modeling using FCM
clustering and benefits from long term information for the formulation of a soft
decision rule. The proposed FCM-VAD outperformed Sohn’s VAD, that defines
the LRT on a single observation, and other methods including the standardized
G.729, AMR and AFE VADs, in addition to recently reported VADs. The VAD
performs an advanced detection of beginnings and delayed detection of word
endings which, in part, avoids having to include additional hangover schemes or
noise reduction blocks. Obviously it also will improve the recognition rate when
it is considered as part of a complete speech recognition system. The discrimina-
tion analysis or the ROC curves are effective to evaluate a given algorithm, the
influence of the VAD in a speech recognition system depends on its discrimina-
tion accuracy [12]. Thus the proposed VAD improves the recognition rate when
it is used as a part of a Automated Speech Recognition (ASR) system.
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Activity Detection using a Multiple Observation Likelihood Ratio Test, 2005, IEEE
Signal Processing Letters, vol 12, num 10, pages 689-692.

9. Anderberg, M. R. 1973. Cluster Analysis for Applications. Academic Press, Inc.,
New York, NY.

10. Rasmussen, E. 1992. Clustering algorithms. In Information Retrieval: Data Struc-
tures and Algorithms, W. B. Frakes and R. Baeza-Yates, Eds. Prentice-Hall, Inc.,
Upper Saddle River, NJ, 419-442

11. Jain, A. K. and Dubes, R. C. 1988. Algorithms for Clustering Data. Prentice-Hall
advanced reference series. Prentice-Hall, Inc., Upper Saddle River, NJ.
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Abstract. To use quasi-Monte Carlo methods, the integral is usually
first (implicitly) transformed to the unit cube. Integrals weighted with
the multivariate normal density are usually transformed to the unit cube
with the inverse of the multivariate normal cumulative distribution func-
tion. However, other transformations are possible, amongst which the
transformation by Box and Muller. The danger in using a non-separable
transformation is that it might break the low discrepancy structure which
makes quasi-Monte Carlo converge faster than regular Monte Carlo. We
examine several transformations visually, theoretically and practically
and show that it is sometimes preferable to use other transformations
than the inverse cumulative distribution function.

1 Introduction

For quasi-Monte Carlo methods, the common approach (see, e.g.,[3, 8, 15]) to
the approximation of an integral of a function f over R

d weighted with the
multivariate normal density ψ

I[f ] :=
∫

Rd

f(x)ψ(x)dx (1)

is to transform the integral to the unit cube Id := [0, 1)d using the inverse of the
multivariate normal cumulative distribution function Ψ

I[f ] =
∫

Id

f(Ψ−1(x))dx (2)

and use a cubature rule of the form

Q[f ] :=
1
N

∑
yn∈PN

f(Ψ−1(yn)).

Here PN ⊂ [0, 1)d is a low-discrepancy point set with #PN = N . Several kinds
of discrepancy exist. In this article we choose the extreme star discrepancy.

Definition 1. Let Υ be the the set of all subintervals of Id of the form
∏d

i=j [0, uj),
then the star discrepancy is defined as

D∗(PN ) := sup
U∈Υ

∣∣∣∣A(U)
N

− vol(U)
∣∣∣∣

with A(U) the number of points of PN inside U .
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Using the variation in the sense of Hardy and Krause V (f ◦ Ψ−1) of a function
f ◦ Ψ−1 : Id → R as defined in, e.g., [7, 10], it is known that the error of the
approximation is bounded by the following theorem.

Theorem 1 (Koksma-Hlawka). For f ◦ Ψ−1 : Id → R a function of bounded
variation

|I[f ]−Q[f ]| =
∣∣∣∣∣∣
∫

Id

f(Ψ−1(x))dx−
∑

yn∈P

f(Ψ−1(yn))

∣∣∣∣∣∣ ≤ D∗(PN ) V (f ◦ Ψ−1).

We refer to [10] for a proof of this classical result and a general introduction on
quasi-Monte Carlo methods. Point sequences exist that have a discrepancy of
O(logd(N)/N). As the variation does not depend on N this is also the order of
convergence for the quasi-Monte Carlo method.

We will first examine several transformations in 2D. Not only does this make
the transformations easier, it also makes it possible to compare the transformed
point sets visually. In the following section we introduce the transformations.
In Section 3 we compare these transformations theoretically, looking mostly at
the variation of f after the transformation. We visually inspect the transformed
point sets in Section 4. The point sets should be nicely distributed without
gaps or clusters. In Section 5 we present the results of our experiments in two
dimensions and we explore the higher dimensional case in Section 6.

2 Transformations

The inverse of the normal distribution function can not easily be evaluated.
Several alternatives are known for Monte Carlo methods to generate normally
distributed points (see, e.g., [4]). We will examine transformations for the bi-
variate and multivariate normal density, visually examine the transformed point
sets and compare experimental results. Another challenge with integral (2) is
that the transformation may introduce singularities and hence an infinite varia-
tion which means that we can no longer apply Theorem 1. A way to handle the
singularity is to avoid it [7, 12]. Some point sets even have the added bonus of
doing this automatically [13].

We will call the transformation which uses the inverse of the cumulative nor-
mal distribution “Inverse”. We will also examine two transformations based on
the polar transformations by Box and Muller [1] and Marsaglia [9]. For a more
elaborate explanation of these transformation see, e.g., [4].

The transformations for Monte Carlo methods are given by

1. Box-Muller (x ∼ U(I2))

T (x1, x2) =
√
−2 log(x1) (cos(2πx2), sin(2πx2))

2. Marsaglia (x ∼ U(C2))

T (x1, x2) =

√
−2 log(1− r2)

r2
(x1, x2), (3)
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where C2 is the two-dimensional unit ball and r = ‖x‖2. We will use the transfor-
mation by Box and Muller and replacing the U(I2) points by a two-dimensional
low discrepancy point set. We call the resulting transformation “Box-Muller”.
In [9] Marsaglia mentions that using uniform [−1, 1]2 points and dropping those
that fall outside C2 before using (3) is as easy, as accurate and faster than the
transformation by Box and Muller. We will create low discrepancy points in C2
by generating a low discrepancy point set on I2, transforming it to [−1, 1)2 by
I2 → [−1, 1)2 : (x1, x2) �→ (2x1 − 1, 2x2 − 1) and then dropping all points out-
side the unit ball. On these points, we will use transformation (3). We will call
this transformation “Marsaglia”. The transformation by Marsaglia as described
in [9] uses log(r2) instead of log(1 − r2) in (3). However, this transforms the
origin to infinity and the border of C2 to the origin. Using log(1 − r2) makes
the transformation map the origin to itself and transforms the border of C2 to
infinity.

3 Theoretical Analysis

“Inverse” transforms points which are uniformly distributed over Id to normal
distributed points. As we have seen in the previous section, this is not the only
possible transformation. Integral (1) can be transformed by any transformation
T given in Section 2 to

I[f ] =
∫

Id

f(T (x))dx. (4)

An important measure of performance is the variation of f ◦ T . Using the
variation VRd on R

d as defined, e.g., in [7], it can easily be proven for a separa-
ble transformation T (i.e. (T (x1, x2, . . . , xd) = (T (x1), T (x2), . . . , T (xd)))) that
VId

(f ◦ T ) = VRd(f). “Inverse” is a separable transformation and this gives an
error bound

|I[f ]−Q[f ]| ≤ D∗(PN )VRd(f).

The other transformations are not separable.
Another difference comes from the polar character of “Box-Muller”. In two

dimensions, if f is a radial function, meaning that ∃h : f(x1, x2) = h(x2
1 + x2

2),
then (4) can be written as

I[f ] =
∫ 1

0

∫ 1

0
f(
√
−2 log(x1) (cos(2πx2), sin(2πx2)))dx1dx2

=
∫ 1

0
h(−2 log(x1))dx1.

And since the one-dimensional projection of a two-dimensional low discrepancy
point set is a one-dimensional low discrepancy point set, this essentially reduces
the problem to one dimension. We therefore expect “Box-Muller” to perform
better for radial or nearly radial functions.

“Marsaglia” uses a cut from Id to Cd. Cuts that are not parallel to the axes
give infinite variation, which may not always be problematic (see, e.g., [2]), but it
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means that Theorem 1 is no longer applicable. We therefore expect “Marsaglia”
to perform better for functions which go smoothly to zero at infinity in such
a way that f ◦ T and its derivative is zero at the border of C2. Dropping the
points outside C2 also means that for f a constant function, “Marsaglia” will
have infinite variation, while for “Inverse” and “Box-Muller” the approximation
of a constant function gives an exact result.

4 Visualization

Since
1
N

∑
yn∈PN

f(T (yn)) =
1
N

∑
y′

n∈T (PN )

f(y′
n)

instead of examining at how a function f : R
d → R is transformed to f ◦T : Id →

R, we can also look at how a low discrepancy point set PN ⊂ Id is transformed
to T (PN) ⊂ R

d. As a low discrepancy point set on Id, we choose lattice points
since the structure in these points is more obvious than for other low discrepancy
sequences.

0 0.5 1
0

0.2

0.4

0.6

0.8

1

−2 0 2
−3

−2

−1

0

1

2

3

Fig. 1. Lattice points(left). Lattice points transformed with “Inverse”(right).

Fig. 1(left) shows a lattice with 1009 points generated by the fast algorithm
in [11]. As can be seen in Fig. 1(right), “Inverse” gives nicely distributed points
without clusters or open gaps. “Box-Muller” will use one dimension to determine
the radius and one dimension to determine the angle of the new multivariate
normal point set. Since the points of a lattice lay on straight lines, it is interesting
to see how these lines are transformed by “Box-Muller” into spirals. We can
recognize these spirals in the transformed point set (Fig. 2(left)). Looking at the
transformed points, we see that they are evenly distributed and that no clusters
of points are formed. “Marsaglia” first removes all points outside the unit ball
and then expands the radius. We can see hyperbola-like forms in the transformed
points (see Fig. 2(right)), but what is more important is that clusters appear at
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Fig. 2. Lattice points after transformation with “Box-Muller” (left) and “Marsaglia”
(right)

the inner sides of these hyperbolas, with gaps in between the hyperbolas. We
expect this to affect the performance of the approximation.

5 Two-Dimensional Experiments

We will approximate some integrals (1), combined with the transformations from
Section 2, using points from a Sobol′ sequence [14]. We used two functions,

f1(x) = e−(sin(x1)+cos(x2))2

weighted with the standard normal density ψ(x) = N (x, 0, 1), and

f2(x) =
1

1 + exp(−∑d
i=1 xi)

(5)

weighted with the normal density ψ(x) = N (x, 0, Σ) where Σ is the d × d
covariance matrix with elements

Σij = σ2
i if i = j (6)

= σiσjρ if i �= j. (7)

For this example d = 2 and we choose σ1 = 1, σ2 = 0.5 and ρ = 0.5. This
example is a maximum likelihood problem presented in [6]. We first performed
a shift on the Sobol′ sequence and calculated the standard error over ten shifts.
However, the standard error varied a lot from point to point and this makes the
plots difficult to read. That’s why we decided to plot

Emax(N) = max
n=N,N+1,...,106

(stderr(n)). (8)

For both test integrals, we see that the error for “Inverse” and “Box-Muller” is
almost equal while “Marsaglia” gives worse results.
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Fig. 3. Convergence of Emax, a maximum over the standard error. Left: N (x, 0, 1)
with f1. Right: N (x, 0, Σ) with f2. Legend: ··=“Inverse”, −=“Box-Muller”,
·−=“Marsaglia”, gray lines: − = 1/N , −− = 1/

√
N .

6 Transformations for the Multivariate Normal
Distribution

The results in two dimensions suggest that “Box-Muller” and “Inverse” produce
the best results. The points are nicely structured without clusters or open spaces
between them and the experimental results are also very good. Also theoreti-
cally the “Marsaglia” has no benefits compared to “Inverse” and “Box-Muller”.
Therefore we decided to generalize only “Box-Muller”.

“Box-Muller” can be seen as two steps: First generating points on the surface
of the ball and then generating the radius (e.g. [5] explains how low discrepancy
points can be generated on the surface of a sphere). For multivariate Normal
points the radius should be Gamma(d

2 ) distributed. For d even, two possibilities
for generating the radius are the following.

1. Use an approximate inversion of the Gamma distribution. As with the nor-
mal distribution, no closed formula exists for the inversion of the gamma
distribution but arbitrary precision can be reached although costly. We will
call this transformation “GammaInverse”.

2. The sum of d
2 exponentially distributed points is Gamma(d

2 ) distributed. For
this approach we need a (d− 1 + d

2 )-dimensional low discrepancy point set.
The first d − 1 dimensions will be used to generate points on the surface
of the ball and the other d

2 dimensions will be used to generate the radius.
This does increase the dimension of the original problem. We will call this
transformation “GammaSum”.

Another approach is to generate the points per two dimensions. Starting with d
dimensional low discrepancy points, we will transform every pair of dimensions
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Fig. 4. Convergence of Emax, a maximum over the standard error, for an easy (left) and
a hard (right) maximum likelihood problem in ten dimensions. Legend: −−=“Inverse”,
−=“Box-Muller”, ··=“GammaInverse”, ·−=“GammaSum”, gray lines: − = 1/N ,
−− = 1/

√
N .

with “Box-Muller”. We will call this transformation “Batch”. We illustrate this
with two instances from the maximum likelihood problem given in Section 5 with
f(x) as in (5) and ψ(x) = N (x, 0, Σ) multivariate normal with covariance matrix
Σ as in (6-7). The first example uses

(σ1, σ2, ..., σ10) = (1.3, 1.9, 1.0, 1.7, 1.2, 1.4, 1.8, 1.1, 1.5, 1.6)

and ρ = 0.9. Because all σi are of the same order and ρ is relatively high, this
problem is relatively easy. This can be seen in Fig. 4(left). The convergence order
of Emax (see (8)) is almost 1/N . The second example uses

(σ1, σ2, ..., σ10) = (25.6, 1.6, 0.1, 12.8, 0.4, 0.2, 0.8, 3.2, 6.4, 51.2)

and ρ = 0.3. The large difference in magnitude of the σi and the fact that ρ is
close to zero, causes the convergence to be closer to 1/

√
N (see Fig. 4(right)).

For both experiments the difference in performance between the transformations
is negligible. Other experiments with different values for σ and ρ gave similar
results.

7 Conclusions

In two dimensions we compared how lattice points are transformed by several
transformation often used by Monte Carlo methods, and experimented with
some test-functions. “Box-Muller” and “Inverse” both produces nicely distrib-
uted points without clusters or open gaps and also perform well for the test-
functions. The difference between these transformations is that “Inverse” has
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the benefit of being separable while “Box-Muller” is less expensive to compute
and reduces the dimension of radial integrals. Cutting off the points from Id to
Cd caused “Marsaglia” to perform worse theoretically, visually and during the
experiments. Polar transformations like “Box-Muller” are not nearly as simple
in more dimension as they are in two dimensions. We examined three generaliza-
tions. Our experiments did not show a significant difference in performance for
either transformation. Since “Batch” is the fastest transformation considered,
our preference goes to this transformation.
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Abstract. A numerical integration method is proposed to evaluate a very compu-
tationally expensive integration encountered in the analysis of the optimal dose
grid size for the intensity modulated proton therapy (IMPT) fluence map opti-
mization (FMO). The resolution analysis consists of obtaining the Fourier trans-
form of the 3-dimensional (3D) dose function and then performing the inverse
transform numerically. When the proton beam is at an angle with the dose grid,
the Fourier transform of the 3D dose function contains integrals involving os-
cillatory sine and cosine functions and oscillates in all of its three dimensions.
Because of the oscillatory behavior, it takes about 300 hours to compute the in-
tegration of the inverse Fourier transform to achieve a relative accuracy of 0.1
percent with a 2 GHz Intel PC and using an iterative division algorithm. The
proposed method (subsequently referred to as table method) solves integration
problems with a partially separated integrand by integrating the inner integral for
a number of points of the outer integrand and finding the values of other evalu-
ation points by interpolation. The table method reduces the computational time
to less than one percent for the integration of the inverse Fourier transform. This
method can also be used for other integration problems that fit the method appli-
cation conditions.

1 The Integration Problem

The intensity modulated proton therapy fluence map optimization is performed based
on a (discrete) set of dose values on a three-dimensional grid. The discrete dose is ei-
ther the dose on grid vertices or the average dose over each voxel. It is well known that
using a discrete dose distribution to represent a continuous dose distribution can create
aliasing error if the dose grid size is not small enough or, in other words, the spatial
sampling resolution is not high enough. An analytical method has been developed to
estimate the optimal dose grid size (denoted by h), such that the accuracy of the FMO
result is guaranteed during the phase of dose sampling and the superfluous computa-
tion is avoided [9]. The method is based on Fourier analysis and the Shannon-Nyquist
sampling theorem [6, 3]. According to the theorem, if the dose function D(x, y, z) is
effectively band-limited in the Fourier frequency space and the spatial resolution 1

h is
not high enough, the aliasing error caused by under-sampling is evaluated as

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 789–797, 2006.
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Δh(x, y, z) = D(x, y, z)

−
∫ 1

2h

− 1
2h

du

∫ 1
2h

− 1
2h

dv

∫ 1
2h

− 1
2h

dwD̃(u, v, w)e−i2π(ux+vy+wz)

= D(x, y, z)−
∫∫∫

(u,v,w)∈B

D̃(u, v, w)e−i2π(ux+vy+wz)dudvdw , (1)

where D(x, y, z) is the 3D dose function, D̃(u, v, w) is its Fourier transform, and B is
used to denote a cubic box of size 1

h centered at the origin of the coordinate system in
the frequency space. A value of h is obtained by requiring

|Δh(x, y, z)|
D(x, y, z)

× 100% ≤ 2% (2)

for different beam energies (about 50 MeV to 220 MeV).
When the beam is aligned with the dose grid, the Fourier transform of the 3D dose

function was obtained as

D̃(u, v, w) =
2
b
e−2π2σ2

l (u2+v2)e−2π2σ2
zw2×

{ pR1/p + [a cos(2πRw) − 2πpw sin(2πRw)]
∫ R

0
t1/p cos(2πwt) dt

+ [a sin(2πRw) + 2πpw cos(2πRw)]
∫ R

0
t1/p sin(2πwt) dt } , (3)

where R is the range of proton beam depending on the initial energy (from 1 cm to 30
cm for clinical application), and a, b, σz , and σl are parameters depending on R and
are used to describe the dose model together with p, which is approximately equal to
1.77 [9, 2, 12]. D̃(u, v, w) oscillates intensively in the w direction. When the beam is
at an angle with the dose grid, the orientation can be achieved by rotating the beam an
angle θ about the y-axis, then an angle ϕ about the z-axis. Using polar coordinates, it is
well-known in the field of medical imaging that rotating the spatial function rotates the
Fourier transform over the same angle [9]. The change of the Fourier transform under
the rotation is

D̃(u, v, w) → D̃(Rzy(ϕ, θ) ·
⎛⎝ u
v
w

⎞⎠) , (4)

where

Rzy(ϕ, θ) =

⎛⎝ cos(ϕ) cos(θ) sin(ϕ) cos(θ) − sin(θ)
− sin(ϕ) cos(ϕ) 0
cos(ϕ) sin(θ) sin(ϕ) sin(θ) cos(θ)

⎞⎠ . (5)

After the rotation, the Fourier transform D̃(u, v, w) oscillates in each of the three di-
mensions, which makes the integration extremely computationally expensive. For the
case where the beam is aligned with the dose grid, the available programs like Math-
ematica, MATLAB and Maple can evaluate the integral numerically. Otherwise, they
can not handle the problem.
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In the practical computation, (1) is rewritten to estimate the upper bound of the alias-
ing error |Δh(x, y, z)|.

Δh(x, y, z) =
∫∫∫

(u,v,w)/∈B

D̃(u, v, w)e−i2π(ux+vy+wz)dudvdw , (6)

where the integration limit is from the cubic box surface to infinity. An upper bound of
the aliasing error is

δh =
∫∫∫

(u,v,w)/∈B

|D̃(u, v, w)|dudvdw , (7)

which is independent of position. The integral is then split into three workable integrals.
Observing that D̃(u, v, w) asymptotically approaches zero rapidly in each dimension
(see (3) and Fig. 1(a)), the upper limits of the integral in Eq. (7) are truncated to 3 × 1

h
in order to avoid integrating over an infinite region.

In [9], one of the integrations was attempted using the adaptive integration method
DCUHRE [1]. With a 2 GHz Intel PC, it took about 300 hours to perform 70, 000, 000
integrand function evaluations to achieve a relative error of 0.1%.A parallel integration
library from NAG (Numerical Algorithm Group) was run on 32 CPUs to scan h. This
took 2 hours when the relative error tolerance for integration was set to 0.1%. The
target of this paper is to find a fast and reliable numerical integration solution so that
the computation can be done on a desktop PC.

2 Table Method for the Inner Integrals

We introduce the table method for numerical integration and use it to simplify the cal-
culation of the inner integrals in (3). This method can be applied to a class of integration
problems to reduce the dimensionality and the computational time.

2.1 Table Method

The integral of an n-dimensional function f(x1, x2, ..., xn) over a hyper-rectangular
regionD inRn is

I =
∫
D
f(x1, x2, ..., xn) dx1...dxn. (8)

Under a condition of absolute integrability, this can be rewritten as

I =
∫
D′
f1(x1, x2, ..., xi)I2(u1, ..., uk) dx1...dxi (9)

where the u’s are functions of the variables of f1:

u1 = t1(x1, x2, ..., xi),
u2 = t2(x1, x2, ..., xi),

...

uk = tk(x1, x2, ..., xi), (10)
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and

I2(u1, ..., uk) =
∫
D′′

f2(u1, ..., uk, xi+1, ..., xn) dxi+1...dxn. (11)

A simple example is u1 = x1, u2 = x2, ..., uk = xk, (k ≤ i). There are two extreme
cases. If k = 0, the integrand f(x1, x2, ..., xn) can be separated completely as the
product of f1(x1, x2, ..., xi) and f2(xi+1..., xn). In this case, the inner and the outer
integrals can be computed independently for most problems. If k = k, f(x1, x2, ..., xn)
cannot be separated. In this case, the table method does not reduce the computational
time.

If k = 1 and i > 1, the inner integral I2(u1) is a function of u1. A one-dimensional
(1D) array of I2(u1) for a set of uniformly spaced u1 can be computed. When comput-
ing the outer integral, the value of I2(u1) for any u1 can be approximated by interpola-
tion. The interpolated result can be very accurate if the function I2(u1) is well behaved
and the size of the array is large enough. Two examples are listed below.

I
′
=
∫ 1

0

∫ 1

0

√
x2

1 + x2 dx1 dx2

∫ 1

0
sin(x2x3) dx3,

I
′′

=
∫ 1

0

∫ 1

0
cos(x1x2) dx1 dx2

∫ 1

0

x3√
x2

1 + x2
2 + x2

3

dx3. (12)

For I ′′, u1 = x2
1 + x2

2, thus the range of the table for u1 is [0, 2].
If k = 2 and i > 2, the inner integral I2 is a two-dimensional function of u1 and u2.

A two-dimensional array can be generated for interpolation.
If k = 3 and i > 3, I2 is a 3D function of u1, u2 and u3. A uniformly spaced 3D

grid is used to obtain the value of I2 at an arbitrary point in its domain. In order to im-
prove the accuracy, the number of evaluation points of I2(u1, u2, u3) can be increased,
depending on the behavior of the function I2.

For a function I2 of higher dimensions, the table method may be useful in special
situations. If i = 1 and k = 1, the table method does not appear to be useful, because
the dimension of f2 is already n.

The integral I may also be expressed as∫
D′
f1(x1, x2, ..., xi, I2(u1, ..., uk)) dx1...dxi. (13)

(1) is an example of this case.

2.2 Computation of the Inner Integrals

The parameters and numerical results in this article are based on an instance of the
computation for R = 2 and R = 30. The scanning of h was not carried out.

The evaluation of D̃(u, v, w) is dominated by the computation of the integrals

fcos(w) =
∫ R

0
t1/p cos(2πwt) dt, (14)

and

fsin(w) =
∫ R

0
t1/p sin(2πwt) dt. (15)
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In practice,R (= 1, 2, ..., 30) is the index of a loop. The range ofw is determined by the
integration limits. For a given R, (14) and (15) are functions of w, whose actual values
are determined by values of u, v and w, via the rotation represented by (5). As part of a
3D integrand, (14) and (15) are computed repeatedly for the same or different value of
w, if we use a traditional integration method. A number of integrals can be computed
first and stored in tables. For an arbitrary value of w, if it is in the table, the corre-
sponding integration result is retrieved directly, otherwise, the result can be obtained
by interpolation using several (e.g., 6) neighborhood values of w (for a polynomial of
degree 5).

The accuracy of the interpolated value depends on the accuracy of the integration
results, the number of points in the table, and the behavior of fcos(w) and fsin(w).
The range of w, which is [-143, 143] is calculated from the ranges of u, v and w.
Because of symmetry, we only consider [0, 143]. fcos(w) is drawn for an increasing
number of uniformly spaced points w to determine the table size. An interval of 0.001
(143,000 points) is adequate. For a relative error tolerance of 10−7, it took 175 minutes
to compute the table for R = 30. If 30 tables are needed, for the 30 indexes of R, the
tables with the same lower limit 0 and upper limits less than 30 can be generated at
the same time with virtually no extra cost, because R is the upper limit of the integral.
The tables are saved in files in binary format for later use. Because of the oscillation of
fcos(w) and fsin(w), a large number of sampling points is needed.

3 Computation Using the Adaptive Method

For 3D problems, there are three cubature rules for the adaptive methods in the par-
allel integration library PARINT [13]. IRULE DIM3 DEG11 (a 3D rule of polynomial
degree 11), IRULE DEG9 OSCIL (a general multivariate rule of polynomial degree
9, preferred for oscillatory functions), and IRULE DEG7 (a general multivariate rule
of polynomial degree 7) are from Genz and Malik [7, 8], with refined error estimation
techniques from [1]. We chose the 3D rule IRULE DIM3 DEG11 because it is more
efficient than the other two rules for our integration. The univariate rules used for the
1D adaptive methods are from the Quadpack package [11]. The simulation described in
this and the next section was carried out on a PC with a 2.4 GHz CPU.

The table method reduced the run time dramatically. For 2,000,000 function evalu-
ations, the table method took 6 seconds, while the method without using it took 1,675
seconds.

For θ = 30◦ and ϕ = 0◦, we used the adaptive method to achieve a relative error of
10−3. It took 266 and 337 seconds with 84,102,067 and 84,032,979 integrand evalua-
tions for R = 2 and 30, respectively. We also increased the number of evaluations to
120 million to confirm the stability of the results.

An adaptive method is more efficient when the domain is decomposed along the
oscillatory directions. For θ = 45◦, ϕ = 45◦, it is difficult for the program to obtain a
relative error of 10−3, although the result is actually accurate enough as verified by the
iterated method discussed below.
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4 Verification Using the Iterated Method

Because of the oscillatory nature of the integrand, the adaptive method is not very ef-
ficient in further improving the accuracy of the integration result of our problem by
increasing the number of function evaluations. In addition, when the number of regions
in the heap of the program is large, the memory usage must be taken into account.

(a)

(b)

Fig. 1. The other two dimensions are aggregated to have function f(u). (a) The curve is not
smooth. (b) No numerical anomaly is found.

An iterated method uses lower-dimensional methods (1D, for example) to solve an
integration problem [10, 4, 5]. For low-dimensional problems, it often outperforms other
methods for many types of problems. We used a 1D adaptive routine based on a Gauss-
Kronrod rule (Gauss 7 points - Kronrod 15 points) for each direction of the 3D function
to perform the following simulations.

For an evaluation limit of 1,000 in each direction, the iterated method took more
than 10 minutes to obtain a result similar to that of the adaptive method. However the
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reported relative error 2.8 × 10−2 is larger than the relative error tolerance of 10−3.
For a relative error tolerance of 10−4, the limit was then increased to 10,000 to get a
more accurate result . The required accuracy was reached with 5,330,117,925 function
evaluations in 6 hours and 26 minutes. This result can be used as a reference for the
results of the former computations. If we take the latter result as the correct value, the
relative error of the former will be 3.2 × 10−4, which is less than 2.8 × 10−2. The
actual relative error of the latter should also be less than the reported value, 10−4. A
rough estimate can be 10−6.

Because the error estimate of the 1D routine for some functions is too conservative,
we proceeded to analyze the result by checking the evaluation points. Fig. 1(a) was
drawn for the function f(u) by aggregating (summing up) the integration results of
the other two directions (v, w) for 525 points on the x-axis (x is used for u). We can
see from the figure that the accuracy of the result is moderate. Fig. 1(b) shows part of
5,000 points on the x-axis of a computation, which indicates that there is no numerical
anomaly in this direction.

Fig. 2. Integrand function of a fixed point (u, v) as a function of w. Evaluation patterns are shown
for the w direction integration.

The iterated method is very efficient for 3D problems. Fig. 2 shows the evaluation
points on the z-axis (for w) for a point on the xy (or uv) plane. The oscillation and
derivative discontinuities caused according to by (7) make the computation with current
automatic routines very inefficient. We can reduce function evaluations by finding the
zeros (see Fig. 2) and then integrating it over the regions between the zeros.

The results of this section confirm that the adaptive method is good enough to quickly
compute even the difficult cases of the integrals.
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5 Summary

We studied the nature of the inner integral for the aliasing error and found a solution to
compute the integration effectively. When the variables of an integrand can be partially
separated, the table method can be applied to reduce the dimensionality and the com-
putational time. To use this method, the dimension of the problem should be greater
than two. It is more efficient for fairly low dimensions. In practice, high-dimensional
integrands are usually not easy to separate completely or partially. If the number of
variables of the inner integral (not inner integrand) is not small, the size of the array
(or the number of integrations of the inner integral) can be very large. Furthermore, the
quality of the high-dimensional interpolation cannot be assessed easily.

The table method significantly reduces the computation time of our problem to about
0.37% of the conventional method and thus makes the resolution requirement analysis
based on Fourier analysis more feasible for proton therapy fluence map optimization.

We also tested the problem with the iterated method to obtain more accurate results,
in order to verify those of the adaptive method. Execution time can be further reduced if
we change the 1D adaptive routine, used in the iterated method, to handle the oscillatory
behavior and discontinuity of the integrand.

Acknowledgment

The work is supported in part by Western Michigan University and by the National
Science Foundation under grant ACI-0203776.

References

1. BERNTSEN, J., ESPELID, T. O., AND GENZ, A. An adaptive algorithm for the approximate
calculation of multiple integrals. ACM Trans. Math. Softw. 17 (1991), 437–451.

2. BORTFELD, T. An analytical approximation of the Bragg curve for therapeutic proton beams.
Med. Phys. 24 (1997), 2024–2033.

3. BRACEWELL, R. N. The Fourier Transform and Its Application. McGraw-Hill, 1978.
4. DE DONCKER, E., SHIMIZU, Y., FUJIMOTO, J., AND YUASA, F. Computation of loop

integrals using extrapolation. Computer Physics Communications 159 (2004), 145–156.
5. DE DONCKER, E., SHIMIZU, Y., FUJIMOTO, J., YUASA, F., CUCOS, L., AND

VAN VOORST, J. Loop integration results using numerical extrapolation for a non-scalar
integral. Nuclear Instruments and Methods in Physics Research Section A 539 (2004), 269–
273. hep-ph/0405098.

6. DEMPSEY, J. F., AND ET AL. A Fourier analysis of the dose grid resolution required for
accuracte IMRT fluence map optimization. Med. Phys. 32 (2005), 380–388.

7. GENZ, A., AND MALIK, A. An adaptive algorithm for numerical integration over an
n-dimensional rectangular region. Journal of Computational and Applied Mathematics 6
(1980), 295–302.

8. GENZ, A., AND MALIK, A. An imbedded family of multidimensional integration rules.
SIAM J. Numer. Anal. 20 (1983), 580–588.

9. LI, H. S., DEMPSEY, J. F., AND ROMEIJIN, H. E. A Fourier analysis on the optimal grid
size for discrete proton beam dose calculation. Submitted to Medical Physics.



A Fast Integration Method and Its Application in a Medical Physics Problem 797

10. LI, S., DE DONCKER, E., AND KAUGARS, K. On iterated numerical integration. In Lecture
Notes in Computer Science (Jan 2005), vol. 3514, pp. 123–130.
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Abstract. In this paper we present a protocol for a mobile payment
system based on a Kiosk Centric Model (proposed by [2]) that employs
symmetric-key operations which require low computational power. Our
protocol is suitable for mobile payment systems where the customer can-
not communicate with the issuer due to the absence of Internet access
with her mobile device and the costs of implementing other mechanisms
of communication between both of them are high. However, our proposal
illustrates how a portable device equipped with a short range link (such
Bluetooth, Infrared or Wi-Fi) and low computational power should be
enough to interact with a vendor machine in order to buy goods in a
secure way.

1 Introduction

The popularity of m-commerce has increased in the last years thanks to advances
in the portable devices and the rapid development of the mobile communication
technologies that have allowed people to use mobile telephones or Personal Dig-
ital Assistant (PDA) to access the Internet (to read email, browse web pages or
purchase information or goods) anywhere and anytime.

Different mobile payment systems have been proposed in the last years, but
the one developed by [8] (called 3-D Secure) has become a standard due to its
benefits regarding security and flexibility in the authentication methods. This
schema allows the authentication of the payer (customer) when she makes an on-
line payment using a debit or credit card. The transaction flow for this scheme is
shown in figure 1 where all the main communications links are protected using
SSL/TLS and the communication between the issuer/consumer is mandatory.

Despite of the flexibility that 3-D Secure gives to the issuer to choose the
authentication method, relationship between payer and issuer is quite strict (al-
though required for Visa’s 3D-Secure scheme) and does not allow the use of
schemes in which the communication among these parties is not possible due to:
1) the impossibility of the client to connect to Internet from the mobile device
� This work was partially supported by ASPECTS-M Project (Reference Models for

Secure Architectures in Mobile Electronic Payments), CICYT-2004.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3984, pp. 798–807, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Payment in a Kiosk Centric Model 799

and 2) the high costs of the infrastructure necessary to implement other mech-
anisms of communication between the client and the issuer. Most of the mobile
payment systems proposed up until now assume the consumer has Internet con-
nectivity through her mobile device, so the restrictions mentioned previously do
not represent an important issue. However, it is quite common that the client
meets situations in which it is not possible to connect to Internet so it becomes
necessary to develop mobile payment systems where the user could use her mo-
bile device as a shopping means, even thought she may not have Internet access.

Fig. 1. 3-D Secure transaction [1]

On the other hand, in spite of the wide range of mobile devices available, they
all have common limitations [6]: 1) poor computational capabilities, 2) limited
storage space and 3) short battery life. These limitations prevent that these
devices execute, in an efficient way, computations that require a lot of resources,
like those of asymmetric cryptography.

Symmetric cryptography (which employs a shared key between two parties)
provides, like asymmetric cryptography, message confidentiality, message in-
tegrity and party authentication, and represents an alternative in the construc-
tion of secure protocols for mobile payment systems, because symmetric-key
operations do not require of a high computational power nor additional com-
munications steps (as happens in protocols based on public-key infraestructure
where the public-key certificates have to be verified by a Certificate Authority).

In this paper, we present a protocol (that supports both credit-card and debit-
card transactions) for a mobile payment system based on a Kiosk Centric Model
(proposed by [2]) which overcomes the limitations mentioned before. Our pro-
posal represents an alternative to the restrictions of mobile payment systems
(including Visas 3-D Secure) as for the connection between the client and issuer.
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Moreover, it uses symmetric-key operations in all engaging parties to reduce
both, the setup cost for payment infrastructure and the transaction cost. An-
other benefit derived of the using of our proposal is a reduction of all parties
computation and communications steps (in comparison with protocols based on
public-key infraestructure) that make it suitable for mobiles devices with low
computational power.

The rest of this paper is organized as follows: In next section, we survey
related work. Section 3 presents the proposed system. In section 4, we analyze
the scheme proposed. We end with our conclusions in Section 5.

2 Related Work

In recent years, several studies have been conducted to improve the security of
mobile payment systems. Meanwhile, efforts have also been dedicated to unify
concepts and scenarios into frameworks that will be useful to develop new elec-
tronic payment systems. Research conducted by [2] is an example of a study
that unifies many proposed m–commerce usages into a single framework. This
research intended to revise the possible range of mobility scenarios, identifying
the security issues for each connectivity scenario. As a result, five scenarios were
identified and analyzed: Disconnected Interaction, Server Centric Case, Client
Centric Case, Full Connectivity and Kiosk Centric Case. The latest has been
considered as the starting point in the design of our proposal.

In [9], payment methods are classified according to several standards and an-
alyzed to point out their advantages and drawbacks. Besides, the research also
provides a payment process for mobile devices based on pre–payment and ac-
counts. This proposed solutions requirements are low (both on cost and technical
capabilities) and it also has high scalability and security properties. However,
their methods and processes are not suitable for our proposal, as our goal is to
suggest an scheme based on post-payment 1 and symmetric cryptography.

A secure and efficient one-way mobile payment system is proposed in [4].
In their solution the security of the system is based on the intractability of
the discrete logarithm problem and the one-wayness of keyed hash function.
As opposed to their goal (designing a mobile payment system with minimal
complexity using two public key pairs), our solution aims for devising a scheme
that relies on symmetric-key operations instead.

The closest work to ours is [5]. Their work proposed a secure account-based
payment protocol suitable for wireless networks that employs symmetric-key op-
erations which require lower computation at all engaging parties than existing
payment protocols. While this proposal satisfies the majority of our require-
ments, we have to reformulate their protocol (from now on, SAMPP) to sat-
isfy the requirements of the scheme that we suggest in this work, where the
customer never establishes any connection with the bank during the payment
transaction.
1 Mobile payment where the consumer receives the content and consumes it before

paying. Credit cards are an example of credit-based payment methods.
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As the payment software (also called wallet software) must be sent to the
customer by the issuer through the vendor, it becomes necessary the use of
techniques to assure that the program received by the client was created and sent
by the issuer, and has not been tampered. In order to obtain the protection of the
payment software in the aspects mentioned before, two different proposals related
to the aforementioned techniques will be detailed in te following paragraphs.

The first work (proposed by [3]) introduced a new approach to watermarking,
called path based watermarking, that embeds the watermark, with relatively low
cost, in the dynamic branch structure of the program , and shows how error-
correcting and tamper proofing techniques can be used to make path based
watermarks resilient against a wide variety of attacks. The other work, proposed
by [7], describes three techniques for obfuscation of program design: 1) The class
coalescing obfuscation, 2) Class splitting obfuscation, and 3) Type hiding obfus-
cation. The experimental results (applying theses obfuscations to a medium-size
java program) shows that the run-time overhead, in the worst of the case (class
splitting obfuscation), is less than 10% of the total running time of the program.

3 Scheme Proposed

3.1 Notations

– {C, V, P, I, A}: the set of customer, vendor, payment gateway, issuer and
acquirer, respectively.

– IDP : the identity of party P that contains the contact information of P .
– TID: Identity of transaction that includes time and date of the transaction.
– OI: Order information (OI = {TID, h(OI, Price)}) where OI and Price are

order descriptions and its amount.
– TC: The type of card used in the purchase process (TC=Credit, Debit).
– Stt: The status of the transaction (Stt = {Accepted, Rejected}).
– TIDReq : The request fot TID.
– VIDReq : The resquest for IDV .
– {M}X : the message M symmetrically encrypted with the shared key X .
– MAC(X,K): Message Authentication Code of the message X with the key
K.

– h(X): the one-way has function of the message X .

3.2 Operational Model

Generally, operational models for m-commerce found in literature involve transa-
cion between two or more entities. Our operational model is composed of four
entities: 1) Customer : a user who wants to buy information or goods from the
vendor and has a mobile device with low computational power and equipped
with a built-in display, keyboard (not necessarily with a QWERTY layout),
short range link (such Infrared, Wi-Fi or Bluetooth) and capability to execute a
java program, 2) Vendor : a computational entity (a normal web or an intelligent
vending machine) that wants to sell information or goods and with wich the user
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participates in a transaction, 3) Acquirer : the vendor’s financial institution, 4)
Issuer : the customer’s financial institution, and 5) Payment Gateway : additional
entity that acts as a medium between acquirer/issuer at banking private network
side and customer/vendor at the Internet side for clearing purpose.

Fig. 2. Operational Model

In figure 2, we specify the links among the five entities of our scheme. Note that
there is no direct connection involving the customer and the issuer. Moreover,
the connection between the customer/vendor (denoted as the dotted arrow) is
set up through a short range link (like bluetooth, infrared or Wi-Fi). On the
other hand, interaction among the vendor and the payment gateway (depicted
as solid arrow in the scheme) should be reliable and secure against passive and
active attacks. Therefore, the connection is supposed to be established through
a secure wired channel by using a security protocol like SSL/TLS [4]. Note that
the issuer, acquirer and payment gateway operates under the banking private
network so we do not concern about connections security among these entities.

The protocol based in symmetric cryptography proposed by [5] is a starting
point of our protocol. We reformulated this protocol to satisfy the requirements
of that, as stated before, pretends to allow the client to make purchases from its
mobile device without connecting itself to Internet.

3.3 Key Generation Technique

Our scheme handles three different sets of shared keys used for encrypt a message
symmetrically. Each one is generated off-line in the entity that will store them.

The first set VPSecj , j = 1, . . . , n, is generated from the secret VPSec and
stored in the vendor and Payment gateway terminals respectively. The other
set CISeci (stored in the customer’s device and issuer’s terminal, respectively),
i = 1, . . . , n, is generated from the secret CISec. The last set CVSeck (where
k = 1, . . . , n) is generated from the secret CVSec and are stored in the customers
device and the vendors terminal respectively.
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In order to generate the sets of shared keys, we apply a Hash algorithm with
one-bit cyclic chain function of a master secret each time a session key is gener-
ated [5]. The details are shown as follows:

Generating VPSecj and CVSeck

VPSec1 = h(1-bit-shift-of-VPSec), VPSec2 = h(2-bit-shift-of-VPSec),. . . ,
VPSecn = h(n-bit-shift-of-VPSec)
CVSec1 = h(1-bit-shift-of-CVSec), CVSec2 = h(2-bit-shift-of-CVSec),. . . ,
CVSecn = h(n-bit-shift-of-CVSec))

Generating CISeci

CISec1 = h(1-bit-shift-of-(CDCI,CISec)),
CISec2 = h(2-bit-shift-of-(CDCI,CISec)),. . . ,
CISecn = h(n-bit-shift-of-(CDCI,CISec))

3.4 Detailed Protocols

Our protocol consists of four sub–protocols: Registration, Purchase, Withdrawal
and Deposit. Each sub–protocol has the following main functions:

Registration (C ↔ V,C ↔ I): This sub–protocol involves the customer, the
vendor and the issuer. The process starts when the customer shares her credit-
and/or debit-card information (CDCI) with her issuer. CDCI contains the long-
term secret CISec known only by the customer and her issuer and will be used
as an authentication method by the customer in future withdrawals.

In addition, the secret SSWSec is shared between the customer/issuer and
will be used as watermark value for the watermarking process at the issuer’s
side and as software input at customer’s side to detect its authenticity.

When the first purchase takes place, V will detect if the wallet software is
available in the mobile device. If not, V sends a software request to P , which
will forward the request to I. The issuer intends to protect the software against
various types of attacks carried away at any moment, following these steps: 1)
First, choose one of the obfuscation methods proposed by [7] and apply it to
the java code, and 2) Then, apply a watermarking process (proposed by [3])
to the software (using SSWSec as a watermark value and embedded into the
software).

Once the software has been prepared, I will forward it to the P , which will
send it to V , who will finally send it to C. After C receives the software, she
will install it and check its authenticity using the secret SSWSec. If a prob-
lem occurs, C could abort the registration sub–protocol or start the process
again.

When the software is successfully installed and working, C generates CVSec
and send it to V with IDC and a nonce n encrypted with the session key K,
generated by running AKE protocol with V . Then V sends h(n, CVSec) to C
as a confirmation of customer’s registration. After the sub–protocol has been
completed, C and V can generate a new set of CVSeci by using the same key
generation technique. On the other hand, the vendor registers herself to the
Payment Gateway and share the secret VPSec.
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1) C → V: {IDc, CVSec, n}K

2) V → C: h(n, CVSec)

Purchase (C ↔ V ): This sub–protocol is carried out between C and V over the
wireless channel. The process starts when C sends to V the information necessary
to set up the sub–protocol (step 3). After this information exchange ends, C
builds up the Payment-script Request with OI and TC. Then, C encrypts it
and sends to V where the message is decrypted to retrieve OI.

3) C → V: IDC , i, TIDReq, VIDReq
4) V → C: {TID, IDV }CV Seci

5) C → V: {OI, Price, MAC[(Price, TC, h(OI), IDV ), CISeci]}CV Seci,
MAC[(OI, Price, IDC , IDI), CV Seci+1]

Note that, although V can decrypt the message using CV Seci, she cannot
generate this message since she does not have the necessary CISeci to construct
MAC[(Price, TC, h(OI), IDV ), CISeci]. Thus, any entity of the mobile payment
system can ensure that the message is truly sent from C.

Withdrawal (V ↔ P): Withdrawal sub–protocol occurs between V and P
through a secure wired channel. V decrypts the message received from C (to
retrieve OI), prepares the Withdrawal-script Request (including IDC , IDI , and
the index i used to identify the current session key in the set of CISeci) encrypted
with VPSecj and then sends it to P .

After the script was received by P , she forwards it to I, adding some infor-
mation such her identity (IDP ). Here, this script is called Withdrawal–script
Request and will be processed by I to approve or reject the transaction.

Once the issuer has processed the request and prepared the Withdrawal–script
Response (including Stt), she must send it to P who in turn proceeds to forward
to V . The Deposit sub–protocol is activated by P only when the Withdrawal is
approved. Otherwise, P assigns the value Discarded to Std.

After the Withdrawal and Deposit sub–protocols are completed, P sends the
Withdrawal-script Response to V (including the Deposit-script Response). Then
V prepares the Payment-script Response and sends it to C.

6) V → P: {MAC[(Price, TC, h(OI), IDV ), CISeci], j, IDV ,
h(OI), i, TID, Price, IDC , IDI}V PSecj ,
MAC[(h(OI), i, TID, IDC , IDI), VPSecj+1]

7) P → I: MAC[(Price, TC, h(OI), IDV ), CISeci], i,
h(OI),TID, Price, IDC , IDV , h(VPSecj+1)

8) I → P: Stt, h(Stt, h(OI), h(CISeci)), {h(OI), Stt, h(VPSecj+1)}CISeci

11) P → V: {Stt, {h(OI), h(VPSecj+1)}CISeci,
h(Stt, h(OI), h(CISeci)), Std, h(Std, h(OI))}V PSecj+1

12) V → C: {{h(OI), Stt, h(VPSecj+1)}CISeci}CV Seci+1

Deposit (P ↔ A): This sub–protocol occurs between the P and A trough a
secure wired channel when no problems have found at the Withdrawal sub–
protocol. Here, the Deposit-script Request is prepared by P who sends it to A
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who checks the Price received with the negotiated during the purchase process. If
they are matched, the value Accepted is assigned to Std and the total amount of
the OI is transferred to the vendor’s account. Otherwise, the deposit is refused
(the value Discarded is assigned to Std) and it not represents an excuse for
V to not deliver the good to C because the Withdrawal sub–protocol has been
complete successfully. Then, a dispute occurs between V , P and A.

The Deposit-script Response is prepared by A and then sent to P in order to
complete the deposit sub–protocol.

9) P → A: IDp, Price, TID, Stt, h(OI), IDV , h(VPSecj+1)
10) A → P: IDA, Std, h(Std, h(OI))

After a transaction is completed, each entity of the payment system put in her
revocations list, CVSeci and CISeci to prevent their replay from customer and
vendor. In the following purchases, the registration sub–protocol will not occur
until the customer is notified to update the secret CVSec. Thus, when become
necessary to renew the secret, the customer runs the Registration sub–protocol
to get a new CVSec. While the secret is not updated, the customer can use other
values in the set of CVSeci to perform transactions. To update the VPSEC, the
Payment Gateway sends the new secret to the vendor by using an AKE protocol.
Finally, to update the CISec, the issuer has to add a message with the new secret
to the Withdrawal-script Response which will be modified as following:

{h(OI), Stt, h(VPSecj+1), NewSecret, h(NewSecret)}CISeci.

4 Analysis

4.1 Comparison with SAMPP

In this section, we present a comparison between SAMPP and ours in order to
establish the differences between both protocols.

The major difference between both protocols relies on the operational envi-
ronment in which they are used. In SAMPP, the mobile device has access to the
Internet which allows the client to communicate with the issuer when needed
whereas our protocol is based on the idea of the consumer not being able to
connect directly to the issuer, in consequence, any information or program that
the issuer wants to send to the client, will have to do it through the vendor.

Another difference is the distribution method used with the payment software.
While in SAMPP the customer must either download the software from the issuer
or receive it by e-mail, in our proposal the wallet software must be sent from the
issuer to the consumer through the vendor. This has lead us to the inclusion of
security mechanisms (such as code obfuscation and watermarking) that assure
the software against several types of attacks.

The third difference worth mentioning can be found in the number of sub–
protocols that compose the protocol. SAMPP is composed of two sub–protocols
whereas ours it is made up of four sub–protocols . In our protocol, each sub–
protocol of the payment process is activated when it is needed (like the deposit
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sub–protocol that is activated when the issuer approves the withdrawal) and un-
necessary steps are avoided (as happens in SAMPP where the Payment Gateway
must send the information to the issuer and the acquirer at the same time even
though the withdrawal has not been approved).

The fourth difference can be found in the payment modes allowed by both
protocols. In SAMPP, at the moment of the purchase, the client can use only
his credit card whereas in ours, credit- or debit-card transactions are supported.

The last difference is the exchange of the secret shared between the client and
the issuer (CISec). In the case of SAMPP, at the time of updating the CISec
secret, a protocol AKE is used (among client/issuer) whereas in ours, the new
secret must be sent inserted in the Withdrawal-script Response.

4.2 Performance

As SAMPP was reformulated to fit our needs, in this section we perform a
comparison of both protocols in terms of performance, focusing on the number
of cryptographic operations performed by each one (results of this comparison
are shown in table 1). We can see that although operational models are different
and our proposal is an evolution of SAMPP, the performance of our protocol is
the same that of SAMPP.

Table 1. The number of cryptographic operations of SAMPP, and our protocol,
respectively

Cryptographic Operations SAMPP Ours

1. Symmetric-key
encryptions/decryptions

C 4 4
V 5 5
P 2 2

2. Hash functions
C 2 2
V - -
P - -

3. Keyed-hash functions
C 2 2
V 2 2
P 1 1

4. Key generations
C 2 2
V 1 1
P 1 1

5 Conclusions

We have proposed a secure protocol which uses symmetric cryptographic tech-
niques. It is applicable to mobile payment systems where direct communication
between the client and the issuer does not exist. Thus, the client takes advantage
of the infrastructure of the vendor and payment gateway to communicate with
the issuer and purchase securely from her mobile device. Our proposal represents
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an alternative to all mobile payment systems where the connection between the
client and issuer is mandatory, including Visa’s 3-D Secure scheme. Moreover,
our scheme illustrates how a portable device equipped with a short range link
(such Bluetooth, Infrared or Wi-Fi) and low computational power is enough to
interact with a vendor machine in order to buy goods in a secure way

The symmetric cryptographic technique used in our protocol has lower com-
putation requirements at both parties (since no public-key operation is required)
and offers the capability of dealing with protocol failures and disputes among
parties. Moreover, we have shown that our protocol’s performance is about the
same than that of SAMPP, although this protocol is used in different operational
models. As a result, we state that our proposed protocol allows mobile users to
have efficient and secure payment systems even if the communication with the
issuer is not possible.
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Abstract. In this paper we propose a mechanism to improve survivability in 
IEEE 802.11 WLAN. Our approach consists of two main phases: Design and 
Fault Response. In Design phase, we deal with quantifying, placement and 
setting up of APs according to both area coverage and performance criteria. In 
Fault Response phase we consider the reconfiguration of active APs in order to 
deal with AP fault in the service area. We analyze changes in both power level 
and frequency channel assignment of the remaining APs, searching for the best 
configuration during the fault condition. We also propose area coverage and 
performance metrics to evaluate the effectiveness of the solution for the fault 
condition, according to the fault tolerance constrains de-fined in the Design 
phase. Finally, we present an implementation of the proposed techniques1. 

1   Introduction 

Wireless local area networks – WLAN, based on the IEEE 802.11 standard [1] are 
increasingly being considered as the platform of choice for various applications. So, 
our research addresses the issues surrounding the reliability and survivability of 
wireless local area networks. To clarify our work we need to specify what kind of AP 
faults this mechanism can recovery. Initially, we are taking into account the 
occurrence of failures due to lack of energy to an AP or problems with the wired link 
to an AP. In particular, we focus on the problem of overcoming these APs failures 
                                                           
1 This work was supported in part by the CAPES Foundation under grant BEX 2930/03-0. 

Javier Garcia’s work is supported by the Spanish Ministry of Education and Science (MEC) 
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working with reconfiguration of the remaining APs by changing parameters such as 
power level and frequency channels. Failures regarding to fault on AP functions or 
slighter problem (e.g., stops forwarding packets) or malfunction can not be detected 
and solved. 

The proposed mechanism is divided in two main phases: Design and Fault 
Response. The Design phase is based on previous work by C. Prommak et al. [2]. The 
WLAN design is formulated as a Constraint Satisfaction Problem (CSP) which 
formally express area coverage and client bandwidth requirements. The solution to 
the formulated problem is searched allowing for definition of parameter such as: AP 
quantity, AP placement, AP power level and frequency channel assignment. As a first 
contribution, we evaluate the definition of additional constraints to the original CSP 
problem formulated [2], in order to introduce fault tolerance properties in the network 
design. These constraints consist in limitations on the maximum power level and 
throughput considered during the network design, allowing for power level and 
throughput increasing during a fault occurrence. 

The second contribution of this paper is the proposal of the mechanisms for the 
Fault Response phase. Whenever an AP failure is detected, the Fault Response phase 
is started. A new CSP is formulated and the solution search is initialized with the 
current configuration of the APs that remain working. The solution is searched from 
this starting point by relaxing the fault tolerance constraints imposed in the Design 
phase and restricting the AP quantity and placement parameters. The solution to this 
modified network design problem aims to provide the best solution possible with the 
remaining APs, allowing only for soft configuration changes in these elements. 

We emphasize that the Fault Response phase can be easily implemented in a 
centralized Management Station (MS), implemented by software, which polls the AP 
in the network for detecting failures and remotely sets the new configuration in the 
active APs after the calculation of the new network design for the fault situation. Both 
poll and set operations can be easily done by means of SNMP and standard IEEE 
802.11 MIB agents, usually found in major supplier’s APs. As a last contribution, we 
present an implementation of this Management Station. In a future work we will 
address more specific failures improving the fault detection system to cope with more 
AP failures. This is relevant because the Fault Response phase is dependent to the 
monitor system to detect and, therefore, overcome failures. 

2   Related Work 

This section discusses related work in wireless survivability and compares it with our 
approach. Snow et al. [3] describe reliability and survivability in the context of 
wireless networks. They describe an “outage index” and perform statistical evaluation 
of impact of outages. However, their work primarily focuses on proposing end to end 
connectivity schemes for hybrid cellular overlay networks. Our paper addresses AP 
failures in WLANs and does not consider an underlying cellular infrastructure. 

Haas et al. [4] describe a technique to tolerate the failure of the location database, 
which is a repository of the locations of mobile stations at the mobile switching 
centers. Tipper et al. [5-6] present a survivability analysis of Personal Communication 
Service (PCS) networks; their work identifies several causes of failures in the 
different wireless network layers, along with metrics to quantify the network 
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survivability and a simulation model to study the effects of different kinds of failures 
in a PCS network. The results of their simulation model demonstrate that user 
mobility can significantly degrade the performance of the network, in the presence of 
failures. Malloy et al. [7] describe the problems of wireless reliability for PCS 
networks; their work identifies the causes of failures in the different parts of a PCS 
network, and proposes a number of solutions to tolerate faults in the different layers. 

Dahlberg et al. [8] propose the notion of overlapping coverage areas and dynamic 
load balancing as a way to overcome infrastructure failures in PCS networks. More 
recently, Chen et al. [9] describe a scheme for enhancing the connection reliability in 
WLANs by “tolerating” the existence of “shadow regions” through placement of 
redundant APs. They present the details of implementing redundancy by making 
enhancements to the basic 802.11 channel access protocol and demonstrate 
improvement in connection dependability. Albeit, this scheme works well for 
improving dependability through redundancy, it deals with “connection” survivability 
when a user moves from one AP to the shadow regions. Our scheme is not based on 
redundancy and does not require shadow APs. It focuses on “network" survivability 
resulting from a network design criterion rather than per user connection survivability 
resulting from user mobility. There is no redundancy in our approach, avoiding co-
channel interference problems [10]. This method provides capacity redundancy which 
brings us the advantage of preserves the capacity of the system. 

3   Design Phase 

The task of network planning is to place a sufficient number of APs in a service area. 
The power level and frequency channel of an AP, together with the environment 
specific path loss and the antenna radiation pattern, determine the region over which 
the AP can support traffic demand to/from wireless users. According to capacity 
analysis of the CSMA/CA protocol used in 802.11 WLANs, the capacity of an AP 
varies depending on the number of wireless users simultaneously transferring data 
through the AP [11]. As the number of wireless users actively transferring data 
through an AP increases, the effective AP capacity decreases. Thus, the number of 
APs in a service area should be a function of the number of users and the 
characteristics of their traffic demand [12]. Due to the low cost of the APs, compared 
to the wireless devices with which they communicate, minimizing the number of the 
APs is unnecessary. However, over-provisioning the service areas leads to serious 
system performance degradation due to co-channel interference [10]. Thus, we define 
that it will be more appropriate and effective work with a design problem that was 
formulated as a constraint satisfaction problem rather then an optimization problem. 

3.1   Demand-Based WLAN Design Model 

The demand-based WLAN design prescribes requirements for a finite number of 
variables with a given set of possible values (called domains) that can be assigned to 
the variables. Let },...,,{ 21 cgggG =  denote a set of signal test points (STP) representing 

locations for testing the received signal strength and the signal-interference rate (SIR). 
Each STP refers to a coordinate in three-dimensional space ),,( hhh zyx , where 

hz  is 
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the floor where 
hg  is located. Let },...,,{ 21

t
m

tt dddU =  denote a set of demand nodes, 

where index t indicates the type of sub-area where demand node i  is located. The 
position of demand node i  within the service area is denoted by ),,( iii zyx , where 

),( ii yx  are the coordinates on floor 
iz  where t

id  is located. The user activity level 

)( tα  and the average data rate requirement )( tR  specify the network usage 

characteristics for the demand node. 
The CSP for the demand-based WLAN design model is defined by the 

triple ),,( CDV , where: 

)},,(,,,{ jjjjj zyxfpnV =  denotes a set of variables of the design problem; 

},,,{ ),,( zyxfpn DDDDD =  denotes a set of finite domains associated with each 

variable; and 
}3,2,1{ CCCC =  denotes a set of constraints. 

Let },...,,{ 21 napapapA =  denote a set of APs used in the service area, where n is the 

total number of APs required. Let )},,(,,{ jjjjjj zyxfpac =  denote a set of parameters 

assigned to 
jap  for nj ≤≤1 , where jp  denotes the power level assigned to 

jap , 
jf  

denotes the frequency channel assigned to 
jap , and ),,( jjj zyx  denotes the coordinate 

),( jj yx  on floor 
jz  where 

jap  is located. t
ijd 2 is a user association binary variable 

that equals 1 if demand node Ui ∈  associates to Aap j ∈ ; 0 otherwise. 
hjg  is a signal 

availability binary variable that equals 1 if STP Gh ∈  can receive a signal from 

Aap j ∈ ; 0 otherwise. nD is a set of integer numbers, which are candidate for the 

number of APs used in the network. 
pD is the set of candidate power levels for 

variable },...,,{ max21 PPPpj ∈ . 
fD is the set of candidate frequency channels for 

variable },...,,{ 21 kj FFFf ∈ . 
),,( zyxD is the domain of variable ),,( jjj zyx . 

The constraints in the CSP for the demand-based WLAN design model are: 

t
t

ij RrC >:1  Ui ∈∀,  (1) 

0)(:2 ≥− RthRhjhj PPgC  AjGh ∈∀∈∀ ,,  (2) 

0)(:3 ≥−− thhjRhjhj SIRIntfPgC AjGh ∈∀∈∀ ,,  (3) 

Constraint C1 (1) ensures that the average data rate available to wireless user i  
which is a type t  user )( t

ir  is greater than the specified user data rate )( tR . The 

802.11 capacity model and the user activity pattern correlated with the type of sub-
areas where users locate are incorporated in this constraint to estimate the average 
data rate that the active wireless user can obtain [11, 13]. 

                                                           
2 In the formulation presented in [2], t

ijd is considered a variable from V instead of a dynamic 

parameter. Additionally, we require the location of each demand node to be also a STP. 
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The set of constraints C2 (2) – C3 (3) ensure that the radio signal is available 
throughout the service region. To assess the signal quality in the service area, the 
received signal strength and the SIR level are tested at all signal test points (STP’s). 
The decision variable 

hjg  is equal to one if the received signal strength at the STP h  

transmitted from the 
jap  (

RhjP  in dBm) and the SIR level with respect to the 
jap  (i.e., 

RhjP  - 
hjIntf ) meet the received sensitivity threshold )( thPR  and the SIR threshold 

)( thSIR  as specified by (2) and (3), respectively; 
hjg  is equal to zero otherwise3. 

3.2   Survivability Constraints 

We envision a new WLAN design that aggregates survivability properties in order to 
provide even if not a better service, a minimum connectivity to all user during a 
failure scenario. Towards this objective we tailored the demand-based WALN design 
model [2] changing constraints to build our proposed mechanism. 

Our approach consists in increasing some constraints to produce a solution that can 
deal with AP faults. The mathematical formulation for the design model considers 
both the signal radio coverage requirements and the data rate capacity requirements. 
Network usage characteristics of WLANs were accounted for by incorporating the 
correlation between users’ network usage behavior and their locations into the CSP 
formulation. We change constraints related to the domain of possible power level 
assignment Dp. Instead of allowing },...,,{ max21 PPPDp = , we introduce a parameter  in 

this calculation to limit the maximum power level of the APs during network design, 
in order to create a response range and to make possible our mechanism to act in a 
failure scenario. Thus, },...,,{/{ max21 PPPppD jjp ∈= and }maxPp j β≤ . 

Figure 1.(a) shows the modified framework for finding solution to the Design 
phase CSP. Construction and Frequency Channel Assignment (FCA) steps aim to 
generate a good starting configuration that provides an estimated number of APs and 
their initial parameters. The Construction step employs two heuristics: Area Covering 
Heuristic (ACH) and Demand Clustering Heuristic (DCH). While ACH estimates the 
number of APs needed to provide radio signal coverage to the service area, DCH 
places additional AP(s) in those parts of the service area where high traffic volume 
exists. Together, these two modified heuristics determine the initial locations and 
power levels of the APs considering the  parameter. The FCA step utilizes simulated 
annealing to determine the frequency channel assignments of the APs based on AP 
locations and power levels determined in Construction step. 

The Constraint Violation Reduction (CVR) step evaluates the network 
configuration based on the set of constraints. If any design requirement constraint is 
violated, the CVR step reduces the constraint violations by adjusting the locations and 
power levels of the APs by using Tabu search. The CVR step reassigns frequency 
channels by using the FCA simulated annealing method. If the CVR fails to produce a 

                                                           
3 Although 

hjg  may be equal to one for multiple APs (j), the dynamic parameter t
ijd will be 

equal to one for only one AP. This is required as the demand node can be associated with one 
and only one AP. 
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feasible network configuration satisfying all design constraints, the intensification 
phase revisits good candidate solutions recorded during the CVR step and performs a 
repairing process for each revisited solution. After the intensification, if a feasible 
network configuration is still not found, the Add-AP step attempts to solve the 
problem by installing additional AP(s) in the service area. Running the Design phase 
we find a survivable solution that matches the needs of the environment and users. 

4   Fault Response Phase 

In our approach power control offers a simple but powerful response to a failure 
scenario. The tradeoffs are obvious: reducing the power on a channel can improve 
performance for other channels by reducing interference, but it can reduce the 
throughput of the channel by forcing the transmitter to use a lower rate to deal with 
the reduced signal-to-noise ratio [14]. As a result, we must carefully consider the  % 
of power level in a Design phase to allow us to work in a Fault Response phase 
increasing the power level and later reallocating frequency channels if necessary. In 
practice, the incentives for using power control are complex and we have to 
distinguish between the techniques that are fully applicable to planned WLAN. 

Initially, our mechanism imposes a monitoring phase to detect failures and identify 
which AP(s) is/are out of service. The process of monitoring the network will also 
gather information to feed the modified CSP to produce another solution for the 
failure scenario. At this moment, the solution technique receives all parameters from 
the remaining APs which will be the initial values to run the CVR phase. However, to 
manipulate the new variables, we define a new CSP because power level is no longer 
fixed while APs’ position and number are fixed. Such initialization bypasses the 
Construction and the FCA steps shown in Figure 1.(a). Moreover, starting the solution 
search from the current assures a solution which implies minimum modifications. 
Figure 1.(b) illustrates the framework of Fault Response phase.  

Inside this context, the CVR step checks the network configuration and start to 
reduce the constraint violations by adjusting only the APs’ power levels and 
frequency channel reallocation through simulated annealing method. If CVR step 
cannot find a feasible network, the Intensification step takes place and the best 
available solution is chosen, even if the network configuration does not satisfy all 
design constraints, as we can not run an “Add-AP” step to fully solve the constraints. 

In the Intensification step, the constrain violation for each candidate solution is 
evaluated according to a configuration evaluation function (4) which must be 
minimized. Equation (4) is composed of a weighted combination of two different 
measures of degree of constrain violations, accomplishing both area coverage and 
data rate requirements. 

2211)( MwMwE isolution +=  (4) 

where, w1= weight factor representing relative importance of radio signal coverage 
       w2= weight factor representing relative importance of traffic demand coverage 
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Fig. 1. (a) Framework of the Design phase; (b) Framework of the Fault Response phase 
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The first metric (5) concern about the number of users that becomes out of 
coverage area in a failure scenario and is defined as the ratio between the numbers of 
users without coverage and the total number of users from the Design phase. Equation 
(5) measures the ability of users, which were originally associated to the failed AP, to 
re-associate with another AP after the Fault Response phase. The second metric (6) 
references the average performance not serviced to the users in the service area during 
a failure. Let t

ir  denote average data rate available to user i which is type t after the 

Failure-response phase.  
In reaction to a failure, our mechanism is used to select the best-available solution 

to the failure situation – using a network design criterion – and set the new parameters 
on the still-working APs. Once the AP(s) in fault is recovered the Fault Response 
phase is terminated and the previous configuration takes over. 

5   Results 

The design of WLANs through a demand-based perspective can be accomplished by 
identification of the individual requirements of wireless users in the service area, 
represented by demand nodes. This concept allows a designer to precisely describe 
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the potential number of wireless users and their locations, in order to appropriately 
place APs and assign users to the APs. 

For the results presented in this paper, demand node distributions were created 
from site surveys and information from the facility staff in each location. Fig. 2 shows 
the demand node distributions representing prospective wireless users in the service 
area. The service area considered is the fourth floor of the School of Information 
Science (SIS4) building at the University of Pittsburgh, spanning an area of 33 x 21 
meters. The wireless users are divided in three basic categories, according to average 
network usage requirements. The average user data rates are taken from observed 
network usage characteristics [15,16] and are summarized in Table 1. 

Table 1. Network Usage Characteristics 

User and Sub-area Type 
User Activity 

Level 
Average usage 

data rate (Kbps) 
Type 1: Private sub-areas (e.g., staff and graduate student 
offices) 1 = 0.70  R1 = 460  

Type 2: Public sub-areas for unscheduled activities (e.g., 
library, student lounges) 2 = 0.60  R2 = 260  

Type 3: Public sub-areas for schedule-based activities (e.g,. 
classrooms, laboratories) 3 = 0.50  R3 = 80  

 

Fig. 2. Demand node distribution for the 4th floor of the School of Information Science 

A survivability analysis measures the degree of functionality remaining in a system 
after a failure, and consists of evaluating metrics that quantify network performance 
during failure scenarios as well as normal operation. A variety of failure scenarios can 
be defined, determined by the network component that fails and its location [5]. In 
WLAN scenarios the main component is the APs.  

In order to evaluate the survivability properties of our proposed mechanism, we ran 
the Design Phase for the SIS4 network service areas with different survivability 
constraints. We considered useful values of  parameter (e.g. 100%, 85%, 70%, 55% 
and 40%), which leads to available power levels of commercial APs (e.g. 20, 17, 14, 
11 and 8dBm) [17]. Then, we measure the degree of functionality remaining in the 
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network during an AP failure after reconfiguration by a Fault Response phase run by 
taking a look in the values of M1 and M2 (Section 4) obtained for each network 
design, reflecting different values of  parameter. The results are shown in Table 2. 

We also found useful to analyze the number of frequency channels changes due to 
the new configuration for the fault situation. This number is relevant because of the 
impact on users’ activity as users associated to an AP which changes frequency 
channel assignment may experience a temporary service interruption due to AP 
reassociation. This is also shown in Table 2 as a normalized metric M3, defined as: 

( )
∈∀

=
Aj

jj tt
n

M ,0max
1

3
 

(7) 

jt  is a frequency channel adjust binary variable that equals 1 if '
jj ff = ; 0 otherwise. 

},...,,{ 21
'

kj FFFf ∈  and denotes the new frequency channel assigned to 
jap in a failure 

scenario.  
According to results presented in Table 2, high levels of  (e.g.  85%) for the 

Design phase leads to low survivability properties, as there is no power increasing 
flexibility during an AP fault. For values of 40%   < 85% we were able to find a 
solution in the Fault Response phase that allows for M1 and M2 < 3%. Finally, 
variations of M1 and M2 in the scenarios where  = 55% and  = 40% are 
inexpressive because in the last case although the power increasing flexibility is 
larger, the SIR tends to be larger too due to the close placement of APs. 

Table 2.  Level and its metrics 

Design phase Fault Response phase 
 Level # of AP M1 M2 M3 

100% 3 0,248 0,213 0 
85% 3 0,213 0,181 0 
70% 4 0,028 0,018 0,25 
55% 5 0,012 0,005 0,40 
40% 6 0,008 0,001 0,50 

 
As a preliminary result, we can say that 40%   < 85% are good guesses for the 

Design phase, but M1 and M2 can be evaluated for different designs and fault 
conditions in order to establish the best available solution. We have tested our 
proposed mechanism in more complex scenarios (e.g. multi-floor) and the results lead 
us to the same  range. This is reasonably expected as we are considering only one 
AP in failure at a given period of time. We are currently testing multiple AP failures 
and we intend to present the results for this research in a future paper. 

6   Implementation 

One of the major characteristics of the proposed solution resides in its ability to deal 
with currently deployed WLAN networks in concordance with the established IEEE 
802.11 standards and related management systems. The ieee802dot11 MIB [1] 
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provides useful variables to access APs configuration (get/set): dot11StationID, 
dot11CurrentTxPowerLevel, and dot11CurrentChannel. 

The use of standard MIB and SNMP allows for a cost-effective implementation of 
the proposed mechanisms running on centralized platform (Management Station - 
MS), as illustrated in Fig. 3. In step (1), MS uses SNMP to poll each AP, checking 
whether they are still connected or not. A simple response-timeout system (e.g. 3 
requests without answer) is adopted for fault detection. Whenever a failure is 
detected, MS start the Fault Response phase calculation (2) to produce a solution 
which aims to overcome the failure. Then, MS again uses SMNP to set the new 
configuration to the still-working APs (3). As soon as the new solution reaches a 
steady state the mechanism gets back to the monitor phase. When the monitor phase 
identifies that the AP(s) breakdown is solved, the designed solution, stored in MS, is 
setup again. 

 

Fig. 3. Fault Tolerance Architecture 

7   Conclusions 

In scenarios where we could not develop the Design phase (i.e. WLAN already 
deployed) we can run the Fault Response phase but there will be some limitations 
because there may not be enough possibilities for power level increasing in order to 
cope with failure situation as the fault tolerance constraints may not be . Thus, the 
possibility of raising the power level may not exist in some APs, making the overall 
results less significant. 

This mechanism is based on tradeoffs that are part of the WLAN networks. The 
wireless medium imposes limits on propagation, interference, throughput, coverage 
area, and etc. So, applying our mechanism we design a fault tolerance WLAN 
network which found a balance between over-provisioning and co-channel 
interference respecting the constraints that we define at first. The power level control 
helps to manage the interference levels and the cost of this procedure was the 
throughput. However, work with limited power level brings us spare capacity to deal 
with bandwidth starvation in failure scenarios. In this direction we can design 
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survivable WLAN networks adapting the  value and maximize the fault tolerance 
mechanism over minimum tradeoffs. In addition, our implementation demonstrates 
that the proposed mechanism is feasible without large costs. 
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Abstract. This paper describes the project and implementation of a vulnera-
bility search and alert system based on free software. SisBrAV (acronym in 
Portuguese for Brazilian Vulnerability Alert System), will consist in a spider 
mechanism that explores several security-related sites for information on 
vulnerabilities and an intelligent interpreter responsible for analyzing and 
sorting the relevant data, feeding it into a database. With that information in 
hands, an email notifier sends out alerts, in Portuguese, about new vulnerabili-
ties to registered clients, according to the operating systems and services run in 
their environment. In addition to the email notifier, a web server will also be 
implemented, for systems administrators to perform an on-demand custom 
search in the vulnerabilities database. 

Keywords: Vulnerability Database, Internet spiders, Security Information 
System, Open Source Solution. 

1   Introduction 

In a daily basis, a large number of vulnerabilities, which affect a variety of systems 
and services, are detected. Manufacturers and developers work extensively in order to 
release, as fast as possible, a patch that fixes the problems found in their products. On 
the other hand, the hacker community is continually growing, producing malicious 
codes, exploits and viruses that take advantage of those vulnerabilities very rapidly. 
With the incredibly large quantity of information that can be found on the Internet 
today, as well as the increasing number of hacker sites that provide easy access to lots 
of malicious tools and exploit codes, it is of great importance that every enterprise’s 
systems security team be well advised and informed about what are the threats to their 
environment and what they can do to avoid them, protecting their systems, services 
and network quickly and proactively. Even individuals with one or two PCs at home 
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should be concerned with their system’s vulnerabilities, applying the latest patches in 
their software, avoiding any security problem that may happen. 

Existing vulnerability database systems are created and maintained by human 
administrators, who are responsible for searching, analyzing and evaluating new 
vulnerabilities everyday, and then updating the database regularly with new entries, in 
a pretty much manual process. The initial idea of the project depicted in this paper, 
was that there could be an automatic process of gathering the relevant vulnerabilities 
information, sorting it according to predefined rules, feeding a database and 
generating email alerts for specific recipients whose environment could be affected. 
The solution should be based on free software and should also be portable to many 
platforms. SisBrAV project is, thus, the result of that idea. 

2   Related Issues 

Up to this date, in Brazil, there isn’t any system such as SisBrAV, which 
automatically looks for new vulnerabilities and informs the users about them. In the 
other hand, a large number of security sites can be found in the Internet, and almost 
all of them have a vulnerability alert section, updated daily, enclosing vulnerabilities 
for many systems and programs. Thus, information regarding vulnerabilities can be 
easily accessed through the Internet, but it is very difficult to glimpse which 
vulnerabilities represent real threats among the large number encountered. So, there is 
plenty of information, but a lack of simplicity in the process of filtering these pieces 
of information, in order to keep only in the important ones. 

The main challenge in the SisBrAV project is the sorting process, since the system 
will search for vulnerabilities in many sources, and each of them organizes the 
information in a particular way. The interpretation of the data collected must be very 
precise, as well as the sorting process, since the clients must be informed only about 
the threats to his specific environment. The importance score for each vulnerability 
must also be precisely assigned, making it possible for the client to assign different 
priorities when establishing security countermeasures for the vulnerabilities he has 
been informed about. 

Two other elements are also critical for the efficiency of the SisBrAV system: the 
organization of the vulnerability information and the generation of customized alerts 
to each client according to his systems and services. The information must be sorted 
in an accurate but simple manner, and the alerts must be clear and succinct, as well as 
they must be sent only to the clients whose environment is threatened by the 
vulnerabilities. 

SisBrAV will implement a module for each function it performs. The following 
section will describe how all these modules work and what functions they perform. 

3   SisBrAV Modules 

SisBrAV will be consisted of 5 modules. The Vulnerability Search Mechanism 
(VSM) module will consist in a spider that accesses and indexes many vulnerability 
documents in several security sites. The Interpreter, Parser and Sorter (IPS) module 
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will be a program that analyses the data provided from the spider, defining priorities 
and classifying the entries, according to predefined rules. The Central Database 
(CDB) module will store all vulnerability data, clients’ info and keywords for 
English-Portuguese translation. The Email Notifier (E-Note) module will alert by 
email the registered clients about new/updated vulnerabilities specific to each client’s 
environment. At last, the Vulnerability Web Server (VWS) module will be a server, 
accessible by any registered client, to perform an on-demand, customized 
vulnerability search in the Vulnerability Database. The details of each module are 
depicted in the next sections. 

3.1   Vulnerability Search Mechanism (VSM) 

The vulnerability search and indexing process is made by a spider mechanism. A 
spider is a program that explores the Internet by retrieving a document and recursively 
retrieving some or all the documents that are referenced in it. It acts as an untiring 
human being who follows all links he finds in a web site, and all the links in the 
subsequent documents he sees. The spider indexes (fully or partially) all the 
documents that it accesses into a database, which can afterwards be used by a search 
engine. The spider tool used in SisBrAV will be htdig, which is one of the programs 
that constitute the Ht://Dig package (6). Ht://Dig is a free web search engine, created 
in accordance to the GPU (General Public License) rules, and is consisted of many 
individual programs, like htdig, htdump and others. The most recent stable version of 
Ht://Dig is 3.1.6, so this will probably be the version implemented in SisBrAV. A 
brief description of the htdig program is necessary, for there are some options which 
are used in the system, for its best performance and accuracy. 

Htdig is a spider program (or search robot), which does what is called the 
“digging” process, retrieving HTML documents using the HTTP protocol, gathering 
information from these documents and indexing them, creating specific database files 
which can then be used to perform a search through these documents. 

Htdig has many options, which are/will be used in the SisBrAV system, either to 
produce a desired result or for debugging purposes. The –c <configfile> option 
specifies another configuration file instead of the default. Another important option is 
the -h <maxhops> option, used to restrict the dig to documents that are at most 
maxhops links away from the starting document. This option is used every time the 
initial digging is run, to assure that htdig will index only the relevant documents for 
each site. The –i option is used to perform an initial digging. With this option, the old 
databases are removed, and new ones are created. There are also some options very 
useful for debugging, such as –s and –v, used to print statistics about the dig after 
completion and to set the verbose mode, respectively. For test purposes, one 
important option is the -t option, which tells htdig to create an ASCII version of the 
document database, making it easier to parse with other programs, so that information 
can be extracted from it for purposes other than searching. It generates the files 
db.docs and db.worddump, which formats will be explained later. Finally, the url_file 
argument can also be passed, telling htdig to get the URLs to start indexing from the 
file provided, overriding the default start_url in the configuration file.  

As said before, when using htdig with the –t option, it produces two ASCII files, 
db.docs and db.worddump. The db.docs file contains a series of lines, each of them 
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relating to an indexed document. The lines contain information such as the document 
URL, title, modification time, size, meta description, excerpt, and many other useful 
document information. The db.wordlist file has a line for each word found in the 
indexed documents. Each line in this file contains a word, followed by the document 
ID where it was found, its location in the document, its weight, number of 
occurrences, etc. The default configuration file for htdig is the file htdig.conf. That’s 
where all configuration options for htdig (and the other tools, if they are used) are set. 
Since all of its parameters will probably be left with their default values, this file’s 
content will not be copied in this paper. At first, the security sites indexed by 
SisBrAV’s htdig will be the ones listed in the items (5), (7), (8), (9) and (10) in the 
References section. The number of sites can be (and will be) expanded to a much 
higher number, but initially only these five sites were chosen. The way htdig indexes 
each site will be almost the same: the only parameter that will differ from one site to 
another is the number of hops from the starting URL. For example, if maxhops is set 
to 2, htdig will index the starting URL, then it will follow all the links in that URL 
and index all the documents, and finally it will also follow the links in these 
documents, indexing the documents it finds, and then stop the digging process. Since 
each site has its way of displaying their documents, the number of hops necessary to 
gather all relevant vulnerability information will vary from site to site. 

To solve this issue, a simple UNIX bash script will be used to read a file that 
contains lines with an URL and a number (which defines the maximum hops from the 
initial URL), separated by a TAB. The script will produce different htdig commands, 
according to the number of maximum hops defined. The number of maximum hops 
for each site is defined by the SisBrAV administrators, who inspect the sites and 
check the number of levels the spider will have to crawl down in order to obtain the 
maximum amount of relevant information about the vulnerabilities, and the minimum 
unnecessary information. Htdig generates several Berkeley DB type files. These files 
will then be analyzed by the IPS Module, as explained in the next section. 

3.2   Interpreter, Parser and Sorter (IPS) 

The IPS Module will probably be written in Java. It will use an heuristics algorithm to 
perform the content analysis of the data stored in the Berkeley DB files created by 
htdig, in order to feed the Central Database with accurate vulnerability information. 
The data is parsed and the vulnerabilities are grouped between previously determined, 
hierarchically distributed classes. At first, the IPS program will perform the sorting 
process. Initially, it analyses all the entries in the database, to find ambiguous or 
duplicated information for a same vulnerability. Then, it parses the content of the 
information, in order to group the vulnerability entries in classes, according to its 
main aspects: remote/local, type, low/medium/high importance score, etc. It also 
determines the systems/services in which that vulnerability occurs. If there is more 
than one entry for the same vulnerability, it correlates all the information found in the 
entries, to make sure the attributes are set as precisely as possible. For example, if a 
given vulnerability is issued in three different sites, and one of them scores the 
vulnerability as of medium importance and the others say its importance is high,  
the IPS will set this attribute to “high”. The hierarchical class tree used to group  
the vulnerabilities is described in Fig. 1. Each document indexed by the spider in the 



 Proposal of a System for Searching and Indexing 823 

VSM module will be related to a specific vulnerability. The IPS module performs the 
vulnerability sorting process for each document, by following the tree shown in the 
above figure. Initially, the algorithm determines if the vulnerability is local or remote, 
according to the information found in the document. It then classifies the vulnerability 
into a specific vulnerability type, among the predefined types registered in the system, 
such as Denial of Service, Buffer Overflow, Password Retrieval, Authentication 
Bypass, etc. Afterwards, an importance score is assigned to the vulnerability. At last, 
the IPS finds out what operating systems – and their versions – are affected by the 
vulnerability, and what programs/services – and their versions – are threatened by it. 
As well as the vulnerability types, there will also be a large list of systems and 
services (and their respective versions), which IPS will use in the sorting process. 

 

Fig. 1. IPS – Hierarchical Classes Tree 

After a given vulnerability is sorted, the IPS checks if there is any other vulnera-
bility with exactly the same characteristics, affecting the same systems/services. If so, 
it performs a series of tests, to check if both entries refer to the same vulnerabilities. 
In these tests, other information is analyzed, such as the vulnerability date, the 
document URL (if the root site is the same, it’s probably not the same vulnerability, 
since a security site must not have duplicated documents for the same vulnerability), 
and other information. After the vulnerabilities have been classified, the IPS feeds the 
Central Database with that data. Since the database is not hierarchical, but relational, 
the IPS will also have to convert the results of the sorting process before actually 
feeding the Central Database. 

3.3   Central Database (CDB) 

In order to store all the information regarding vulnerabilities and their attributes, 
clients’ profiles, systems and services data, as well as the English-Portuguese 
translation data, SisBrAV will have a Central Database. It is most likely that it will be 
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implemented using a MySQL server, which is GPU compliant, and its architecture 
will follow the SQL ANSI standard, to guarantee its portability and scalability. The 
CDB will be divided into three smaller databases, each one storing specific 
information, although the three of them relate to each other. The first database is the 
Vulnerability Database, which will contain all the vulnerability information already 
sorted into defined groups, as seen in the IPS section. The second base is the Client 
Database, which will keep the client-related data, such as their names, contact 
information and the systems and software running in their environment. At last, the 
third database will be the English-Portuguese Translation Database, storing a number 
of keywords, each one relating to keywords in the other idiom, according to certain 
parameters. Mostly based on the schema designed by the Open Source Vulnerability 
Database Team (5), the Vulnerability Database is the most important part of the 
whole SisBrAV system, for it is the central repository of all vulnerability information. 
Its structure, which is still being developed, will probably keep the main OSVDB 
structure, although there will be some changes in certain tables, and other tables will 
be removed or added. The Vulnerability Database, when fully implemented, will be 
similar to Fig. 2. 

 

Fig. 2. Vulnerability Database Schema 

The External Text section in this database consists in tables that describe certain 
aspects about a vulnerability. They exist inside the database, but usually describe 
information that one would use externally to the database. For example, a Solution 
Description, or a Vulnerability Description is an external text. 

The tables in the above schema also deserve some explanation. The vuln table is 
the main table in the schema. It's where the SisBrAV IDs live. Other information 
stored in this table includes various dates and vulnerability classification data. The 
ext_txt_type table defines the types of external texts. For example, Vulnerability 
Description, Solution Description, Technical Description, Manual Testing Notes. The 
ext_txt table stores the external text blobs for any type of text that is larger than 1024 
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characters. Other information stored is the language, type, author, and revision. When 
the texts are updated/fixed/modified the new text is reinserted into this table and the 
revision number is incremented. The contributors for anything in the ext_txt table are 
identified in the author table, making it possible to have a contributor's line to any 
SisBrAV ID. The authors are used to track the external text authors, as well as the 
credited researcher of each vulnerability. In the Products section, the object 
correlation table performs a link between the PK of the vuln table and a key named 
Object Key (OK). As a result, it is possible for other tables to link to the Products 
tables without using a PK. The object table binds vendor, base, version and 
vulnerability together, storing product information. The name object might seem sort 
of vague, but it means the object that the vulnerability exists within. The object_base 
table contains product names. For example, Windows, Exchange, Apache, and 
MySQL are all examples of product names. The object_vendor table contains the 
vendor names. For example, Microsoft, Sun Microsystems, and Apache Software 
Foundation are all examples of vendor names. The object_version table contains the 
version names. For example, 1.0, 2.0, 0.1, XP, 2000, or 95 are all examples of version 
names. Another crucial table is the score table, used to bind a scoring weight to a 
vulnerability. It is intended to allow every vulnerability in the database to be 
associated with one scoring weight. The score_weight table is used to store any type 
of scoring information needed for scoring calculations. Finally, the credit table adds 
support for identifying credit for discovering a vulnerability. Instead of storing author 
like information, a reference to the author table is made, as the data is extremely 
similar. 

The second part of the CDB is the Client Database, responsible for storing all 
client-related data, involving personal/enterprise identification information, contact 
emails, products (systems and services) running, etc. Its structure is shown in Fig. 3. 

 

Fig. 3. Client Database Schema 

In the above schema, the Products section refers to the products that each client 
registers, in order to receive only vulnerability alerts related to the systems running in 
his/her environment. The initial date to look in for vulnerabilities is also stored for 
each client. Specific product characteristics data is kept in the Vulnerability Database, 
as it was shown in the previously. All data related to a client himself is found in the 
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Personal Data section. Contact emails, telephone numbers, addresses and personal/ 
enterprise information, as well as the clients’ passwords are entered in this part of the 
database. 

The Name table consists in the main table of the Client Database, containing each 
client’s account ID. All the clients are bound to their products through the 
Products/Objects table. The initial_date table stores the initial date to search for 
vulnerabilities, for each product a client registers in the database, while the 
Initial_search table contains entries that specify if a client is a new registered client in 
the system (represented by a “Yes” entry) or not (“No”). These entries are used by E-
Note, to define if an initial search must be executed or not. At last, the Personal Data 
tables, such as address, e-mail and others, store client specific information, such as 
email, telephone numbers, address, personal/enterprise information and login 
username and password. 

The last subpart of the CDB is the English-Portuguese Translation Database, which 
is still being designed. It will contain a large number of keywords in English and in 
Portuguese, in addition to semantics and syntax rules, making it possible for the  
E-Note module to translate the main description of a vulnerability entry to compose a 
mainly Portuguese email alert. 

3.4   Email Notifier (E-Note) 

This program will look for updated vulnerability information in the database. After 
retrieving the information, the program checks, for each registered client, if there are 
any new/updated vulnerabilities which affect the client’s environment. If so, an email 
message – in Portuguese – is formatted, to inform the client about the new 
vulnerabilities discovered in his systems and services. This message consists in a brief 
explanation of the vulnerability, in Portuguese, and one or more links for further 
information on that issue. 

When a client registers in the SisBrAV system, he will have to inform what 
systems he has and what programs he runs, thus defining the scope of vulnerabilities 
SisBrAV should be concerned with, when generating alerts to that specific client. 
Besides that, the client also defines the start date, determining the initial point from 
which the system should begin the search in the vulnerability database. With that data 
in hands, E-Note will search in the database only the information that is really 
necessary for that client, generating a customized email message to him.  

The E-Note module will also be written in Java, to guarantee its portability. E-Note 
is divided in two programs: one program performs the search in the database and the 
other sends the email alert. 

For each new client added in the system, all the data about his systems and services 
is stored in the clients table, in the SisBrAV database, and a flag is set for this client, 
with a logical value that represents “NEW”. The start date from which he wants to be 
informed about existing vulnerabilities is also stored in the database clients table. 

Every time E-Note is run, it checks if there are any new clients in order to search 
for all the vulnerability entries that occur specifically in their systems and are newer 
than the start date defined by the client. It then generates the email alert to those 
clients, notifying about all vulnerabilities found. Afterwards, the “NEW” flag in the 
clients’ entry in the database is set to a value that stands for “OLD”. For existing 
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clients, the E-Note will simply check if there are new/updated vulnerabilities 
regarding their systems/services. If so, it generates the email alert for the specific 
clients whose systems are affected. 

Due to the fact that the vulnerability information stored in the database is mainly in 
English, the vulnerabilities selected by E-Note are also in English. To make it 
possible for E-Note to generate Portuguese messages, an English-Portuguese 
translation database will bind English keywords to previously defined Portuguese 
sentences. E-Note performs, thus, a simple translation in the main vulnerability 
description. The main aspects – remote/local, high/low importance, etc – of the 
vulnerability are also translated. For example, if the main description of a vulnera-
bility is “HP-UX DCE Remote Denial of Service Vulnerability”, and its importance is 
critical, the Portuguese message would be “HP-UX DCE: Vulnerabilidade Remota de 
Negação de Serviço. Importância: Crítica”. The translation database is in the format 
described in the previous section. 

Along with the main description of the vulnerability, the email also contains links 
to the sites where that vulnerability is described and discussed. 

3.5   Vulnerability Web Server (VWS) 

The idea of SisBrAV is not only to inform its users, emailing them alerts about 
vulnerability issues. The registered clients will also be able to perform a custom 
search in the Vulnerability Database through the web. With that functionality in mind, 
the fifth module of SisBrAV will be a Web Server that will handle these web 
requests. The users will access an authentication site, where they provide their 
username and password (which are created and informed to him/her during the 
registering process). If successfully authenticated, they will be redirected to a 
customized database search page. The site interface is being designed to be friendly 
and simple, although its security will be fundamental. The web site will probably be 
based in PHP, due to the fact that this language is very portable, and through its use, 
the database access can be implemented in a secure and simple manner. The web 
server chosen for the SisBrAV system was Apache, mainly because it is a multi-
platform server, and also because fully supports the web publishing technology which 
will probably be used (PHP). There are also other technologies which utilization is 
currently in discussion, such as Java servlets or JSP, because through using it would 
be easier to integrate the VWS module to the other modules in SisBrAV. XML is also 
in discussion, since it is another efficient way of implementing the database access 
from web. If JSP ends up being implemented, Tomcat (which is the servlet container 
that is used in the official Reference Implementation for the Java Servlet and 
JavaServer Pages technologies, fully integrated with Apache) will also be used. 

4   Conclusions 

In the current scenario, it is really important for anyone connected to the World Wide 
Web to protect his/her systems and data against the threats that continually arise. 
Besides having a nice antivirus tool, a firewall efficiently configured and other 
security technologies implemented in their network, users and enterprises must keep 
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all of their Operating Systems, services and other software up-to-date, by applying all 
their latest patches and fixes. With that in mind, it's of great importance that systems 
and network administrators be informed quickly about any vulnerability that may be 
encountered in their systems, so that they can act proactively to build up defense 
countermeasures to guarantee the security of their environment. SisBrAV will be an 
important security innovation, since it implements an idea of an automatic 
vulnerability searching and alerting mechanism, with very little human administration 
needed. Since it will have many trustable security sites as sources where it will look 
for vulnerabilities information, SisBrAV will be a very reliable system, extending the 
horizons of systems and network security. In addition to that features, it is also 
important to remember SisBrAV, being a Brazilian project, will implement a 
translation feature in order to produce Portuguese email alerts, so that Brazilian 
clients will feel comfortable with it. In the future, the language support can be 
expanded to other idioms. Nowadays, where free software gradually gains space in 
the software business, a program must support many platforms, so that it can be 
installed in a variety of systems and interact with different technologies without 
incurring into stability loss or performance troubles. SisBrAV is being designed using 
only free software products and platform independent languages, resulting in a 
solution with great portability and scalability. 
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Abstract. Network survivability nowadays has priority over everything
for both network design and implementation. The key focus on the net-
work security is securing individual components as well as preventing
unauthorized access to network services. Ironically, Address Resolution
Protocol (ARP) poisoning and spoofing techniques can be used to pro-
hibit unauthorized network access and resource occupations. Our work
deals with simulation of intrusion traffic by explicitly generating data
packets that contain ARP spoofing packets. In this paper we report ex-
perimental studies of simulation efficiency and network performance of
simulated networks using a host isolation system to capture duplicate
ARP spoofing attacks. The Virtual Local Area Network (VLAN) based
network access control framework proposed in this paper works in par-
allel with the policy based real-time access control function to make the
utmost use of the network resources and to provide a high-quality service
to the user.

1 Introduction

Along with development of communication networks, the problem of network
security has increasingly become a global challenge. The more access that is pro-
vided, the greater is the danger of increased vulnerability for hackers to exploit.
Network survivability nowadays has priority over everything for both network
design and implementation. Reflecting through these trends, the key focus on
the network security is securing individual components as well as preventing
unauthorized access to network services [1].

Although Wireless networks are the most popular Local Area Networks
(LANs) nowadays, an ignorance of the network security in designing TCP/IP
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Fig. 1. Duplicate ARP spoofing attack

(Transmission Control Protocol and Internet Protocol) has led important net-
work resources such as servers and hosts to be wasted or damaged. Particularly,
IP addresses and Media Access Control (MAC) addresses, limited and impor-
tant resources, are increasingly misused, which results from its inexperienced and
malevolent purposes to cause a security problem or damage the entire networks.

Currently, the major focus on the network security is securing individual com-
ponents as well as preventing unauthorized access to network services. Ironically,
ARP poisoning and spoofing techniques can be used to prohibit unauthorized
network access and resource occupations. The protecting ARP which relies on
hosts caching reply messages can be the primary method in obstructing the mis-
use of the network [1][2][3]. However, As shown in Fig.1, traditional host isolation
systems that use ARP spoofing can not be applied when attacker use identical
IP and MAC address with agent system.

Our research is focused on the studies of network intrusions and their effects on
the network in a simulated environment. In this paper we report our experimental
results of network performance measures and simulation efficiency of networks
under the duplicate ARP spoofing attacks, all simulated using OPNETTM.

We also investigate the performance of VLAN-based host isolation system
using simulation based on the designed models. In the simulation, a number of
traffics are used to study how well host isolation system performs with traffic
found in real network environments.

The rest of this paper is organized as follows. The proposed access control
system architecture and functional components are described in section 2. Sec-
tion 3 presents model development issues, and Section 4 analyzes the various
performance of the host isolation system using simulation. Finally, Conclusions
were drawn in Section 5 about behavior of the proposed isolation control schemes
based on analysis of collected statistics.
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2 Duplicate ARP Spoofing

2.1 Traditional Host Isolation Scheme

As an IP address is the only one to identify itself, the same IP address cannot be
simultaneously used in other equipments. If IP addresses, which are respectively
set by hosts in the network, are misused for some inexperienced or malevolent
purposes, the security problem could be triggered in the network [4][5].

Wireless local area networks use ARP to resolve IP addresses into hardware,
or MAC addresses. All the hosts in the network maintain an ARP cache which
includes the IP address and the resolved hardware or MAC addresses. ARP
resolution is invoked when a new IP address has to be resolved or when an
entry in the cache expires. The ARP poisoning and spoofing attack can easily
occur when a malicious user tries to modify the association of an IP address and
its corresponding hardware or MAC address by disguising himself of being an
innocent host [3].

If a manager want to block a host (B) that uses the specific IP, the Agent
system (A) applies the target IP address and the incorrect MAC address to the
source address of the ARP Request to transmit an incorrect MAC address to
other hosts in the network as the ARP spoofing, when (B) appears a message to
give warn against an IP address collision in the network, and other hosts have
incorrect MAC address for (B) in the network so that the (B) is disabled while
storing the ARP cache.

If a common host (C) requests access to the blocked host (B) in the same
network, the Agent (A) checks the ARP Request message to transmit (B)’s
ARP Response message to (C). And the (A) Send the ARP request packet that
has incorrect MAC address of (B). Then, the ARP cache table is updated in
(C) with the incorrect MAC address of (B), which leads to a failure in the
communications. Although some hosts has already had a MAC address of the
blocked host, the Agent transmits the incorrect MAC address to other hosts
through the ARP Spoofing to update the ARP cache table of all blocked hosts
in the network.

The Gratuitous ARP checks if there is any other host using its IP address
when the host initially boots itself to start the network [6]. A system that uses
an unauthorized IP address may cause some problems to other hosts using Gra-
tuitous ARP. For example, a server system of which IP address has already
been preoccupied by another system during its rebooting cannot use the net-
work. That is, the IP address may cause severe internal security problems in the
network, not from externally [8][9][10].

However, As shown in Fig.1, traditional host isolation systems that use ARP
spoofing can not be applied when attacker use identical IP and MAC address
with agent system that is called duplicate ARP spoofing.

2.2 Proposed Host Isolation Scheme

To deal with the duplicate ARP spoofing attack, As shown in Fig.2, we proposed
VALN-based host isolation system. A VLAN is a logical grouping of end stations
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Fig. 2. Proposed VLAN-based host isolation scheme

such that all end stations in the VLAN appear to be on the same physical LAN
segment even though they may be geographically separated [7].

End stations are not constrained by their physical location and can communi-
cate as if they were on a common LAN. Because VLAN permit hosts connected
to a LAN switch to be grouped into logical groups as a function of some ad-
ministration strategy, it is very flexible for user/host management, bandwidth
allocation and resource optimization.

A host or agent can be a member of the different VLAN simultaneously and
temporarily in a multi-netted VLAN. Although multi-netted asymmetric VLAN
offers dynamic inter-VLAN connections, VLAN management scheme must have
ability to block the host by way of a member host breaks the specific rule, such
as illegal behavior and abnormal traffic.

As shown in Fig.2, the agent system need to communicate with multiple
VLANs, in which the agent system simultaneously belong to more than one
VLAN. All messages are passed to agent system only without damage from
manager. Unlike traditional host isolation system, duplicate ARP spoofing at-
tack can be detected by VLAN membership (port) configuration. If attack system
is VLAN-unaware device, all frames sent by attack system can only be inserted
with the same PVID (port VLAN IDentifier) by the switch, thus attack system
can’t belong to multiple VLANs, and as a result, it can’t be accessed by end
stations in other VLANs without routers.

3 Model Development

The scenario described above was implemented using OPNET to perform our
network security study. Devices used for the tests included VALN-aware switche
and generic hubs. For evaluation and analysis of duplicate ARP spoofing, an
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Fig. 3. Network model for duplicate ARP spoofing

extended ARP model and an isolation agent model were designed and imple-
mented in OPNETTM. In order to focus our study in a real life scenario, we
researched on a proposal that gave us a comprehensive knowledge about net-
work devices placement and configuration.

3.1 Building Network Models

Fig. 3 shows the OPNETTMmodel for simulating the duplicate ARP spoofing
attack. The network model has been based on a 100 Mbits/s Ethernet LAN and
consists of 27 hosts, 1 VLAN-aware switches, 2 hubs, 1 manager, 1 attacker,
and 1 agent as shown in Fig. 3. Switch, hosts, hubs, manager and agent nodes
are connected by fast ethernet links. The traffic from the sources node to the
destinations node is switched through VLAN-aware switch or hubs.

There are 27 hosts arranged into two sub-network in the Fig. 3. Each node
in the Fig. 3 is the “generator”, which prepares the packets extracted from the
traffic source. Once a packet is ready, it is given to its source host, and from
there it will be sent to the destination host through the hub (located at the
center of the sub-network).

Since there are 27 distinct IP addresses in the source, the model uses 27 nodes
connected to each other through a hub and switch. “isolated host” (in the left
side sub-network) is the “attacker”, and the other nodes are the “victim” of the
duplicate ARP spoofing attack.

3.2 Building Process Models

To measure the performance of the proposed host isolation system, a simple node
and a process model of agent system were developed. The primary approach to
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Fig. 4. Process model for duplicate ARP spoofing

the performance analysis of the host isolation model was to build a network
topology suitable for such study.

The agent node model has a input and output, performing proposed host
isolation operations. Fig. 4 shows the agent node’s process model, comprised of
the following states: INIT, WAIT, ARP TABLE, GRAT ARP, IP ARRIVAL,
ARP TIMER, and DLL ARRIVAL.

INIT state initializes internal data structures. The ARP TABLE state initial-
ize ARP table of the system. Gratuitous ARP packet is generated when enter the
GRAT ARP state. WAIT state checks if the IP or ARP packet have arrived to it
or ARP timers are have expired. If ARP packet has arrived, the DLL ARRIVAL
state updates a ARP table and generates ARP packet. ARP TIMER state per-
forms aging to update ARP cache.

4 Analysis of Simulation Results

This section presents some results of VALN-aware host isolation scheme simula-
tion that illustrates the impact of host isolation process using ARP spoofing.

On simulating the network to analyze the performance of the proposed isola-
tion scheme several statistics can be collected. These statistics can be collected
on the base of per-node or global.

The simulation results are presented in the form of the following graphs:

• End-to-end delay, i.e., the elapsed time for a packet to enter the transport
layer at the local host to the time the same packet is forwarded by the
transport layer to the application at the remote host.
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Fig. 5. Network Load

Fig. 6. End-to-end IP packet delay

• Network load, i.e., the total amount of packets that are transferred from
source to destination measured with respect to time.

The above parameters depend on the traffic attributes provided to the net-
work. The attributes that control the generating traffic are the inter-arrival time
of ARP spoofing packets and the distribution according to which the packet
arrivals are spaced out. In the simulation model, the above attributes have been
configured so as inter-arrival time equals 1 seconds and the distribution is either
exponential or uniform. The exponential distribution emulates the data traffic
and the uniform one emulates the real time traffic.
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Fig. 7. End-to-end ARP packet delay

Fig. 8. End-to-end Gratuitous ARP delay

The network traffic pattern is also an important criterion while performing any
network or protocol analysis, because the performance or behavioral response of
a network or a protocol changes when the traffic packet distribution, attributes of
distribution or protocol implementation varies. We have varied these attributes
for network analysis, and analyzed the results in different cases.

The obtained results are shown in Fig. 5, Fig. 6, Fig. 7, and Fig. 8. By in-
creasing the number of ARP spoofing packets, we observed a negligible increasing
network load. Fig. 5 and Fig. 6 show that an increase in the number of ARP
spoofing packets also has an insignificant effect on the mean transfer delay.
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Fig. 6, Fig. 7, and Fig. 8 show end-to-end delay of normal packet, ARP packet,
and gratuitous ARP packet, respectively. As shown in Fig. 6, Fig. 7, and Fig. 8,
end-to-end delay for the proposed isolation scheme has an insignificant effect
on the mean transfer delay without regard to the number of duplicate ARP
spoofing packets. The reason for these results is based on the mechanisms that
the isolation scheme uses one or two fixed size ARP packets.

5 Conclusions

Currently, the major focus on the network security is securing individual compo-
nents as well as preventing unauthorized access to network services. Ironically,
Address Resolution Protocol (ARP) poisoning and spoofing techniques can be
used to prohibit unauthorized network access and resource modifications. The
protecting ARP which relies on hosts caching reply messages can be the primary
method in obstructing the misuse of the network. This paper proposes a network
service access control framework, which provides a comprehensive, host-by-host
perspective on IP (Internet Protocol) over Ethernet networks security. We will
also show how this framework can be applied to network elements including
detecting, correcting, and preventing security vulnerabilities.

The purpose of the project was to study and analyze host access control meth-
ods using OPNET. We designed two model networks and performed simulation
on them in order to understand the working of the duplicate ARP spoofing attack
control algorithms and compare their performances. The conclusions we have
drawn are based on the parameters we have used in evaluating the performance
of the two algorithms and the effectiveness of such parameters in controlling
access control.

This study worked upon a system operating under the IPv4 environment,
which will come to be needed under the IPv6 that is expected to get its popular-
ity. The same network blocking mechanism as in the IPv4 network can optionally
be operated on Internet Control Message Protocol version 6 (ICMPv6). However,
the technology allowing the Agent to generate the ICMPv6, not the ARP packet,
shall be developed. Upon generating the Neighbor-Advertisement message, the
receiving host attempts to direct the new pieces of IP information to the send-
ing host though it does not request the Neighbor-Solicitation message. Thus, the
network blocking mechanism can also be applied to the IPv6 environment.
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Abstract. This paper presents a new object-oriented analysis process for creat-
ing reusable software components in production planning and scheduling do-
main. Our process called MeCOMA (Meta-Model Driven Collaborative Object 
Modeling Approach) is based on three meta-models: physical object meta-
model, data object meta-model, and activity object meta-model. After the three 
meta-models are extended independently for a given production system, they 
are collaboratively integrated on the basis of an integration pattern. The main 
advantages of MeCOMA are (1) to reduce software development time and (2) 
to consistently build reusable production software components. 

1   Introduction 

Demand of continuous business process re-engineering requires the fundamental 
rethinking of how information systems are analyzed and designed. It is no longer 
sufficient to establish a monolithic system for fixed business environments. Informa-
tion systems which support business processes must be adaptive in nature. One of 
enabling concepts for the adaptive information system is reusability. Since reusable 
software components [5] are able to support plug-in-play just like hardware chips, 
they make it possible for the information system to accommodate the changes of 
business processes without much modification.  

This paper presents a new analysis process for creating such reusable software 
components in production domain, especially for production planning and scheduling 
field. Our process is called MeCOMA (Meta-Model Driven Collaborative Object 
Modeling Approach) and mainly employs object-oriented concepts. To our 
knowledge, little efforts have been given to object-oriented modeling of high-level 
production domain, compared with research works toward object-oriented modeling 
of shop-floor control. In the context of production, most object-oriented models are 
limited to shop-floor control systems [1][2][9][10][12]. CIM-OSA [6][7] and ARIS 
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[11] are conceptual models that deal with business enterprise. However, the modeling 
concepts in CIM-OSA and ARIS are also too general to apply for production systems. 

Unlike conventional object-oriented methodologies [8], the MeCOMA approach 
exploits a collaboration scheme of three meta-models: physical object meta-model, 
data object meta-model, and activity object meta-model. Each of the three meta-
models includes invariant conceptual elements with their relationships. It is a mixed 
approach of top-down method and bottom-up method – the three meta-models are 
deployed independently for a target production system, after which they are collabo-
ratively integrated on the basis of an integration pattern. Since MeCOMA provides 
rigorous collaboration pattern, consistent models and components can be derived. The 
main advantages of the MeCOMA approach are (1) to reduce the software develop-
ment time and (2) to consistently build reusable production software components. 

As far as production system is concerned, two distinguished modeling aspects are 
discovered compared with business systems such as banks and insurance companies. 
One is hierarchically recursive structure and the other is coordination task. From the 
viewpoint of object-orientation, physical production system can be regarded as a recur-
sive structure consisting of layered resources from company at the top level through 
factories, shops, and cells at the middle levels to machines at the bottom level.  

Fig. 1-(a) describes the object-oriented model of the physical structure using com-
posite pattern [4] where constraints are specified inside curly bracket. We use the 
UML notations [3] to account for object-oriented models. The role of resource is the 
processing of jobs assigned to the resource. Due to the complexity of planning and 
scheduling, job at company level is also repetitively decomposed as shown in Fig. 1-
(b). Furthermore, Bill-Of-Material (BOM) of end-product has tree form depicted in 
Fig. 1-(c). Therefore, recursive property can be observed in the structures of physical 
resources, jobs, and items, respectively. 

To make it difficult for modeling this kind of system is that the three recursive 
structures interact with each other, not being able to analyze them separately. With 
their coordination behaviors, planning and scheduling activities are carried out. To 
date, systems that are characterized as the multiple recursive structures with interac-
tions have not been attempted to develop in object-oriented software society. 

The decomposition level is dependent on target system. Simple production system 
may have a company, a factory and several machines. Whereas, complex systems may 
have several distributed factories, each of them also has shops, many cells in each 
shop, and several machines in each cell. The objective of this research is to model such 
various production systems uniformly using the object-oriented meta-models. 

We will briefly present a case study in order to assist in understanding of the Me-
COMA approach. This system has four physical layers – one company, one factory, 
two shops, and dozens of machines in each shop. This system manufactures several 
end-products which are parts of automobiles. From automobile enterprises, the com-
pany receives product jobs. Manufacturing plan of each product is prepared using 
Master Production Schedule (MPS) technique. At factory level, each product plan is 
exploded to generate part plans using Material Requirement Planning (MRP) tech-
nique. According to process plans, parts are scheduled using job shop scheduler at 
each shop. 
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The remainder of this paper is organized as follows. Section 2 presents the Me-
COMA approach with its application to the case study. Section 3 concludes our 
research work. 
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Fig. 1. Recursive structure of (a) resources, (b) jobs, and (c) items 

2   The MeCOMA Approach 

2.1   Overview 

MeCOMA is a meta-model driven process for analyzing the family of production 
systems in object-oriented way. Here, the meta-model is defined as a set of invariant 
elements with their relationships. Specifically, MeCOMA is defined as four-tuple: 

MeCOMA = { PM, DM, AM, CP } 
where,  PM – physical object meta-model, 

DM – data object meta-model, 
AM – activity object meta-model, 
CP – collaboration procedure. 
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PM delineates types of essential real world objects with their relationships, DM 
classifies production data types, and AM suggests a systematic way of finding pro-
duction activities. Given a target production system, they are deployed independently, 
and then integrated using CP which uses an integration pattern.  

2.2   Physical Object Meta-model 

In this subsection, we will introduce the ontological definition of domain objects 
required for production planning and scheduling domain. According to dictionary, 
system is defined as a group of components working together to achieve goals. In the 
discourse of business organizations, types of components can be categorized as proc-
essing entity, processed entity, and coordinator. The goal of this kind of system is to 
properly engineer the processed entities by the processing entities, while satisfying 
system constraints. Of the three primary concepts, the role of coordinator is particu-
larly important because they control over the behaviors of the processing entities and 
processed entities. For each domain, each concept should be specialized. 

In the context of production domain, processing units are resources such as compa-
nies, factories, shops, cells, and machines, while processed units are items, inventory, 
resource jobs, and time-phased jobs. The relationships among these objects are shown 
in Fig. 2-(a). Hereafter, the system consisting of a resource and associated processed 
objects are called physical system. This system is modeled using the package diagram 
suggested by UML. A package means a group of semantically related objects. 

In Fig. 2-(a), a resource job is a lot of an item that is assigned to manufacturing re-
source. Ordered products assigned to company and scheduling jobs to shop are typical 
examples of resource jobs. Due to the complexity of planning and scheduling tasks, a 
resource job is often divided into several small jobs, each of which is allocated in a 
fixed time interval. This kind of job is called time-phased jobs. Representative ones 
are time slot jobs resulting from MPS (Master Production Schedule) and those from 
MRP (Material Requirement Planning). Resource jobs and time-phased jobs are sub-
classes of job. Also, as described in Fig. 1, job and item have recursive property. Each 
item has a set of manufactured product called inventory. 

In Fig. 2-(a), two interfaces denoted as hollow circles are linked to resource and re-
source jobs, respectively. They provide connection points to other physical system – 
either upper-level system or lower-level system can access the system through the 
interfaces. On the other hand, the system may need to access others. Dependency 
relation denoted as dotted line with arrow is used for this possibility. Therefore, three 
recursive structures in production domain discussed in Fig. 1 can be explained by the 
recursive structure of the physical system. 

One aspect that is not considered in the physical system is the role of coordinator. 
Virtually, components in production system perform cooperative works under coopera-
tion plans. It is the manager who prepares such cooperation plans. The manager also 
keeps track of the progress states of the plans, and adjusts them if the actual processing 
is behind the plans. To take into account this feature in meta-model, the concept of 
control system is conceived. Fig. 2-(b) shows the control system. It is a logically con-
structed system embedding a physical system and several sub-control systems. 

In the control system, the manager undertakes two important coordination roles – 
one within its physical system and the other between its physical system and its 
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sub-control systems. The first role is that the manager generates time-phased jobs for 
each resource job in its physical system. The second role is that he decomposes the 
time-phased jobs of its physical system into the resource jobs in the physical systems 
of the sub-control systems. In general, the manager’s roles are performed with the aid 
of planning or scheduling algorithms. Knowing that the control system is able to com-
prise its offspring makes the physical object meta-model be flexibly expanded relying 
upon the structures of target production systems.  

PS

Production Physical System
<<Physical System>>

Resource

ResourceJob
Time_phased_

Job

Connection to
super resource

Connection
to super

resource job Connection to
sub resource

job

Connection to
sub resource

 << decompose >>
{ option }

manufacture

(a)

1..n 1..n

1..n

Production Control System
<<Control System>>

CS

<<Physical
System>>

Connection to
Super resource

Connection
to super
resource

job

<<Control
Sub-System>>

Manager

Connection
to sub

resource

Connection
to sub

resource job

Job

    

Item

a lot of
{ option }

Inventoryconsist of has consist of

(b)  

Fig. 2. Physical object meta-model (a) physical system package and (b) control system package 

Fig. 3 shows the deployed physical object model for our case study. Note that, in 
the figure, the shop job in shop PS is not decomposed into time-phased jobs because 
the shop job is not complex and thus does not require time-phased scheduling such 
MPS and MRP. The shop job can be directly scheduled on manufacturing machines. 
The machine CS is the bottom layer in the hierarchy. Therefore, it has no sub control 
system. 
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Fig. 3. Deployed physical object model for the case study 

2.3   Data Object Meta-model 

Associated with each physical object are attributes that describe its properties. In the 
MeCOMA approach, the attributes are partitioned into semantically related subsets and 
regard them as individual data objects, because previous experiences tell us that most 
business information systems define the type of data object as schema and keep the 
data objects as instantiated tuples of the schema in databases. Hence, it is necessary to 
analyze business information system coupled with either object-oriented or relational 
database concept. This idea is realized as data object meta-model in MeCOMA. Fig. 4 
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shows the data object meta-model. At the first level, the data object meta-model classi-
fies production data into property data objects and relation data objects. 

Property data objects express the description, constraints and the current states of 
physical objects. For instance, item master data object contains descriptive data of 
item object, resource data object defines the maximum capacity of resource, inventory 
data object keeps the current level of storage, and so on. 

Relation data describe the coordination plans between physical objects. They are 
further categorized as static data objects and dynamic data objects. In production 
domain, static data objects imply pre-defined coordination constraints. Of typical are 
BOM data object that expresses assembly structure among items. Dynamic data 
objects are coordination data between physical objects. Dynamic data objects are 
frequently changed by the manager. MPS, MRP, and shop scheduling data are repre-
sentative ones. 

data object

property data relation data

dynamic data static data
 

Fig. 4. Data object meta-model 

Fig. 5 shows the part of data object model for our case study. 

property data description data

constraint data

status data

history data

: item master data

: resource capacity data

: job processing status data,
  machine status data

: machine break down history data

relation data dynamic data

static data

: MPS data, MRP data,
  scheduling data, worker assign data

: BOM data, factory configuration data
  item route (process plan) data

 

Fig. 5. Part of deployed data object model for the case study 
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2.4   Activity Object Meta-model 

Discovering and representing system activities are the most important step in the 
analysis of information system. The use case approach [8] is popular one for this 
purpose. A use case is a narrative, textual description of the sequence of events and 
activities whereby physical objects with their relationships are derived. This approach 
does not view use case as an object. Compared with the use case approach, MeCOMA 
treats activity as an object in that everything that can be conceptualized is object. This 
fact is reflected in activity object meta-model.  

As shown in Fig. 6-(a), an event of interest triggers an activity that can be either 
operationalized activity or abstracted activity. The former is defined as an activity that 
only accesses a property data object or a relation data, while the latter is a high-level 
goal that should be refined until it is materialized by the collaboration of operational-
ized activities. The refinement is stopped when abstracted activities are realized by 
operationalized activities. 

Operationalized activities are classified into three types: singular activity, social ac-
tivity, and coordination activity. Singular activity manipulates the property data object 
of a physical object and is called the operation of the object. Social activity is 
concerned with behavioral rule associated with human beings. Authorization and 
confirmation by manager belong to social activities. Coordination activity controls the 
cooperation of physical objects, so handles dynamic data object.  

While the activity refinement step is being progressed, relationships among activi-
ties are created. The types of such relationships are depicted in Fig. 6-(b). A parent 
activity composes more than one child activity. Between them, there exist “AND” 
composition relationship denoted as dark circle and “OR” composition relationship 
denoted as hollow circle. Among sibling activities, Parallel and Precede relationships 
exist. These relationships are dependent on the requirements of production system 
being explored. 

1..*

      

activity

abstracted
activity

event

operationalized
activity

singular
activity

social
activity

coordination
activity

refinement

parent
activity

child activity
a

(a) (b)

child activity
b

child activity
d

child activity
c

{parallel}precede

 trigger

 

Fig. 6. Activity object meta-model (a) activity object hierarchy and (b) activity relationship 

Fig. 7 shows the part of deployed activity object model for our case study. To per-
form order processing, sub-activity “production planning” is performed before “pro-
duction execution”. The production planning also has sub-activities MPS, MRP, 
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scheduling, and purchasing order. Their execution sequence is shown in the figure. 
The production execution has either manufacturing sub-activity or subcontractor proc-
essing sub-activity.  

Order
processing

Production
Planning

Production
Execution

{parallel} Manufacturing

Purchasing
order

Scheduling

MPS MRP
Subcontractor

Processing

 

Fig. 7. Deployed activity object model for the case study 

2.5   Collaboration Procedure 

In this subsection, we present an integration method of the three meta-models. Me-
COMA puts the same emphasis on the three meta-models. This is materialized 
through their parallel extensions. Nevertheless, it is necessary to integrate them be-
cause they are tightly coupled – activities are done by the cooperation works between 
physical objects, which are reflected in the data objects related to the physical objects. 
This fact is illustrated in the integration pattern as shown in Fig. 8-(a). 

Associated with each physical object are property data. Between physical objects, 
there exists a relation data object that specifies their cooperation behavior. According 
to the type of the relation data object, the cooperation between physical objects is 
dynamically changed (dynamic data object) or fixed (static data object). Singular 
activity manipulates a property data object and so is performed by the corresponding 
physical object. Namely, it will become one of the operations of the physical object at 
design stage. Manager performs coordination activity and updates associated dynamic 
data object. 

Fig. 8-(b) depicts the collaboration process of the three meta-models using se-
quence diagram. The meta-models can be expanded concurrently, after which they are 
synchronized based on the integration pattern. In the collaboration process, data ob-
ject should be associated with physical objects using the integration pattern. This is 
also applied between activity object meta-model and data object meta-model. The 
activity object meta-model requests input and/or output data to the data object meta-
model, which is satisfied if such data are declared in the data object meta-model. If 
not, categorize the data in the data object meta-model and ask the physical object 
meta-model of associating the data with a physical object or between physical objects. 
If the physical object meta-model cannot find such object, it should be further 
unfolded. 
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Fig. 8. Collaboration procedure (a) integration pattern and (b) collaboration process 

Fig. 9 shows a part of collaboration procedure for our case study. After parallel ex-
tensions of the three meta-models, activity object meta-model requests input and 
output data of inventory assignment activity to data object meta-model. In this situa-
tion, assigned inventory data was not found. Data object meta-model then creates the 
assigned inventory data object and asks physical object meta-model of the position of 
the data object. Based on the integration pattern, physical object meta-model associ-
ates the data object between resource and inventory. The same procedure is applied to 
other activities. 
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Fig. 9. Collaboration procedure for the case study 

3   Conclusion 

In this paper, we proposed MeCOMA, an object-oriented way of building hierarchical 
production planning and scheduling system. We believe that this approach can be 
used for various types of production system. This was confirmed through an applica-
tion to a real production company illustrated in this paper. Currently, other cases are 
also being tested. 
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Abstract. We have analyzed attacks on and threats to information security, and 
analyzed information security service in order to provide safe P2P service from 
these threats. And we have proposed a method to provide information security 
service studied. It is the method that applies vaccine software to P2P application 
at peer and designing key distribution protocol to P2P communication environ-
ment for confidentiality and integrity.  

1   Introduction 

P2P(peer to peer) is the service that is provided by technology that connects a person 
who looks for information with no connection of server computer on the internet to a 
computer belonged to a person who has information directly in order to share data, 
and by application the technology. It can search and be provided information directly 
from the all personal computers. That is how different from established method which 
has to find out information through search engine on the internet.  

However, P2P service is widely open to information security threats by intentional 
or purposed attack as it transmits data between computers without server. Recently, 
according to information security industry, it is possible to implant backdoor pro-
grams like trojans, backorifice, etc into exchanged files which are serviced in the type 
of P2P in the country.  Unacknowledged user of this can be hacked easily its own 
computer. When the attacker even finds out the password used on online stock inves-
tigation or home-banking, there is a possibility of financial loss. So the problem is 
getting serious. Also, P2P service is able to convert file extension from document file 
into MP3 file; therefore, it is possible to draw out the company confidential informa-
tion in ease. In this case, the chase is almost impossible[1].  

Now, there are some P2P hacking tricks published on the famous site related to 
information security like Security Focus, etc. Therefore, the study is needed to guar-
antee integrity and confidentiality of P2P network for secure development of P2P 
service industry. And also the study of prevention on various threats to P2P network 
and response on that is needed. This paper analyzes information security service 
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required to transmit various multimedia data safely in P2P. And it also presents key 
distribution protocols that ensure a response program to hacking in peer and malicious 
code in order to provide this service, and integrity and confidentiality of the data 
transmitted.  

2   Related Work 

The study has been progressing on a P2P system embodiment which considers com-
munication network internationally and on a P2P system embodiment which has no 
problem with scalability. However there is little study on a method that provides con-
fidentiality and integrity in P2P and response program. This study has been progress-
ing by a few researchers in present. Idota has studied on the field of dangerousness in 
P2P system, Hiroki has studied on information security threat elements in P2P and 
information security required, and Paulson, L.D has studied on the kinds and prob-
lems of new viruses that targets P2P system. And Simon Kilvington has described 
threat elements that had happened in real as he mentioned possible threat in P2P net-
works. The person who has studied on the method for an offer of information security 
service is Hurwicz and Michael was the one who has introduced the notion of secure 
data transmission way. Daniel B, Darren G and Navaneeth have dealt with features 
and advantages of JXTA application for secure P2P programming. William Y and 
Joseph W have considered the method that can provides secure P2P networking by 
JXTA. In the field of users’ anonymous, Vincent R. Scarlata, Brian N. Levine and 
Clay S have presented a sharing P2P file system which has anonymous considering 
responders’ anonymity.  

3   Information Security Service and Response to in P2P 

3.1   Information Security Service in P2P 

An organization has to be clear the information security policies that when it opens 
and shares which data with who or that whether it permits use of PC resources. So, it 
needs to grasp and check out technical trend of P2P and introduction state of other 
organization about which P2P software is used inside a post, between posts, between 
organizations, between user and organization, etc.  

Even P2P, new technology, has started from established TCP/IP. A few internet 
technologies have been chosen to construct to this and it is made of some new func-
tions added there. Therefore, it is important to examine the present internet informa-
tion security countermeasure by adapting to the features of P2P. Table1 shows spe-
cific information security service to vulnerabilities of P2P[2].  

3.2   Response on Malicious Code in Peer  

User’s peer is insecure with no protection on computer malicious code. These mali-
cious attackers achieve an authorization that allows to access to user’s computer by 
the way of deceit by going around imposed restriction which is a simple firewall rule. 
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Table 1. Security Service and Countermeasure that are requested in P2P 

Confidentiality 
Technical 

Countermeasure 

 File access control 
 File encryption 
 Access log management 
 Personal firewall 
 Spam mails prevention 
 Electronic authentication system 
 Restriction on Installation location of PC using P2P 

Integrity 
Technical 

Countermeasure 

 Traffic control of protocol 
 Broad-band network maintenance 
 Application of software retransmission function 
 Sequential renewal of data  
 Countermeasure on malicious code 

availability 
Technical 

Countermeasure 

 Employment of parts with high availability 
 Duplication of hardware 
 Data backup 
 Distributed parallel processing 
 Application of IPv6 

Begin

Select file? Achieve file
information

Error message ouput

Data block read

Decide
download folder

Achieve file 
authorized information
from strArray values

Make download 
XML request

Transmit request
to listener

Listener writes file 
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Malicious code?

Data to read?

Write data block
on file

End

Y

N

YN

 

Fig. 1. Applying a malicious code test in a download process 
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Even if a malicious code invades through various ways, it must be transmitted to 
user’s computer from exterior. While a malicious code is transmitted through internet, 
it can be transmitted through user’s floppy disk of local network linkage. Therefore, a 
firewall is not good enough to protect malicious codes. User needs software that su-
pervises all gates which attacker enters computer interior. A malicious code installs 
and mutates on its own at the distinguished place.  A malicious code grows up by 
changing application and operating system. Operating system has a potential fault 
which malicious code can multiply. 

The solution is a malicious code software application and finds out update to re-
sponse it. Update is necessary to prevent established malicious code mutation and 
new typed malicious code.  

Fig.1 shows the location which can apply vaccine program that can examine mali-
cious code to P2P application in the downloading process. User should build a fire-
wall to protect system from inadequate transference or transfer. And also she/he 
should install malicious code vaccine software to prevent user’s system from mali-
cious code[5][6].  

4   An Encryption Key Distributed Protocol Design for P2P 

Encryption key distributed protocol meets requirements such as followed so that two 
concerned parties can trust each other in P2P[4].  

 Compatibility 
Independent programmers should be able to develop applications by using protocol 
that can exchange encrypted elements successfully without understanding of others’ 
codes. 
 Scalability 

Protocol should be required to provide framework in order to unite new public-key 
and a large quantity of encrypted methods. This can also prevent a request of generat-
ing new protocol and avoids a request of the new information security library.  

 Relative  Efficiency 
Encrypted operation is easy to be an operation with high CPU strength and special 
public-key. Because of this reason, protocol unites schemes to decrease many link-
ages and to improve network efficiency.  
In this section, it has designed a key distributed protocol to provide confidentiality 
and integrity to P2P application with server. First, all peers are issued the certificate 
through user certified procedure when it logs to server at the first time in order to use 
P2P service. Table2 explains symbols that are used for protocol.  

Table 2. Keys used for protocol 

Key description 

CEK(Content Encrypted Key) 
CHK(Content Hash Key) 
KR 
KU 
T 
CERT 

Encryption-key for confidentiality of content 
Hash-key for integrity 
Public-key to transfer CEK 
Private-key to get CEK 
Token for applied peer 
Certificate for applied peer 
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All peers process log-in procedure like fig.2.  

Peer Server

generate (KU, KR)

login(KU)

login success

 

Fig. 2. Log-in Procedures of Peers 

 All peers generates public keys (KU, KR).  
 All peers log in the server.  
 The server examines whether user is right and responds with a succeed message. 
 Peer B transfers a message that searches for specific file name to the server like 
fig.3.  

 The server responds usable peers list to according to file name.  
 Peer B transfers download request file that is located peer A to the server. 
 The server responds detailed information including IP address, port, AKU of 
Peer A.  

Search-Respond(IP, Port, AKU) 

 Peer B generates token. Token is consisted of random number and timestamp. For 
the connection of peers, the message is transferred to request files like as 
followed.  

FILE-Request(AKU{BCERT, BKU, BT}) 

Peer A

Server

Peer B
Search Request

Peer list Response

Download request about peer A

Information response about peer A

Search-Respond (IP, Port, AKU) 

 

Fig. 3. Peer Search Procedures for a Specific File 
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 Peer A decrypts private key(AKR) as fig.4. Having done that, it confirms that B is 
the right user who is certified from the server by B’s certificate. And then Peer A 
generates CEK which will encrypt file that will be transferred. 

Peer A Peer B

Verify peer B after decrypt, generates CEK

Verify peer A after decrypt, get CEK

Generates CHK, encrypt message using CEK

Verify integrity, get message

FILE-Request(AKU{BCERT, BKU, BT})

File-Respond(BKU{ACERT, CEK, BT})

FILE-Message(CEK{DATA||CHK})

 

Fig. 4. Procedures of CEK Distribution and Message Encryption 

 Peer A transfers response message as followed.  
File-Respond(BKU{ACERT, CEK, BT}) 

 Peer B decrypts private key(BKR). After that, it verifies itself the right user and 
verifies if receives its own messages through BT. having completed verification, 
peer B obtains CEK for file transformation and establishes connection.  

 Peer A generates CHK for integrity of the file which it will transfer. And it en-
crypts message that will sent CEK.  

 Peer A begins message transformation as followed. 

FILE-Message(CEK{DATA||CHK}) 

 Peer B decrypts the message through CEK and then verifies integrity through 
CHK. And after establishing verification, it gains data.  

5   Conclusion  

P2P is a technology and the service provided which is applied with the technology. 
The technology makes to share data between the person who looks for information 
without passing through server computer in the middle on the internet and the per-
son’s computer with the information by connecting them directly. However, it is quite 
true that P2P service is pretty much exposed to information security threats by inten-
tional of purposed attackers. The reason is why P2P service transfers data between 
computers without server. 

This paper has analyzed information security attacks and information security 
threats which can be happened in P2P. And through these threats, it has analyzed 
information security service for secure P2P service. And also it has presented a 
method that provides studied information security service. First of all, the method 
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which vaccine software is applied to P2P application in peer. Secondly, the method 
which is to design key distributed protocol for confidentiality and integrity, and ap-
plies to P2P communication environment.  

The proposed methods are not methods for the perfect P2P information security. 
Further study needs to embody P2P encryption protocol through proposed design and 
a P2P application solution united all these dealing plans is needed.  

References 

1. Hurwicz, Michael, "Peer pressure: Securing P2P networking," Network Magazine, vol.17, 
no.2, February, 2002. 

2. Idota, Hiroki, "The Issues for Information Security of Peer-to –Peer," Osaka Economic Pa-
pers, Vol.51, No.3, December 2001. 

3. Simon Kilvington, "The dangers of P2P networks," Computer Weekly, Sept 20. 2001.  
4. Dana Moore, John Hebeler, "Peer to Peer: Building Secure, Scalable, and Manageable 

Network," McGrawHill, 2002.  
5. Dreamtech Software Team, "Peer to peer Application Development: Cracking the Code," 

John Wiley & Sons, 2001.  
6. Daniel B, Darren G, Navaneeth, "JXTA: Java P2P Programming, " SAMS, 2002. 



Two Efficient and Secure Authentication
Schemes Using Smart Cards�

Youngsook Lee, Junghyun Nam, Seungjoo Kim, and Dongho Won��

Information Security Group, Sungkyunkwan University, Korea
{yslee, jhnam, skim, dhwon}@security.re.kr

Abstract. A mutual authentication scheme is a two-party protocol de-
signed to allow the communicating parties to confirm each other’s iden-
tity over a public, insecure network. Passwords provide the most con-
venient means of authentication because they are easy for humans to
remember. Whilst there have been many proposals for password authen-
tication, they are vulnerable to various attacks and are neither efficient,
nor user friendly. In this paper we propose two new password authen-
tication schemes making use of smart cards: the timestamp-based au-
thentication scheme (TBAS) and the nonce-based authentication scheme
(NBAS). Both TBAS and NBAS provide many desirable features: (1)
they do not require the server to maintain a password table for verifying
the legitimacy of login users; (2) they allow users to choose their pass-
words according to their liking and hence give more user convenience; (3)
they are extremely efficient in terms of the computational cost since the
protocol participants perform only a few hash function operations; and
(4) they achieve mutual authentication between the remote user and the
server. In addition, NBAS does not require synchronized clocks between
the remote user and the server.

Keywords: Authentication scheme, mutual authentication, password,
smart card.

1 Introduction

Authentication schemes are necessary for secure communication because one
needs to know with whom he or she is communicating before sending some
sensitive information. Achieving any form of authentication inevitably requires
some secret information to be established between the communicating parties in
advance of the authentication stage. Cryptographic keys, either secret keys for
symmetric cryptography or private/public keys for asymmetric cryptography,
may be one form of the underlying secret information pre-established between
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the parties. However, these high-entropy cryptographic keys are random in ap-
pearance and thus are difficult to remember by humans, making them incon-
venient and costly for use. Eventually, it is this drawback that password-based
authentication came to be widely used in reality. Passwords are mostly used
because they are easier to remember by humans than cryptographic keys with
high entropy.

The possibility of password-based user authentication in remotely accessed
computer systems was explored as early as the work of Lamport [12]. Due in
large part to the practical significance of password-based authentication, this
initial work has been followed by a great deal of studies and proposals, including
solutions using multi-application smart cards [5, 15, 10, 14, 6, 17, 16]. In a typi-
cal password-based authentication scheme using smart cards, remote users are
authenticated using their smart card as an identification token; the smart card
takes as input a password from a user, recovers a unique identifier from the user-
given password, creates a login message using the identifier, and then sends the
login message to the server, who then checks the validity of the login message
before allowing access to any services or resources. This way, the administra-
tive overhead of the server is greatly reduced and the remote user is allowed to
remember only his password to log on. Besides just creating and sending login
messages, smart cards support mutual authentication where a challenge-response
interaction between the card and the server takes place to verify each other’s
identity. Mutual authentication is a critical requirement in most real-world ap-
plications where one’s private information should not be released to anyone until
mutual confidence is established. Indeed, phishing attacks [1] are closely related
to the deficiency of server authentication, and are a growing problem for many
organizations and Internet users.

The experience has shown that the design of secure authentication schemes
is not an easy task to do, especially in the presence of an active intruder; there
is a long history of schemes for this domain being proposed and subsequently
broken by some attacks (e.g., [7, 3, 4, 13, 9, 17, 16, 11]). Therefore, authentication
schemes must be subjected to the strictest scrutiny possible before they can be
deployed into an untrusted, open network. In 2000, Sun [14] proposed a remote
user authentication scheme using smart cards. Compared with the earlier work
of Hwang and Li [10], this scheme is extremely efficient in terms of the compu-
tational cost since the protocol participants perform only a few hash function
operations. In 2002, Chien et al. [6] presented another remote user authentication
scheme which improves on Sun’s scheme in two ways; it provides mutual authen-
tication and allows users to freely choose their passwords. However, Hsu [9] has
pointed out that Chien et al.’s scheme is vulnerable to a parallel session attack;
an intruder can masquerade as a legitimate user by using server’s response for an
honest session as a valid login message for a fake, parallel session. In this paper,
we propose carefully designed two remote user authentication schemes making
use of smart cards: the timestamp-based authentication scheme (TBAS) and the
nonce-based authentication scheme (NBAS). Our schemes are immune to some
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of the most notorious attacks, such as reflection attack, parallel session attack,
and replay attack, and any other potential breach of security.

The remainder of this paper is organized as follows. In Section 2, we intro-
duce the timestamp-based authentication scheme TBAS and analyze its security
properties. Then, in Section 3, we present the nonce-based authentication scheme
NBAS and give a security analysis of the protocol. Finally, we conclude this work
in Section 4.

2 A Timestamp-Based Authentication Scheme (TBAS)

In this section we propose a new timestamp-based authentication scheme TBAS
that achieves mutual authentication between the remote user and the server.
Then we analyze the security of the proposed scheme.

2.1 Description of TBAS

The proposed scheme consists of three phases: the registration phase, the login
phase, and the verification phase. The registration phase is done only once when
a new user wants to join the system. The login and the authentication phase
are performed whenever the user wants to login. A high-level depiction of the
scheme is given in Fig. 1, where dashed lines indicate a secure channel, and a
more detailed description follows:

Registration Phase. Let x be the secret key of the authentication server (AS),
and h be a secure one-way hash function. A user Ui submits his identity IDi

and password PWi to the server AS for registration via a secure channel. Then
AS computes

Xi = h(IDi ⊕ x) and Ri = Xi ⊕ PWi,

and issues a smart card containing 〈Ri, h
∗〉 to Ui, where h∗ denotes the descrip-

tion of the hash function h.

Login Phase. When Ui wants to log in to the system, he inserts his smart card
into a card reader and enters his identity IDi and password PWi. Given IDi

and PWi, the smart card obtains the current timestamp T1 and computes

Xi = Ri ⊕ PWi and C1 = h(IDi, Xi, T1)

Then the smart card sends the login request message 〈IDi, T1, C1〉 to the server
AS.

Verification Phase. With the login request message 〈IDi, T1, C1〉, the scheme
enters the verification phase during which AS and Ui perform mutual authenti-
cation as follows:
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Ui AS

Registration phase

Xi = h(IDi ⊕ x)

Ri = Xi ⊕ PWi

Login phase

Xi = Ri ⊕ PWi

C1 = h(IDi, Xi, T1)

Verification phase

Is IDi valid?

T2 − T1

?

≤ ΔT

C1

?
= h(IDi, h(IDi ⊕ x), T1)

T4 − T3

?

≤ ΔT C2 = h(IDi, C1, h(IDi ⊕ x), T3)

C2 = h(IDi, C1, Xi, T3)

IDi, PWi

smart card : 〈Ri, h
∗〉

IDi, T1, C1

T3, C2

Fig. 1. Timestamp-based authentication scheme

Step 1. Upon receiving the message 〈IDi, T1, C1〉, the server AS obtains the
current timestamp T2 and verifies that: (1) IDi is valid, (2) T2 − T1 ≤ ΔT ,
where ΔT is the maximum allowed time difference between T1 and T2, and
(3) C1 is equal to h(IDi, h(IDi⊕x), T1). If any of these is untrue, AS rejects
the login request and aborts the protocol. Otherwise, AS accepts the login
request.

Step 2. AS generates a new timestamp T3 and computes C2 as C2 = h(IDi,
C1, h(IDi ⊕ x), T3). AS then sends the response message 〈T3, C2〉
to Ui.

Step 3. After receiving the response 〈T3, C2〉, user Ui generates a new
timestamp T4 and verifies that: (1) T4 − T3 ≤ ΔT and (2) C2 equals h(IDi,
C1, Xi, T3). If both of these conditions hold, Ui believes that the responding
party is the genuine server. Otherwise, Ui aborts his login attempt.

TBAS provides many desirable features: (1) it does not require the server
to maintain a password table for verifying the legitimacy of login users, (2) it
allows users to choose their passwords according to their liking and hence gives
more user convenience, and (3) it is extremely efficient in terms of the compu-
tational cost since the protocol participants perform only a few hash function
operations.



862 Y. Lee et al.

2.2 Security Analysis

We now analyze the security of the proposed scheme TBAS, considering reflec-
tion attack, parallel session attack, and replay attack.

Reflection Attack. The basic idea of reflection attack is essentially simple:
when an honest protocol participant sends a message to his authenticating party,
the intruder eavesdrops or intercepts the message and sends it (or modified
version of it) back to the message originator. In our scheme, two authenticators
C1 and C2 are computed as follows:

C1 = h(IDi, h(IDi ⊕ x), T1)

and
C2 = h(IDi, C1, h(IDi ⊕ x), T3).

This way, it would be impossible for the intruder to mount a reflection attack.
The intruder, who wants to impersonate AS to Ui, cannot forge a valid server’s
response from the login request message 〈IDi, T1, C1〉 since C2 cannot be ob-
tained from C1. This is the case because computing C2 requires the knowledge
of the secret value h(IDi⊕x) as well as of the public value C1. Hence, the scheme
TBAS is secure against a reflection attack.

Parallel Session Attack. In this attack, an intruder can masquerade as a
legitimate user by using server’s response for an honest session as a valid login
message for a fake, parallel session [9]. TBAS is also resistant to this kind of
parallel session attacks. Even if the intruder eavesdrops on the server’s response
message 〈T3, C2〉, she is unable to construct from it (or any modification of
it) a valid login request message. This is straightforward since C1 and C2 are
computed by using different expressions in a way that C1 cannot be derived from
C2. Therefore, parallel session attack cannot be applied to our scheme.

Replay Attack. In this attack, an intruder tries to replay messages partly
or completely obtained in previous sessions. If an intruder can impersonate a
legitimate user through this replay, then the scheme is said to be vulnerable to
a replay attack. TBAS also provides protection against replay attacks. Firstly,
the server’s response for one session cannot be replayed for any other session
because each C2 is tightly bounded to both the server’s current timestamp and
the user’s login request message. This guarantees the freshness of each message
from AS. Secondly, the intruder is further prevented from replaying one of user’s
previous login request messages. This is achieved by letting the server check the
validity of the timestamp T1 used by Ui. However, we note that there seems to
be one potential security weakness common to most of existing timestamp-based
user authentication schemes. That is, given the time window ΔT , an intruder
could impersonate a legitimate user by replaying one of the user’s recent login
request messages within the time window. The server can detect this kind of
somewhat trivial attack, by additional checking that T1 was not reused by Ui
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during the time window of tolerance (i.e., during the time period between T2 and
T0 (= T2−ΔT )). Although most of previously published schemes for remote user
authentication do not specify it, we believe that this kind of prevention is implicit
in the schemes.

3 A Nonce-Based Authentication Scheme (NBAS)

Most password-based schemes for remote user authentication using smart cards
require synchronized clocks between parties in the network. While timestamps
are commonly used to detect replay attacks, it is often recommended in practice
to avoid relying on their use for security in authentication schemes [2, 7, 8, 3]. To
eliminate the need for timestamps, we propose a new remote user authentication
scheme NBAS using random numbers called nonces (security issues related to
timestamp, counter value, and nonce are well-documented in [3]).

3.1 Description of NBAS

Like TBAS, the nonce-based authentication scheme NBAS consists of three
phases: the registration phase, the login phase, and the verification phase. A
high-level depiction of the scheme is given in Fig. 2, where a dashed line indi-
cates a secure channel, and a more detailed description follows:

Registration Phase. Let x be the secret key of the authentication server (AS),
and h be a secure one-way hash function. A user Ui submits his identity IDi

and password PWi to the server AS for registration via a secure channel. Then
AS computes

Xi = h(IDi ⊕ x) and Ri = Xi ⊕ PWi,

and issues a smart card containing 〈Ri, h
∗〉 to Ui, where h∗ denotes the descrip-

tion of the hash function h.

Login Phase. When Ui wants to log on to the server, he inserts his smart card
into a card reader and enters his identity IDi and password PWi. Given IDi

and PWi, the smart card chooses a random number Ni and computes

Xi = Ri ⊕ PWi and Ci = Xi ⊕Ni.

The smart card then sends the login request message 〈IDi, Ci〉 to the server AS.

Verification Phase. With the login request message 〈IDi, Ci〉, the scheme
enters the verification phase during which AS and Ui perform the following
steps:

1. Upon receiving the message 〈IDi, Ci〉, the server AS first checks the validity
of IDi. If not valid, AS rejects the login request. Otherwise, AS computes
Xi = h(IDi ⊕ x) and recovers Ni as Ni = Ci ⊕Xi. After that, AS chooses
a random number Ns and computes

Vs = h(IDi, Ci, Ni) and Cs = Xi ⊕Ns.

AS then sends the message 〈Vs, Cs〉 to Ui.
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Ui AS

Registration phase

Xi = h(IDi ⊕ x)

Ri = Xi ⊕ PWi

Login phase

Xi = Ri ⊕ PWi

Ci = Xi ⊕ Ni

Verification phase

Xi = h(IDi ⊕ x)

Ni = Ci ⊕ Xi

Vs = h(IDi, Ci, Ni)

Vs

?
= h(IDi, Ci, Ni) Cs = Xi ⊕ Ns

Ns = Cs ⊕ Xi

Vi = h(Ci, Cs, Ns) Vi

?
= h(Ci, Cs, Ns)

IDi, PWi

smart card : 〈Ri, h
∗〉

IDi, Ci

Vs, Cs

Vi

Fig. 2. Nonce-based remote user authentication scheme

2. Having received the message 〈Vs, Cs〉, the user Ui first verifies that Vs is
equal to h(IDi, Ci, Ni). If the verification fails, then Ui aborts the protocol.
Otherwise, Ui believes AS as authentic and recovers Ns as Ns = Cs ⊕Xi.
After that, Ui computes the response Vi as

Vi = h(Ci, Cs, Ns)

and sends Vi to the server AS.
3. When AS receives Vi from Ui, it verifies the correctness of Vi by checking

that Vi is equal to h(Ci, Cs, Ns). If correct, AS accepts the login request;
otherwise, rejects it.

The above-described nonce-based authentication scheme NBAS provides all
the advantages of the timestamp-based authentication scheme TBAS. In addi-
tion, NBAS no longer requires synchronized clocks between the remote user and
the server.

3.2 Security Analysis

We now analyze the security of the proposed scheme NBAS, considering reflec-
tion attack, parallel session attack, and replay attack.
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Reflection Attack. The intruder cannot impersonate Ui to AS by sending the
response Vs (or a modified version of it) of AS back to the server AS. This is
because Vs and Vi are computed by using different expressions in a way that
one cannot be derived from the other. In the scheme NBAS, the user’s response
Vi is computed as Vi = h(Ci, Cs, Ns). Since h is a one-way hash function, Vi

cannot be obtained without knowing the random nonce Ns. But, Vs is no use in
computing Ns since the server’s response Vs is computed as Vs = h(IDi, Ci, Ni);
Vs simply does not have any information about Ns. This means that Vi cannot
be derived from Vs in any way. Therefore, the scheme NBAS is secure against a
reflection attack.

Parallel Session Attack. NBAS is secure against a parallel session attack.
An intruder may try to launch an attack by choosing a random number CE and
sending 〈IDi, CE〉 as a login request message. From the server’s point of view,
CE is perfectly indistinguishable from Ci of an honest execution since both are
simply random numbers. But, upon receiving the message 〈Vs, Cs〉 from AS, the
intruder can go any further with the session since she cannot answer the challenge
Cs of AS. An intruder may try to solve this problem by starting a parallel session
with AS, posing again as Ui and sending 〈IDi, Cs〉 as a login request message.
But, the intruder cannot use the server’s response to its request Cs in the parallel
session as its response to the request Cs from AS in the original session. This
is because the server’s response and the user’s response are computed by using
different expressions in a way that one cannot be derived from the other.

Replay Attack. NBAS provides protection against replay attacks. It is impos-
sible for an intruder to impersonate AS to Ui by replaying messages obtained in
previous sessions. Since Ui chooses the random nonce Ni anew for each challenge
Ci, server’s response for one session cannot be replayed for any other session.
Following a similar reasoning as above, an intruder is unable to impersonate
Ui to AS by replaying any of user’s response sent for previous sessions. Hence,
NBAS is also resistant to replay attacks.

4 Conclusion

We have proposed two remote user authentication schemes making use of smart
cards: the timestamp-based authentication scheme (TBAS) and the nonce-based
authentication scheme (NBAS). The primary merit of our schemes is in their
simplicity and practicality for implementation on smart cards. The advantages
of our schemes can be summarized as follows:

1. The server does not need to maintain a password table for verifying the
legitimacy of login users.

2. Users are allowed to choose their passwords according to their liking.
3. The computational cost is extremely low requiring the participants to per-

form only a few hash function operations.



866 Y. Lee et al.

4. The schemes achieve mutual authentication; i.e., the remote user and the
server can authenticate each other.

5. In the scheme NBAS, security does not depend on synchronized clocks shared
between the remote user and the server.

We showed heuristically that the proposed schemes achieve the intended se-
curity goals against a variety of attacks.
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Abstract. Currently, one of the popular topics of research is location-
awareness. Adding this function to location-based services provides necessary 
information to the user within the location to be aware of the user’s position. 
But some LBS have insufficiencies of providing relevant information to the 
mobile subscriber. In this research, we proposed a location-aware agent that in-
teracts with the LBS and provides location-aware service by adding a of data 
mining task. This agent extracts additional information by deploying a mobile 
agent in the database of LBS and mines the data. To make our approach effi-
cient, we used a data mining method that extracts the relevant information  
according to the user agent profiles. This enables the proposed system to select 
information and summarizes the result of location-aware data for the user. 

1   Introduction 

Location-based services (LBS) are abundant in our society. The improvements of 
these service provide us a complex system but giving a better services to the user. 
Jensen [1] discussed some challenges of the location-based services to meet the com-
puting needs of the services. It gives more details on improving the data representa-
tion, indexing, and precomputation. The technology or location system used with 
these services is discussed by Hightower [2] like using GPS, active badges, sensors 
and others. These issues also help the developer of location-awareness applications to 
choose a better location system which can be implemented in LBS. There are also 
many opportunities on LBS that we will be experiencing in the near future as we 
develop more sophisticated devices. 

Location awareness is an evolution of mobile computing, location sensing and wire-
less technology [3]. A mobile device like PDA can become an information service 
about the location which is necessary to provide context knowledge of location and 
other information. For instance, we can configure our PDA for reminders by setting it 
whenever we are in a specific building or place that has LBS. Before leaving the li-
brary, we set the reminder to borrow some books. The reminder activates once the user 
agent sense that the previous building is out of range or we are already outside the 
building. Also, other location-aware services can be acquired by using this method. 

In this paper, we proposed a location-aware agent integrated with data mining tools 
to mine the database of LBS. This approach generates location-aware information by 
mining additional information which was not provided by the LBS. User agent 
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deploys a mobile agent on the LBS to do the processing of information. The data 
mining process is provided by features like selecting the user profile for removing 
unrelated data to improve its performance and efficiency. 

2   Basic Concepts 

In the location-based services, we discuss various technologies and techniques to 
provide necessary information. The growth of the LBS becomes an interest of mobile 
users and opportunity for more information services that can be developed. Accom-
panied by these developments are increments of distributed hardware and software 
which become hindrance for providing interoperability to services. Researches show 
solutions to these problems by using middleware and other techniques. The following 
subsection will explain some technologies and concepts that were used in our design 
of the location-aware agent. 

2.1   Location-Based Services 

Location-based services provide information based on the location of the mobile user. 
Data storage is necessary in LBS to represent the locations in the world, as well as 
their attributes and relationships, and the resources available. This database is used for 
interpreting sensor readings, performing spatial queries and inferences, and triggering 
actions. In geographic information systems (GIS), the database is usually a geospatial 
database; in many indoor ubiquitous computing systems, the database may be as sim-
ple as a drawing file. In any case, LBS have requirements that challenge traditional 
data representation systems. 

Since location-based services are distributed software and hardware, middleware 
implementations are proposed [6] [7]. A proposed multi-agent system that manages 
the location management to solve the problem of the distributed location-based ser-
vices was presented [6]. The middleware used in the system is based on CORBA 
implementation. Also, the Middlewhere [7] uses CORBA that enables the fusion of 
different location sensing technologies and facilitates the incorporation of additional 
location technologies as they become available. The requirements of these middle-
ware are certainly large and complex to integrate but would benefit the service pro-
viders and mobile users. 

2.2   Location-Awareness 

Location-awareness is a small part of context-awareness. Context-awareness is the 
ability of the mobile device to be aware of the users surrounding’s physical environ-
ment and state. The applications and services using the concept of location-awareness 
can be developed so that the mobile device can inspect the environment, rather than 
the other way around. A context-aware mobile device may supply applications with 
information on location, altitude, orientation, temperature, velocity, biometrics, etc. 
Location-awareness is only a subset of these concept but powerful on bringing the 
necessary information. 

Location-aware shows awareness of mobile user’s current location to provide 
quick and necessary information. The system consists of location-aware capable mo-
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bile devices that interact with the resources like LBS. The Mobile Shadow [4] is an 
example of location-based system that uses the concept of location-awareness. It 
shows the architecture of the location system by presenting the services that can be 
accessed by the user through user agent. The infrastructure of the system provides 
supports for proactive location-aware services. 

2.3   Data Mining 

There are a lot of data mining algorithm that have already introduced to perform effi-
cient data mining to facilitate the processing and interpretation of data. Using data 
mining enhances the learning of the patterns and knowledge on the distributed data-
bases. Also, data mining is used in location management [10] where the mobility 
patterns are determined to predict the next location of the mobile user. In the HCARD 
model [8], proposed an Integrator agent to perform knowledge discovery in the het-
erogeneous server in the distributed environment. This agent was developed on 
CORBA for search and extraction of data from heterogeneous servers. Association 
rules were generated in the study and these can be practically explain for decision 
making purposes. The research also uses the method of minimizing the operation time 
by clustering prior to pattern discovery. 

3   A Motivation Example for Location-Aware Data Mining 

A location-aware service is an additional service of LBS which can inform a mobile 
user of the current location. The scenario explains a typical situation of a location-
awareness. A student has a PDA and user agent software installed named “Jones”. 
Each establishment or building has LBS and communicates with the mobile device 
like the student’s PDA. To be reminded before leaving the library, “Jones” was set to 
alarm and popping a message that the student must borrow a book before leaving the 
library building. This is a typical example of a location-awareness where the user is 
informed of knowledge about the location. Moreover, there is still information that 
can be useful but the LBS or the user agent itself cannot provide this. Here, we say 
that the user agent sets a reminder to borrow a book but it was informed by the LBS 
that the book was already borrowed. Probably, the next action of the mobile user will 
be on his way to exit the library. But the user has interests on other books that he may 
borrow without knowing. In this case, we can add the data mining process to mine the 
other books that may interest the user. We give a description on some important user 
agent profile’s attribute that will be used on the data mining procedure.  

Student level: This attribute describe the student level of a user. This input concerns 
on the level of education that a user currently has. This allows the user agent to have 
knowledge of the book mostly used for every level of the student. 

Interest: The user may be interested in a computer, science and other topics. This 
attribute collects relative data from the user for providing the interest-level from the 
context of the location.  
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4   Framework of Location-Aware Agent 

In this study, the researchers’ proposed location-based service architecture used 
CORBA implementation. The protocol used in our architecture is based on the wire-
less CORBA implementation [9] to support the proposed location-aware agent. Our 
proposed architecture used PDA or mobile device to deploy the mobile agent of the 
user agent for providing the location-aware information. We used the compliance of 
the wireless CORBA specification to acquire the functions of the interoperability of 
the heterogeneous system by using the CORBA implementation on LBS.  Figure 1 
illustrates the LBS architecture for our proposed location-aware agent. 

User 
Agent 

User 
Agent 

LAM 

LAM 

LBS 1 

LBS 2 

LBS 3 

LAM 

Services 

Services 

Services 

 

Fig. 1. Location-based service architecture for location awareness agent 

In Figure 1, there are three different LBS which provides services to the mobile 
user. These services are also shared in each LBS which depends on the access privi-
leges. The user agent moves from LBS 1 and after it is in the LBS 2, the location 
agent manager (LAM) communicates with the user agent and starts its service. The 
location agent manager is the agent which resides in the LBS, communicates with the 
user agent through wireless protocol and provides the services to the mobile user. 
Also, this agent communicates with the other LAM that is in the LBS. The LBS uses 
the ORB core which provides additional functionality to the heterogeneous system. 

4.1   Mobile Agent Middleware for Distributed LBS  

Mobile agent-based middleware is one of the issues of research for providing an  
advanced infrastructure that integrates supports protocols, mechanism, and tools to 
permit communication to mobile elements. SOMA [11] presented a mobile agent 
middleware to provide an architecture that integrates supports protocols, mechanism, 
and tools to permit coordination of mobile agents. In our research, we design the 
middleware of mobile agent which is integrated in wireless CORBA [9] and having a 
Java-based platform. The infrastructure of the proposed middleware has a service 



 Location-Aware Agent Using Data Mining for the Distributed LBS 871 

layers for designing, implementing, and deploying mobile agent based applications. 
As shown in Figure 2, our proposed middleware consists of four layers. The mobile 
agent core services layer consists of communication, migration, naming, security, 
interoperation, persistence and data mining support. We focus more on the last com-
ponent which is the data mining support. This additional service is provided to oper-
ate the data mining of the mobile agent on the database of LBS. 

 

Heterogeneous location based services 

User virtual environment Mobility virtual terminal 

Communication Migration Naming Security Interoperation Data mining 
Support 

Mobile agent core services 

Persistency 

Mobility middleware

Virtual resource management 

Java virtual machine 

 

Fig. 2. Proposed mobile agent middleware 

Also, these proposed middleware is a compliance to wireless CORBA [9] to sup-
port the features of the CORBA environment. The key components in wireless 
CORBA are Mobile Interoperable Object Reference (Mobile IOR) which is a relocat-
able object reference, a home location agent which keeps track of the current location 
of the mobile terminal, an Access Bridge and Terminal Bridge which are the network 
side end point of the General Inter-ORB Protocol (GIOP) tunnel. The architecture of 
the wireless CORBA is explained further in [9]. This integration of the middleware 
provides transparency and simplicity of the services for mobile agent. 

4.2   User Agent 

The proposed system consists of a single agent which resides on a PDA. The PDA is 
Java 2 Platform Micro Edition (J2ME) compliance to support the proposed user agent. 
This agent has the profile of the mobile user and associated with additional role. The 
user agent represents the virtual personality of the mobile user. Figure 3 is the struc-
ture of our proposed location-aware agent. The user agent consists of the user profiles 
which are student level, interest and address. This agent is integrated in the data min-
ing function and use the user profile for the preprocessing. Additional user profile can 
be added on the proposed agent. 

Figure 3 shows the user agent of a common student. The agent of the LBS commu-
nicates with the user agent to provide service to the mobile user. Data mining function 
will be only triggered if the agent in the LBS accepts the request of the user agent. 
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Fig. 3. User profile of mobile agent Jones 

This agent also represents the virtual personality of the mobile user. The configuration 
of other mobile user can be different that may have limited access on the database of 
LBS. An example of this is a student which will be limited on accessing the database 
that is prohibited to their given privilege and only administrator features could access 
the service. 

4.3   Mobile Agent Data Mining Procedure 

The user agent triggers a location-awareness by deploying a mobile agent at the LBS 
database and provides the additional information for the location. The security het-
erogeneous databases of the LBS. Our algorithm has two data mining phases.  In 
Figure 4, the two-phase processes are illustrated. In the first phase, the mobile agent 
was deployed on the LBS database. The mobile agent does the preprocessing by se-
lecting the attributes that satisfy the user profile’s interest of the mobile user and 
trimming the data with missing values. This prepares the data to the next phase and to 
process relevant information before mining. The second phase was processing data on 
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Fig. 4. Proposed two-phase data mining through mobile agent 
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classification algorithm and creates a decision tree on the information gathered. After 
the process, the results are returned again to the user agent to inform the mobile user 
of other interesting information. 

5   Location-Aware Data Mining Model 

We proposed a framework of the location-aware agent that uses data mining function 
to provide information awareness of the location.  The proposed system used the wire-
less network via Bluetooth technology for transmission of mobile agent and data. The 
proposed data mining considers the user profile as the basis of interest to mine the 
relevant information. Now let us consider the set of user profiles that will be used in 
the data mining: P = {p1, p2… px}. After collecting the user profiles, the mobile agent 
uses these features to select the relevant attributes of C where it is the raw data from 
the LBS database. Let D be the set of the selected tuples from C. Equation 1 represent 
the pre-processing algorithm.  The following are the phases of our proposed algorithm. 

)( )(  where
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valuepvalueattributec

cccCD
n

i
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=

=
=
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Phase 1. Preprocessing 
a. User profile selection – selecting the tuple(s) that satisfy P will be included 

in D. 
Phase 2. Data Mining 

a. Classification algorithm – this implements the classification of the data sets 
of the preprocessed data. 

b. Decision Tree – this creates a tree like structure rules based on the classified 
data sets. This is the last step of our algorithm. 

 

Fig. 5. Location-aware agent and mobile agent data mining algorithm 

INPUT:  profile, preprocessdata  
OUTPUT: Classification(preprocessdata) 
 
public class Useragent implements MessageListener { 

public void MAdeploy(String[] attributes, String[] values) { 
} 
public void infoReceived(int dest_addr, Message[] msg) { 
} 

} 
public class MobileAgent implements MessageListener { 

public void Preprocess(String[] profile, String[] val) { 
 while(rsData.next())  
 { 

if rsData.getObject(profile)=val; AddInfo(rowset) 
} 
Classification(preprocessdata); 

} 
public void infoSend(int dest_addr, Message[] msg) { 
} 

}
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After the results are acquired, the output of the data mining is sent to the user agent to 
present the visualize result to mobile user. The sending of message is done in wireless 
transmission by using Bluetooth. The codes for the location-aware agent and location 
agent are presented in Figure 5. 

6   Experimental Evaluation 

The proposed location-aware agent was simulated using the Java and implemented 
through wireless CORBA. The environment OS platform used here are Windows OS, 
Red Hat Linux and Sun Solaris 8 to simulate the heterogeneity of the location-based 
services. The data mining tools were available using the Weka 3 software. After simu-
lating the algorithm on Weka, the classes for classification are inserted in our pro-
posed location–aware agent. 

6.1   Results of Data Mining 

The experiment for data mining used the scenario given in Section 3. The student 
searches for books on the database of the library and check its availability. We de-
ployed the mobile agent on the database of a library. The database for our simulation 
contains 10,000 tuples of transacted data. Each book is presented by the book identifi-
cation and ordered in classifications like mathematics, computers, social sciences, etc. 
for example computer books are numbered from 600 to 699.  The next attribute is the 
time it was borrowed. Two cases were used in the experiment. First case, we execute 
the normal classification and decision tree. This generates 4980 instances and the first 
10 are showed in Figure 6. Case 2 is executing our proposed algorithm which has the 
 

Case 1: Classification Tree
BookID = 600: 15 (5.0/3.0) 

BookID = 601: 13 (5.0/3.0) 

BookID = 602: 16 (7.0/3.0) 

BookID = 603: 14 (2.0/1.0) 

BookID = 604: 14 (1.0) 

BookID = 605: 10 (0.0) 

BookID = 606 

totaldays <= 5: 8 (6.0/2.0) 

totaldays > 5: 9 (6.0/2.0) 

BookID = 607: 10 (1.0) 

BookID = 608: 16 (3.0/1.0) 

BookID = 609: 12 (4.0/2.0) 

BookID = 610: 8 (3.0/2.0) 

Total instances: 4980
Correctly classified inst.: 42.47%

Case 2: Classification Tree 
BookID = 600: 12 (2.0/1.0) 

BookID = 601: 10 (0.0) 

BookID = 602: 16 (5.0/1.0) 

BookID = 603: 16 (1.0) 

BookID = 604: 10 (0.0) 

BookID = 605: 10 (0.0) 

BookID = 606: 8 (7.0/4.0) 

BookID = 607: 10 (0.0) 

BookID = 608: 10 (0.0) 

BookID = 609: 12 (2.0/1.0) 

BookID = 610: 18 (1.0) 

Total instances: 190
Correctly classified inst.: 50.57%

 

Fig. 6. The results of classification and decision tree algorithm 
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feature of user profiles to select the relevant data. It generated only 190 instances 
which summarizes relevant books for the user. This only implies that using our pro-
posed algorithm collects the relevant information and minimizes the processing time. 

Figure 6 shows the result of the classification tree algorithm.  In the second case, 
we add the selection of user’s interest and provide relevant information. The results 
show the time it is borrowed and the total number of days it is returned from the day it 
is borrowed. One interesting part here is that a user can determine the books that are 
available after data mining from the LBS database. Also, the correctly classified in-
stances from a ten-fold cross-validation of the second case have a higher value than 
the first case. This is done in Weka if there is no test file specified. This indicates that 
the results obtained from training data are very optimistic compared with what might 
be obtained from an independent test set from the same source. 

7   Conclusion and Recommendations 

In this paper, we proposed a location-aware agent that performs data mining on the 
heterogeneous LBS to provide additional information awareness. We present the 
architecture of the location-based services for the proposed agent. The middleware for 
the proposed agent supports the mobility services on the heterogeneous location-
based services. Also, we proposed an algorithm for the data mining by using the user 
profile to make the information relevant and minimized the processing time. 

Our research shows that using the data mining function enhances the location-
awareness of the mobile users. There are still more data mining algorithm that can be 
used to provide the location-aware service. We only presented our experiment on a 
library database and our future works will test it on other LBS or database that has a 
location-aware capability. 
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Abstract. The Rational Unified Process (RUP) is a development process which 
is based on object-oriented, usecase-centric, architecture-centric, and iterative 
approaches. Most projects for public organizations have adopted waterfall 
model in software development lifecycle, however, various projects have 
recently tried to apply an iterative model to minimize risks and to enhance 
quality of software. But empirical results of software-intensive development 
based on the RUP are not well known. Therefore, this paper presents process, 
period, effort and quality factors for a software-intensive system development 
through the study on the Korean Core Instrumentation System (K-CIS) which 
has adopted the RUP. We also present the result of comparison between the 
K-CIS RUP and waterfall model, and lessons learned from the K-CIS case. We 
believe that our result is useful for establishment of a process and estimation of 
resource and quality factors for software-intensive systems efficiently. 

1   Introduction 

As changing into information society, demands on high quality software are 
increasing rapidly. The methodologies of software development have also advanced 
by rapid strides. Recently, the object-oriented and component-based methodologies 
[1], [2], [3], [4] compose a main stream in developing software for large-scale 
information systems. Also the software development process has made great progress 
up to the present along methodologies. The waterfall model [5], which develops 
software in grand, has been used widely in software development, but nowadays it is 
a trend to use iterative models such as spiral model [5] and Unified Software 
Development Process (USDP) [6] model in order to reduce risks and to enhance 
quality of software. 

The USDP is a software development process which incorporates object-oriented, 
usecase-centric, architecture-centric, and iterative approaches. Here, the Rational 
Unified Process (RUP) [7] is a commercial brand which is more elaborated than the 
USDP. The lifecycle of the RUP has four phases such as inception, elaboration, 
construction, and transition, which are composed of iterations. The phases are crossed 
with process workflows (i.e., business modeling, requirements, analysis and design, 
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implementation, test, and deployment) and supporting workflows (i.e., configuration 
management, management, and environment).  

The RUP has been applied in various software development projects. Particularly, 
software-intensive systems include hardware, communication networks, database and 
their facilities. Often the complexity of a software-intensive system makes it difficult 
to tailor the RUP and to estimate the proper effort and quality factors. Therefore, this 
paper presents a tailored process for developing software-intensive systems. 
Moreover, we have studied on the Korean Core Instrumentation System (K-CIS) for 
combat training in military area which is a software-intensive system and is 
developed through the RUP. 

The rest of this paper is organized as follows. In section 2, system configuration of 
generic CIS is explained in brief. In section 3, the system development process of the 
K-CIS is tailored using the RUP, the C4ISR Architectural Framework (AF)1 [8], and 
the Korean Acquisition Process for Defense Automated Information Systems [9]. In 
section 4, factors on period, effort, and quality for the K-CIS RUP are evaluated 
through comparison with waterfall model and typical RUP. Finally, we describe 
concluding remarks in section 5. 

2   System Configuration of CIS 

Recently, the rapid progress in information technology enables to construct a Combat 
Training Center (CTC) that provides an environment similar to a real battle field. In  

 

 

Fig. 1. Configuration diagram of a generic core instrumentation system 

                                                           
1  Currently, the C4ISR AF has evolved into the Department of Defense Architectural 

Framework (DoD AF) 1.0. 
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the CTC, it is possible to exercise in realistic situation and to learn lessons through 
after action review using the collection and analysis of exercise data. The National 
Training Center (NTC), the Joint Readiness Training Center (JRTC), and the Getechts 
Übungs Zentru (GÜZ) are famous sites of CTC, which are running by USA and 
Germany, respectively. Many other countries including Korea are constructing CTC 
or considering construction of CTC. [11] 

In general, a Core Instrumentation System (CIS) is composed of engagement 
simulation subsystem, communication networks, exercise control center (ExCon) 
subsystem, observer controller (OC) subsystem, and after action review (AAR) 
subsystem. Engagement simulation subsystem simulates weapons of training unit and 
opposing force through Direct Weapon Engagement (DWE), Area Weapon Effective-
ness Simulation (AWES), and Effect Management System (EMS) on fire and damage. 
DWE and AWES simulate helicopters, dismounted weapons, tanks, and indirect 
weapon using equipment composed of Global Positioning System (GPS), laser, 
micro-processors, and radio devices. 

Communication networks include a backbone network which consists of an optical 
network and a microwave network, local area network, and so on. The exercise 
control center subsystem is composed of workstations, servers, local area networks, 
exercise management software, and system management software. And the exercise 
control subsystem is composed of Personal Digital Assistants (PDA's), notebooks, 
and radio devices. Finally, after the action review subsystem is composed of 
projection equipments, workstations, and AAR software. Fig.1 shows a configuration 
diagram of a generic core instrumentation system. Also the system configuration of 
K-CIS is similar to the configuration shown in Fig. 1. 

3   The System Development Process of the K-CIS 

Before establishing system development process based on the RUP, we discuss the 
characteristics of the K-CIS, establishment of process, and efficiency of process. First, 
the K-CIS is a software-intensive system that is composed of software, hardware, 
communication networks, facilities, road, and so on. Particularly, software is the core 
component for integration and interoperation among various components of the K-
CIS. The K-CIS software includes exercise control software as user application, 
system supporting software as commercial off the shelf (COTS), and engagement 
simulation / communications software as embedded software. Moreover, it has near 
real time characteristic which engagement data should be reported to the exercise 
control center subsystem with regular period for simulation of area weapons. 

In order to incorporate the RUP into the system development process of the K-CIS, 
we need to merge workflows of system process such as conceptual development, 
system requirement analysis, and system design with business modeling workflow of 
the RUP. Then, we also require combining processes for embedded software and 
customizing software with the RUP. Moreover, we need to define number of phases, 
number of iterations, activities, tasks, and artifacts within the RUP. Finally, we need 
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to evaluate the efficiency of the tailored RUP through comparison with the waterfall 
model and the typical RUP. 

Fig. 2 shows the system development process of the K-CIS which merges the RUP, 
software development process of MIL-STD-498 [12], and development processes for 
embedded software and hardware together. The conceptual development has been 
done using the C4ISR AF that provides Operational Architecture (OA), System 
Architecture (SA) and Technical Architecture (TA). This method is more detail and 
specific rather than business modeling workflow of the RUP. 

 

Fig. 2. System development process of the K-CIS. CD (Conceptual Development), SRA 
(System Requirement Analysis), SD (System Design), I# (Iteration #), R (Requirement), A 
(Analysis), D (Development), I (Implementation), M (Manufacturing), T (Test), CSU 
(Computer Software Unit), CSC (Computer Software Component), CSCI (Computer Software 
Configuration item), SI (System Integration), Dp (Deployment), SIT (System Integration Test), 
DT&E (Development Test & Evaluation), OT&E (Operational Test & Evaluation). 

Moreover, the tailored RUP has two builds and five iterations. Then iteration 
consists of requirement, analysis, design, implementation, and test workflows. 
Particularly, iteration 5 is set up for integration of whole software components of the 
K-CIS. The development processes for embedded software and hardware adopt 
traditional waterfall model. Deployment workflow is merged into system integration 
workflow of system process. The workflows, activities, tasks, and artifacts are also 
presented in Table 1. 
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Table 1. The K-CIS development process 

Workflows Activities Tasks Artifacts 
Definition of common terminologies Glossary 

Data collection Definition of 
requirements Elaboration of requirements 

Software Requirement 
Specification 

Description of system operation scenarios System operation scenario 
Definition of usecase model Usecase specification 

Require-
ment 

Description of architecture usecase view Architecture usecase view 
Drawing sequence diagram Sequence diagram 
Drawing collaboration diagram Collaboration diagram 
Drawing class diagram Class diagram 

Analysis of 
usecase 

Drawing package diagram Package diagram 
Drawing user interface 
diagram 

User interface diagram 

Design of user interface layout User interface layout 

Design of 
user  
interface 

Design of user interface report User interface report 
Identification of interoperable elements Interface Req. Specification 

Analysis 
& 

Design 

Description of architecture logical view Architecture logical view 
Refinement of sequence 
diagram 

Sequence diagram 

Refinement of collaboration 
diagram 

Collaboration diagram 

Refinement of class diagram Class diagram 

Design of  
usecase 

Refinement of package 
diagram 

Package diagram 

Design of class Class specification 
Design of subsystem Subsystem specification 
Design of data model Table specification 
Definition of deployment model Deployment diagram 
Description of architecture process view Architecture porcess view 

Analysis 
& 

Design 

Description of architecture deployment view Architecture deployment view 
Description of architecture implementation 
view 

Architecture implementation 
view 

Structuring component model Component specification 
Implement-

ation 
Implementation of components Source code and documentation 
Unit test Unit test plan / report 
Unit system test Unit system test plan / report Test 
Integration test Integration test plan / report 

4   Evaluation of the K-CIS Development Process 

In this section, we evaluate the K-CIS development process with respect to process 
and supporting workflows, which come from the RUP [7], through comparison with 
the waterfall model and the typical RUP. Particularly, we have used the published 
data in references [2], [5], [7] and the collected data during the K-CIS development. 
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4.1   Processes Workflows 

Process workflows are business modeling, requirements, analysis and design, 
implementation, and test. Here, we discuss the characteristics of the K-CIS 
development process with respect to these workflows and integration aspect. Current 
acquisition process of defense automated information systems [8] has applied the 
waterfall model implicitly, however, there is no restriction to apply an iterative model 
in developing software-intensive system. Up to the present, most projects for 
software-intensive system have adopted the waterfall model. 

First of all, we need some tailoring of the RUP to merge with system development 
process. The waterfall model is considering grand design, but the RUP is based on 
iterative development. Thus, the RUP is more proper for large-scale software 
development with incremental and evolutionary approach rather than the waterfall 
model. This characteristic of the RUP enables ease communications among 
stakeholders rather than the waterfall model. The result of the tailored RUP is shown in 
Fig. 2 and its detailed workflows, activities, tasks, and artifacts are shown in Table 1. 

In business modeling aspect, the traditional waterfall model begins from 
requirement stage. But the RUP provides business modeling with 6 scenarios such as 
organizational chart, domain modeling, and one business with many systems, generic 
business model, new business, and business process reengineering. However, the K-
CIS system development process has adopted the C4ISR AF as its business modeling 
during conceptual development stage. The concept development stage is a business 
modeling in the C4ISR AF which has 2 AV (All View) artifacts, 9 OV (Operational 
View) artifacts, 13 SV (System View) artifacts, 2 TV (Technical View) artifacts. The 
detailed procedure and artifacts of the C4ISR AF are shown in the reference [9]. 
Thus, the K-CIS concept development in the C4ISR AF is stronger than the RUP 
business modeling. 

In requirement aspect, the waterfall model is not easy to modify requirements after 
confirming the requirements. Even though some advanced waterfall model allows 
modification with feedback to previous states, it is not possible to modify large-scope 
of requirements. On the other hand, the waterfall model is proper if requirements of a 
system are definite and can be developed at once. The RUP is easy to complement at 
next iteration though experience and trial-errors of previous iteration. Therefore, the 
RUP has advantages when requirements of a system are not clear. But, the RUP has 
some overheads for managing changes of requirements and their documentation. 
Meanwhile, these characteristics of RUP can be applied to the remained workflows 
such as analysis and design, implementation, and test. 

In integration aspect, the workflows of waterfall model are performed in sequence 
with grand design. Each item is tested and its defects are removed along proceeding 
development. At this time, integration is not easy when there are some defects in an 
item. The test scope is magnified because it is not verified what defects cause effect to 
associated items. In the worst case, most associated items should be modified. On the 
other hand, the iterative model allows incremental development which adds new 
items to the pre-verified item. Therefore, we can reduce the number of items to be 
modified. And some critical part of a system can be developed as a prototype at the 
early stage. Also this prototype can be evolved to whole system. 
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4.2   Supporting Workflows 

In this section, we focus on configuration management, and project management. 
Particularly, we elaborate project management into risk management and quality 
management. 

First, goal of configuration management is to identify, to evaluate, to decide, and to 
trace changes of requirements. In general, it is difficult to manage when there are 
many changes. An iterative development is easier to find defects and to change 
requirements rather than waterfall model, but is difficult to manage configuration and 
changes. Any change of a requirement influences activities of analysis, design, 
implementation, and test; and it requires additional effort to maintain artifacts. 

Fig. 3 (a) depicts the number of changes with respect to iterations in the K-CIS 
case. The data of changes are based on the reports from the meetings of change 
control board. In iteration #1, there is no change due to developing a pilot within 3 
months. But iterations #2 and #3, which are elaboration and construction phases, 
shows 60 and 109 changes after holding Software Requirement Review (SRR) and 
Critical Design Review (CDR) meetings, respectively. We have also found 26 and 29 
changes during iterations #4 and #5, which are construction and transition phases, 
respectively. 

Moreover, Fig. 3 (b) depicts the number of defects found with respect to iterations. 
It shows small numbers below 200 at iterations #1, #2, and #3, but it increases rapidly 
up to 1026 at iteration #4. The reason is that many defects are found during the 
integration of configuration items. However, the number of defects at iteration #5 
shows the small numbers below 200. We can observe some points from these two 
figures. For instance, we can see that the changes at the iteration #3 cause the K-CIS 
system to produce many defects at the iteration #4. 

 

Fig. 3. Changes and defects with respect to iterations 

Second, risks in software development are managed by control activities. In 
waterfall model, it is possible to identify impact of risk exactly after finishing test. 
Thus, we need more efforts to mitigate risks found at last phases than iterative model. 
In the K-CIS case, we have identified risks with respect to project area at initial stage 
and have provided a risk management plan. At iteration 1, we have developed a pilot 
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project to train beginners and people who are familiar with waterfall model. Then, we 
have assigned core parts with high risks to iteration 2 so as to reserve lead time in 
case of failures in development. Next, we have prepared a step-wise integration plan. 
Finally, we have identified new risks, impacts and possibilities of risks continuously 
aligned with quality management activities. 

Third, with respect to quality management we take a look at aspects of period 
(Month), effort (Man Month), lifecycle model, and defects. First of all, Table 2 
presents the ratio of period and effort assigned with respect to lifecycle models. The 
K-CIS RUP model shows a mixed form of waterfall and typical RUP at inception and 
elaboration phases. However, about 50% of period and efforts at the construction 
phase moves to the transition phase. This particular phenomenon can be explained by 
activities of the system process which are requested by the acquisition procedure of 
the K-CIS. As a result, we need to assign more period and efforts to transition phase, 
when severe acquisition procedure is expected. 

Table 2. The ratio of period and efforts assigned with respect to lifecycle models 

Waterfall Model [5] Typical RUP [7] K-CIS RUP 
Phase Period 

(M) 
Efforts 
(MM) 

Period 
(M) 

Efforts 
(MM) 

Period 
(M) 

Efforts 
(MM) 

Inception 13  5 10  5 13  4 
Elaboration 20 20 30 20 25 24 
Construction 55 60 50 65 25 33 
Transition 12 15 10 10 37 35 

Table 3 presents the ratio of period and effort assigned with respect to software size, 
KSLOC (Kilo- Source Lines of Code). The K-CIS RUP has taken 47 months for whole 
system development and 30 months for software components only. Here, the period of 
the K-CIS, 30 months, is similar to the period of the typical RUP, 28 months, and the 
increment of 17 months comes from the system development process. The efforts 
1,752 MM (Man Month) of the K-CIS case are similar to ones of the typical RUP. But 
the efforts of the K-CIS are similar to those of the waterfall model if we subtract the 
efforts, 380 MM from the acquisition procedure of the K-CIS. This fact notes that we 
need some time to migrate from a waterfall model to an iterative model. 

Table 3. The ratio of period and efforts assigned with respect to software size 

Waterfall Model [5] Typical RUP [7] K-CIS RUP 
Kilo-SLOC Period 

(M) 
Efforts 
(MM) 

Period 
(M) 

Efforts 
(MM) 

Period 
(M) 

Efforts 
(MM) 

450 40 1,466 28 1,890 47 1,752 

Meanwhile, the typical RUP requires more effort rather than the waterfall model. 
Its cost for incremented efforts is rewarded by high quality of software. Table 4 
presents the number of defects found with respect to lifecycle models. In general, 
defects are found by activities of artifact review, joint review, validation, verification, 
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test, audit, and process assessment. In Table 4, The K-CIS RUP shows a low number 
of defects at requirement workflow. It is due to application of the C4ISR AF instead 
of the business modeling of RUP. Even the total number of defects is the smallest 
among alternatives, the defects are found at last workflows such as implementation 
and test. This fact notes that the participants of the K-CIS project are not familiar with 
the K-CIS RUP. 

Table 4. The number of defects found with respect to lifecycle models 

Typical RUP [7] Workflow Waterfall 
Model [5] Iter. (2-4) Iter. (5-10) 

K-CIS 
RUP 

Requirement 4.2 3.2   2.4 0.5 
Analysis 3.1 2.5   3.7 1.3 
Design 1.1 1.1   2.2 1.2 
Implementation 1.0 2.1   3.5 5.9 
Test 9.4 8.9 11.8 8.9 

5   Concluding Remarks 

In this paper we have studied on an interactive development using the RUP to a 
software-intensive system. We have chosen the K-CIS RUP case and have compared 
with the waterfall model and the typical RUP model. As the main results, the K-CIS 
RUP includes some changed processes with respect to tailoring with system 
processes; the concreteness of workflows, activities, tasks, and artifacts; and the 
business modeling from those of the typical RUP. Moreover, the K-CIS process also 
shows some strength in adaptability to large-scale systems, communications among 
stakeholders, and the flexibility of requirement changes rather than those of the 
waterfall model. However, the K-CIS process shows some weakness in configuration 
management and documentation rather than those of the waterfall model. 

Meanwhile, we have taken seven lessons learned from the K-CIS case. First, the 
RUP can be merged with legacy system development process well with some 
modifications. Fig. 2 shows an example of merging the RUP, the C4ISR AF, and 
system development process together. Second, it needs some tailoring activities, 
tasks, artifacts to meet specific business characteristics. Third, the C4ISR AF may 
reduce the number of defects than business modeling of RUP. We can see the number 
of defects from requirement workflow in Table 4. Fourth, an iterative model is 
superior to a waterfall model in risk mitigation and reuse of experiences from 
previous iterations, and shows large number of changes at elaboration and 
construction phases as shown in Fig.3. 

Fifth, we need a strategy to relate step-wise interface test with quality management 
activities in order to mitigate risks and to improve quality of final product. Sixth, we 
require adjustment of period and efforts for construction and transition phases of the 
RUP when the RUP is merged with a system development process under an 
acquisition manager's control. The K-CIS RUP case in Table 2 shows that about 50% 
of assigned period and efforts at the construction phase has moved to the transition 
phase. Seventh, when we migrate from a waterfall model to an iterative model at the 
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first time, we may simply repeat the waterfall model, because we are lacking at know-
how on the integration and the distribution of efforts. As a result, the efforts for defect 
correction are increased as shown in Table 3. 

Finally, we believe that the result of our work is useful for establishing system 
development process with the RUP, when public organizations are intended to acquire 
software-intensive systems. 
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Abstract. Human ability to perceive colors is a very subjective matter. The task 
of measuring and analyzing appropriate colors from colored images, which 
matches human sensitivity for perceiving colors has been a challenge to the 
research community. In this paper we propose a novel approach, which involves 
the use of fuzzy logic and reasoning to analyze the RGB color intensities 
extracted from sensory inputs to understand human sensitivity for various 
colors.  Based on this approach, an intelligent system has been built to predict 
the subject’s personality. The results of experiments conducted with this system 
are discussed in the paper. 

1   Introduction 

Color perception by an individual involves attaching a label denoting the color in 
order to categorize the perceived color. Human beings rely on color for a variety of 
reasons including recognizing color of the traffic signal while driving. However, 
human beings also regard it as an aesthetic issue when it comes to color perception for 
choosing the colors for their clothing, furniture and objects that surround them. The 
choice often reflects their personality. It is often difficult to label these colors exactly 
by using a finite number of categories like, red, blue green etc. 

Human eye contains rods, which identify black & white, and three types of color 
cones, which are sensitive to blue, green and red. By combining the cone type’s 
relative light intensities, color is perceived by the human brain. Combined response of 
cones is called the Eye Luminous Efficiency. Differences in individual’s visual 
sensitivity results in different color perception by each human being. Psychologists 
have linked people’s preference for colors with their personalities [1][2]. 
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Computer monitors display a wide range of colors by assigning real values to the 
intensity of red, green and blue (RGB) colors and then fusing them. Number of bits is 
used to represent intensity of each color, hence if 2 bits are used only two values 
(black and white) can be represented. As the number of bits is increased more gray 
levels can be represented, which can result in providing excellent color saturation. 
However, the task of perception involves categorizing into color classes. If a single 
label is attached to the given pixel intensity value there is a high likelihood of making 
an error. This paper uses fuzzy logic and reasoning to determine the most appropriate 
linguistic label to the color selected from the given color palate in order to minimize 
the error. 

The entire process of applying fuzzy logic in this paper contains the following 
steps: 

− Step 1 : Define fuzzy sets 
− Step 2 : Relate observations to fuzzy sets 
− Step 3 : Define fuzzy rules 
− Step 4 : Evaluate each case for all fuzzy rules 
− Step 5 : Combine information from rules 
− Step 6 : Defuzzify results. 

2   Human Eye Color Sensitivity and Perception 

Many researchers [3][4][5] have studied the color sensitivity of the human eye. 
Bjorstadt has used a variety of survey methods to study color sensitivity and human 
ability to perceive color. The study investigates [6] the relationship between color 
preference and the personality of the perceiver. According to the study, people who 
perceive yellow and red color and prefer warmer colors demonstrate a tendency to be 
“stimulus-receptive”. People who prefer warm colors are usually very active, 
straightforward and tend to be reasonable rather than confrontational by nature. They 
can be easily distracted, tend to give up easily and not struggle, and display strong 
emotions. On the other hand, people who prefer cold colors, i.e. green and blue, tend 
to be “stimulus-selective”. Table 1 shows the relationship between color preference 
and personality. 

3   Dealing with Sensitivity Using Fuzzy Logic 

3.1   Membership Function for Colors 

The first task is to define fuzzy sets corresponding to high, low and intermediate 
values. An advantage of the fuzzy approach is that we don't have to define each 
possible level [7][8]. Intermediate levels are accounted for as they can have 
membership on both the high and low fuzzy sets[9]. For these the fuzzy sets we 
assume the membership function shown in Fig 1. 
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For each R, G, and B color values set memberships (Low, Low Medium, High 
Medium and High) are selected using a triangle type membership function and 
calculated using the intensity range. Based on the intensity value, membership value 
for each of the four fuzzy sets is calculated.  

Table 1. Relationship between color preference and personality 

Color 
preference 

Personality 

White These people tend to be very self-conscience and behave based 
on how other people will perceive their actions. They tend to lack 
self-confidence and are often reluctant to express their own 
preferences. 

Black They tend to be unhappy, lack self-confidence and self-esteem, and 
are prone to dwell. 

Gray These people are not happy unless they are with other people and 
assisting them with their problems. They have great loyalty to 
country and home. They are independent, cautious, and prefer 
comfort to glamour. They are neat and fashionable. 

Yellow They tend to be intellectuals. They are definitely extrovert and likely, 
if crossed, to “roar like a lion.” They are very generous, forthright, 
and open with people. People preferring yellow have a strong 
spiritual or metaphysical interest. 

Orange They are full of enthusiasm and look for adventure. Their ideas are 
unique. Their strong determination helps them carry through any plan 
of responsibility. 

Brown They see the good in all people. They have a very logical mind. 
They are understanding as well as firm. Their quick adaptability is a 
great asset. 

Pink They seem to be always dissatisfied. They usually do not express 
their own opinion. 

Red They tend to be extrovert, full of vigor and vitality. They are of 
youthful mind, which aspires to freedom of movement. 

Green They are usually kind, generous, and loyal. They are inclined to be 
methodical and you have great determination 

Sky blue They are stubborn. They are sensitive and conscientious. 
Blue They are very sensitive and have a tendency to be moody. Introvert 

by nature. 
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Fig. 1. Membership function for each color based on the color intensity 

Fig. 1 shows the fuzzy membership functions for each color based on the color 
intensity using 8-bit representation, i.e. range of 0-255. Table 2 shows the interval for 
each fuzzy set membership function. H represents high function range, HM represents 
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medium high function range, LM represents the next lower function range, and L 
represents the lowest function range. 

Table 2. Intervals for the fuzzy membership function 

Fuzzy membership class Intensity interval 
Color frequency low.(L) [0,81] 
Color frequency little low.(LM) [45,145] 
Color frequency little high.(HM) [109,209] 
Color frequency high.(H) [173,255] 

3.2   Define Decision Rules for Color Information  

First the intensity values for each color (red, blue and green) are obtained and the 
membership value for H, HM, LM, and L fuzzy sets is calculated using the function 
shown in Fig. 1.  

Table 3. Rule of color reasoning 

Color 
Preference 

R G B 
Membership 

Degree 

H H H H White 
HM HM HM HM 

L L L H Black 
LM LM LM HM 
LM LM LM H Gray 
HM HM HM H 
H H L H Yellow 

HM HM L HM 
H HM L H Orange 
H LM L HM 

LM LM L H Brown 
HM LM L HM 
H HM HM H Pink 
H LM HM H 
H L L H Red 
H LM LM HM 
L H L H Green 

LM H LM HM 
LM HM H H Sky blue 
HM HM H HM 

L L H H Blue 
LM LM H HM 
HM L H H Purple 
HM LM H HM 
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Now we must define the decision rules. These rules are defined in simple language 
terms. There are no decisions to be made about breakpoints. There are no decisions to 
be made about the functional form of the relationships. The rules can be understood at 
a common sense level. At the same time these rules result in specific and repeatable 
(same inputs gives same output) results. Table 3 shows the decision rules that relate 
the color to the fuzzy set membership value for the RGB color. It is possible to assign 
numerous different color categories. However, only 12 color categories are chosen for 
the fuzzy reasoning rules. 

3.3   De-fuzzinification to Obtain Precise Color  

Next step is to draw inference using the rules shown in Table 3. In this case, we want 
to relate the observations to the rules. We are interested in what degree an observation 
has membership in the fuzzy set associated with each rule. The following 
memberships need to be evaluated as follows: 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )( ))Y(,B,G,Rminmaxm

Y,B,G,RminY,BGR

iYiBiGiRiT

iYiBiGiRmmmmRi

μμμμμ
μμμμμ

=
=

 (1) 

For logical "and" operations using fuzzy sets the resulting membership functions 
are defined as the minimum of the values of the memberships on the component sets. 
If the rule has "or" operations the maximum of the memberships would be used. 
Further these memberships can be used to define a fuzzy set for the outcomes of the 
rules. Specifically, the membership of an observation on the rules fuzzy set becomes 
the maximum membership of the outcomes fuzzy set. 

In this paper we use the Max-Min method to determine the membership of an 
observation. In step 5 combinations are performed. The task is to define one fuzzy set 
for the outcome considering all the rules and the values for a specific observation. 
One way to do this is take the maximum of the score for the membership function 
defined for each rule. In this paper, the composite score is determined using center of 
gravity method. The composite score X is calculated using equation below. 

( )×=
i

ii

x

x
X

μ
 (2) 

In this phase, linguistic meaning is assigned to each pixel in the set using a fuzzy 
inference operation. To do this we first combine the results from all rules into the 
outcome fuzzy set and then transform this composite fuzzy set to a crisp number. 
Table 4 shows the final result of color evaluation using defuzzification. 

Table 4. The final color evaluation 

Final color Evaluation range 

As membership value is low crisp value is 0 400 .X <≤  

To result of inference for membership value is 
highest color intensity 

0140 .X. ≤≤  
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4   Experimental Analysis and Results 

In order to embody color sensitivity using Fuzzy theory, experiments were carried out 
using Visual C++ 6.0 on an IBM PC with a Pentium TV CPU.   Fig. 2 shows the 
screen capture of a window designed using an image editing program for providing a 
range of color options to the user. The user chooses the color by clicking on the color 
palate provided in that window. Note that a large variety of colors are available to the 
user to choose from. After the user selects the color from the variety of options, fuzzy 
logic and reasoning approach discussed in this paper is applied and the nearest 
matching color is determined. Fig. 3 shows the screen capture where a user has 
chosen a color from the palate (on the left). On the right the nearest match chosen by 
our approach is shown in Fig. 3. 

 

Fig. 2. Screen capture of the computer application showing the color palate 

 

Fig. 3. Screen captures showing the color chosen by the user and the color match obtained by 
the fuzzy intelligent 

Fig. 3 here shows selection of optional black level color, RGB(41,11,1) by the user 
on the left. On the right the fuzzy logic and reasoning analysis result shows the value 
RGB (0,0,0).  Based on the color value obtained by fuzzy logic and reasoning analysis 
Fig. 4 shows the result based on the research of Bjurstadt. 

 

Fig. 4. Screen captures displaying the color preference and the personality of user 
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5   Conclusion 

We have discussed a fuzzy logic based approach for assigning linguistic labels to a 
variety of color combinations. An intelligent system has been designed which 
displays a color palate to the subject. The subject chooses the color of his preferences 
and based on the fuzzy reasoning algorithm system performs computations. Finally, 
the color preference is linked by the system to subject’s personality based on existing 
psychological studies. Results of experiments with this system demonstrate its 
success. 
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Abstract. Radio Frequency Identification (RFID) systems, which are the 
important technology to identify objects using tags, readers, and sensors, have 
been used in many applications. Recently, the performance evaluation of RFID 
systems is required to construct effective RFID systems as the development of 
RFID systems increases. However, most existing researches are limited to 
systematic factors related to RFID hardware systems. Therefore, we propose the 
environmental factors affecting on the performance of RFID systems and verify 
the reliability of RFID systems through defined factors. For doing the 
evaluation, we construct a prototype of product control RFID system and 
simulate our system with the proposed factors. As the results, we describe the 
factors to construct effective RFID systems. 

1   Introduction  

Radio Frequency Identification (RFID) is the technology for executing individual 
identification using Radio Frequency. The RFID is important for Ubiquitous 
Computing Environment, and much of the research has dealt with expectations of 
economic effects attained from RFID technology in Korea, America, Japan and 
elsewhere [18]. Research into the RFID system is classified into hardware and 
software systems. In the hardware development, most of the research focuses on the 
RFID tag and reader [14] and RFID software systems in fields of library control [2], 
airport [20], entrance exit management system [15], transportation [10], postal system 
[1], and product control system [17].  

As the applications mentioned above, RFID systems have been actively used in 
many parts. Especially, product control processes, which are a common part in real 
business fields, have been constructed using 13.56 MHz RFID systems [22]. 
However, there are some restrictions in using RFID systems in actual field of the 
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product control because of the cost of RFID tag [19], tag collision [9], performance 
[21], and security [8]. Especially, the performance of RFID equipment such as tags 
and readers is an important consideration in constructing RFID systems. For 
example, how the system performs as different variations of the distance between the 
reader and tags, tag location, and multi-tag, and how the system performs in different 
environments such as sensors and conveyor’s speed [5].  Therefore, it is essential 
that reliable verification tool to evaluate performance of RFID systems must be 
provided to apply the RFID systems to real fields in a rapid time frame. 

In this paper we propose the factors and methods for performance evaluation in 
RFID systems. In order to verify the RFID systems, we composed of two parts. At 
the first part, we will implement a RFID system on a real-time product control 
process which is manufactured as a prototype system for simulations of a RFID 
system in our laboratory [16][13]. Next, we will test our system as factors affecting 
on the performance of RFID systems with the various kinds of RFID Tags. 

This paper is organized in the following manner. In the next section, we describe 
the features of RFID system and common factors affecting the RFID systems in 
previous research. In Section 3, we present the architecture of a RFID system, and 
propose the factors for reliable verification. We address the results of experiment, 
and finally, we summarize this research and describe future work.  

2   RFID Systems 

2.1   The RFID Features 

RFID systems consist of two main components, RFID tags which are attached to the 
object to be identified and are perceived as the data carriers, and RFID readers, 
which can read tags by sensors [6].  RFID systems have different features as 
frequency. Especially, the 13.56MHz frequency is used in the most active fields 
because the tags are relatively cheaper, and these features are shown in table 1. The 
13.56MHz RFID systems are usually used in automation of productions and product 
control systems [23].  

Table 1. The Features of 13.56MHz RFID Systems 

The Features Contents 
Reading Distance < 60cm 
Operation Mode Passive  
Application Field Product Control Process, Transportation 

Card,  Baggage Control 
Identification Speed Low Speed 
Read/Write Function  Available 

Data in RFID tags can be written and read. This regulation follows the ISO 15693 
standard [12] and is shown in Fig 1. The data is written in the area of defined data 
blocks. RFID systems have advantages to write to tags and to reuse them [3]. 



 The Development of Reliability Verification Tool of RFID Tag 897 

……

…… ……

 

Fig. 1. Data Block of RFID Tag 

2.2   Factors Affecting the RFID System Performance 

As mentioned in the earlier section, it is limitations that the current RFID systems 
are dependent on the environmental factors such as speeds, distances, and 
temperatures of devices. The research about factors affecting the verification of RFID 
systems are of a growing interest, and some of the research has proposed several 
factors as shown table 2. 

Table 2. Related Works 

Authors The Factors Frequency Features 

Floerkemeier[7] 

- arrangement of tag 
- tag detuning 
- collision with other device 
- affecting on metal/water 

13.56MHz 
Design 
improvement  

Inoue [11] 

- arrangement of tag 
- distance between tag/reader 
- moving speed of tag 
- collision with other device  

13.56MHz 
Systematic 
approach 

Daniel [4] 

- distance between tag/reader 
- affecting on metal/water 
- identification rate of  

material 

900MHz 
The first 
performance 
evaluation test 

Floerkmeier [7] and Inoue [11] proposed the problems of RFID and tried to improve 
the reliability through a systematic approach. However, the study does not present the 
performance results of various tags. The research aim of RFID Alliance Lab [4] is to 
provide the performance evaluation of RFID system on the 900MHz systems.  

The factors affecting the RFID systems in most research are tag location, collision 
problem and tag speed. 

3   Architecture for Verification of RFID Systems 

We present the architecture of RFID systems and factors to verify the performance the 
systems.  
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3.1   RFID Verification System Architecture  

The architecture of the verification tool of RFID system is shown in Fig 2. 
We developed a method to verify a product control RFID system and developed the 
verification tool using the system. The RFID system consists of the start client, the 
Web service, database system, and the end client. The start clients read product 
information such as type, color, size, serial number and save the information to a tag. 
Web services process values required from clients by connecting to the database 
systems. The end clients confirm the actual products and display the information on a 
screen in a control line by reading RFID tag. The line information as the type of 
products will be set up before the system is started.  

 

Fig. 2. Architecture of the RFID System 

Start Client. Client systems read the product information from database systems and 
a tag serial number by a tag reader. The general procedures of start client modules are 
as follows. 
(1) The workers login to RFID product control system with defined login-id and line 

number.  
(2) Tag is loaded onto the products.  
(3) The information of products is read from database systems.  
(4) The employees make sure the information is accurate. 
(5) When the contents of products happen to be modified, they will be change into 

other types of products.  
(6) The changed item will record on the database systems 
(7) The product serial number is recorded in the RFID Tag. 

End Client. End clients confirm product information and classification according to 
products features. The sensor in end clients helps the identification of products. The 
I/O card control system distributes the products and a packing spot that categorizes 
the products before wrapping according to feature of products.  
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(1) The sensor recognizes the production through RFID tag.  
(2) The product information is displayed on the screen. 
(3) The products are classified by classifier according to a signal whether the product 

information is exact or not.  

Verification Module. We verify the performance of RFID tags. The performance 
evaluation is performed in the four factors which are identification time, identification 
multiple tags, distance between tags and readers, and writing ability of tags. The 
experiment of the distance factor is preformed in the end clients and other factors are 
experimented on the client module.  

3.2   Factors of Reliability Verification  

We use the two kinds of tag, the Pico tag system of A company which operates at 
13.56MHz based on the ISO 15693 standard[12] for RFID. The specifications of 
tested RFID tags are in table 3. We experimented with the factors of reading 
distances, identification time, identification rate, and writing ability.  

 
Table 3. Tested RFID Tags Descriptions 

Features Pico Tag 

Standard Protocol ISO 15693 

Carrier Frequency 13.56MHz 

Reading Distance 70cm – 1.5m  

Anti Collision 50 chips/s 

Type of Tags Card type & Film type 

EEPROM Memory Size 8 byte block 

Communication Speed  26kbps 

Table 4. Verification Factors 

Factors Variable Experiment Criterions 
Identification 
Speed 

Identification time per one tag - Number of test tag : from 1 to 20 
- Arrangement of tag: 4*4 metrics  

The number of tags   - Number of  tag : from 1 to 20 
- Arrangement of tag: 4*4 metrics 

The rate  
of Identification  

The distance between tags and 
reader 

- Location of tag : middle of reader  
- Number of tag : one per one time 
- The distance: 0.1 - 20cm 

Durability The number of writing - The size of writing data : 8 byte 
- Number of test tag : one tag at a 

time 
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The factors affecting the verification are divided into three parts, which are 
total identification time, the distance of reading success, and writing ability as shown 
table 4. 

4   Verification Results 

4.1   Method of Reliability Verification 

We describe the reliability verification method and how the verification performs in 
Fig. 3.  

Fig. 3. Reliability Verification Tool 

Number of Tag. We verified the collision problem. We select a number of the tags 
from 1 to 20 in regular sequence. The return values are the total identification time. 

Number of Writing. We verified how many writings are possible. The data of 8 
bytes size are written in the tags, and we checked the return values, which are the 
number of writing success tags.  

Identification Distance. We checked how many tags were identified as varied 
distances, which were measured from 0.5cm to 20cm.  

Identification of Multiple Tags. We also verified the collision problem. We arranged 
the tags of shape of 4*4 metrics as increasing from 1 to 25 tags.  

4.2   Results of Reliability Verification  

We present the results of reliability verification. This research used two kinds of 
RFID tags, which are card types and film types. Fig. 4 shows the results of 
verification data. In Card type tag, the average identification time per one tag is 
41.34(ms), and the other type is 48.41(ms). As a result, we know card type tags are 
better than film ones in identification average time.  
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Fig. 4. Identification Time according to the Tag Number  

Fig. 5 shows the results of identification rates of multiple tags. The identification 
rate until 6 tag is about 90%. However, the identification performance drops in more 
than 6 tags after 13 tags identification rate fall to 50%. In case of Card type tag, the 
performance is under 25% in more than 14 tags, but the Film type is under 25% from 
19 tags. Hence, we discover the number of tags used in real-time product control is 
suitable about 6 tags, and we can recommend the card type tag than film type tag if 
tags are identified immediately.  

 

Fig. 5. Identification Rate of Multiple Tags 
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Fig. 6 shows how RFID tags can be identified in some distances. We have verified 
20 tags according to distance points. The results represent that the best distance of 
Card type tag is from 0.5 to 14.5 (cm), and Film type is suitable in 4.5 (cm). The 
results shows the distances between readers and tags can be suitable to 14 cm in card 
type tags.  

 

Fig. 6. The Reading Distance 

Fig. 7 shows how many data is written in a tag. We have saved size the data of 8 
bytes repeatedly and checked how many the writing works are successful each case. 
We know that the Card type tags are strong until writing to about 30 times, and Film 
type tag is strong until 10 times. The average error rate to writing works is about 0.36 
in the card type. Hence, we can recommend the use of card type tags in case tags needs 
writing works, and  the cards are unstable in writing after using the tag for 30 times. 

 

Fig. 7. Writing Ability  
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5   Conclusion 

In this paper, we proposed the factors affecting the performance evaluation and 
verified the reliability verification of RFID Tag using 13.56MHz RFID system. To 
verify the RFID systems, we implemented the production control system and we 
tested it by using different tags. We discovered that the number of tags used in real-
time product control is suitable for 6 tags, and we can recommend the card type tag 
rather than the film type tag if tags are identified immediately. Also, we know from 
the results that the card type tags are stable in 14 cm in distance distances and 1 to 30 
times in writing ability.  

Our future works are as follows.  In this research, we have tested product of one 
vendor and two kinds of tags. We need verification of various vendors of RFID 
systems to provide effective performance evaluation. Also, we must add the some 
factors affecting the interference between tags and packing material.  
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Abstract. State explosion problem is a major huddle in model checking area. 
The model described in the temporal model checking is mainly control flow 
model. The fFSM is a model for describing the control flow aspects in 
PeaCE(Ptolemy extension as a Codesign Environment), which is a hardware/ 
software codesign environment to support complex embedded systems. fFSM, 
like a Statecharts, supports concurrency, hierarchy and global variables. But due 
to lack of their formality, we defined step semantics for this model and 
developed its verification tool in the previous work. In this paper, we present 
the model reduction technique based on dependency analysis to avoid the state 
explosion problem. As a result, the model, which couldn’t be verified before 
applying the technique, is verified.  

Keywords: State explosion problem, Dependency analysis, Model reduction, 
Model checking. 

1   Introduction* 

Control flow model like a Finite State Machine (FSM) is widely used in specifying 
system behavior. The PeaCE[1] is the Hardware/software codesign environment to 
support complex embedded systems. The specification uses synchronous dataflow (SDF) 
model for computation tasks, extended FSM model for control tasks and task-level 
specification model for system level coordination of internal models (SDF and FSM).  

The fFSM is another variant of Harel’s Statecharts, which supports concurrency, 
hierarchy and internal event as Statecharts does. Also it includes global variables as 
memories in a system. This model is influenced from STATEMATE of i-Logix 
inc.[2] and the Ptolemy[3] approaches. But the formal semantics of fFSM was not 
defined. The absence of a formal semantics caused problems such as confidence for 
simulation, correctness of code generation, and validation of a system specification. 
In the previous work, in order to solve those problems we defined step semantics of 
fFSM and we developed simulation and verification tool, Stepper, by means of the 
formal semantics, which was defined by flatten model of fFSM. SMV model checker 
was used in verification part, so this tool had a translation module from flatten fFSM 
into input language of SMV. In our tool, to be convenient for user to check some 
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important properties, those are automatically generated. According to the users’ 
choice in the property window, one of six properties can be checked. Built-in 
properties are such as unused components, unreachable guards, ambiguous transi- 
tions, deadlock, divergent behaviors, and race condition violation[4]. 

However, because of the use of variables in fFSM model, the state explosion 
problem occurs. Therefore, in this paper, to overcome the problem, we introduce 
model reduction technique into the Stepper, which is focusing on components of the 
model that are referred to in the property to be checked via dependency analysis. This 
technique is sometimes kwon as cone of influence which syntactically decrease the 
size of the state transition graph. Chan showed effective results of the model checking 
of Statecharts model using this technique[5]. Lind-Nielsen[6] proposed dependency 
analysis on the HSEM(Hierarchical State Event Model) to perform the compositional 
model checkingWe attempted to apply these techniques to fFSM model to tackle the 
state explosion problem. Through experimental results, we show that the Stepper is 
improved on the scalability and give that system consisted of loosely coupled 
components is very effective in model checking. 

The rest of the paper is structured as follows. In the next section, we overview the 
reduction technique so called cone-of-influence. In Section 3, we show reduction 
technique with dependency analysis in the control flow model. The experimental 
results present in section 4, and then we conclude the paper in section 5.  

2   Background 

Cone of influence technique attempts to decrease the size of the control flow model 
by focusing on the variables of the system that are referred to in the properties for 
model checking. In this chapter, we will summarize the cone of influence abstraction 
explained in [7].  

Let V  be the set of variables of a given synchronous circuits, which can be 

described by a set of equations: )(' Vfv ii = , for each Vvi ∈ , where if is a boolean 

function. Suppose that a set of variables VV ⊆′  are of interest with respect to the 
required property. We want to simplify the model by referring only to these variables. 
However, the values of variables in V ′  might depend on values of variables not in V ′ . 
Therefore, we define the cone of influence C  for V ′  and use C  in order to reduce the 
description of the model. The cone of influence C  of V ′  is the minimal set of 
variables such that 

• CV ⊆′  

• If for some Cvl ∈  its 
lf  depends  on 

jv , the Cv j ∈ . 

We will next show that the cone of influence reduction preserves the correctness of 
specifications in Computation Tree Logic(CTL) if they are defined over variables 
(atomic propositions) in C.  

Let },,{ 1 nvvV = be a set of Boolean variables and let },,,{ 0 LSRSM = be the 

model of a synchronous circuit defined over V where, 
nS }1,0{= is the set of all valuation of V . 
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1 VfvR ii

n
i =∧= = . 

}11)(|{)( niforvsvsL ii ≤≤== , SS ⊆0 . 

Suppose we reduce the circuit with respect to the cone of influence =C  

},,{ 1 kvv for some nk ≤ . The reduced model }ˆ,ˆ,ˆ,ˆ(ˆ
0 LSRSM = is defined by  

kS }1,0{ˆ = is the set of all valuations of },,{ 1 kvv  

)]([ˆ '
1 VfvR ii

k
i =∧= =  

}11)(ˆ|{)ˆ(ˆ kiforvsvsL ii ≤≤==  

}ˆˆ)},,(|ˆ,,ˆ{(ˆ
110110 kknk ddddthatsuchSddstateaisthereddS =∧∧=∈=

Let SSB ˆ×⊆ be the relation defined as follow:  

kiallforddBdddd kikk ≤≤=⇔∈ 1ˆ))ˆ,,ˆ(),,(( 11  

According to the proof in [7] B is a bisimulation between M and M̂ . Thus, 

MM ˆ≡ . As a result, we can obtain the following theorem:  

Let f be a CTL formula with atomic proposition in C . Then fMfM =⇔= |ˆ| . 

3    Reduction of Control Flow Model 

In this section, we explain our reduction method with below example. Figure 1 shows 
fFSM of mole game, where a player can hit the moles which move up and down after 
he/she inserts the coin. This game is a kind of reflex game. Whenever the player hit 
the risen mole, the score increase. During a time unit, presented time event, player can 
hit one mole once. 

 

Fig. 1. fFSM model of mole game 
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3.1   Syntax of Control Flow Model  

To explain the reduction technique, we define flatten machine of fFSM. There exit 
events, global variables, states, and transition. I, O, and IT are sets of input events, 
output events, and internal events, respectively.  

 
Definition 1 (fFSM). ),,,,,( VMITOIfFSM γ= , where I, O, IT are set of events, V is 

a set of global variables, and },...,{ 1 nmmM =  is the set of simple FSM. Let 
n

i
iS

1=

=  be 

the set of all states in M, hierarchical relation γ maps a state to the set of machines 
which belong to the state: .2: M→γ   

The hierarchical function γ has three properties: there exist a unique root machine, 
every non-root machine has exactly one ancestor state, and the composition function 
contains no cycles. Let ,2: →sub  and }')(|'{)( ii SssMsssub ∈∧∈= γ  is another 

function to relate between a super state and its sub states. sub+ denotes the transitive 
closureof sub and sub* denotes the reflexive transitive closure of sub.  
 

Definition 2 (Simple FSM). ),,,( 0
iiiii scrTsSm =  

1. }...,,,{ 10 n
iiii sssS = is the finite set of states of mi,  

2. 0
is  is a initial state, 

3. 
iT  is the set of transition of mi, and a transition )',,,( sAgsTt i =∈ is composed 

of source and target states s, s′∈Si, guarding condition g which is Boolean expr
ession, and set of actions A, 

4. Script
ii Sscr 2: →  is a function to map a set of script into a state. 

 

Guards that include variables and events have the following minimal grammar.  
ExpvExpvExpeExpeGGGtrueG =<=<∧¬= ||||||:: 21

 

21||:: ExpExpvnExp •= ,  

where n is an integer constant, Vv ∈ is a global variable, •∈{+, −, ×, / } represents a 
set of binary operators.  

3.2   Dependency Analysis in Control Flow Model 

Although this example is a small, however it has 20 events and 18 variables, which 
cause state explosion during model checking. So we focused the feature of this model 
and found out that the relationship among moles is loosely coupled. Actually if we 
want to check any properties about the mole3, there is no need to concern with other 
moles, because the behavior of the mole3 is not affected by other moles. In order to 
verify the model reduced by means of only components referred in a property, we 
defined dependency between components in a given model, where the component is 
one of machine, event, and variable, because each component is translated by one 
variable in SMV input language according to translation rules mentioned in previous 
works[4], we can say that this reduction technique preserves the correctness of 
properties written CTL if they are defined over variables (atomic propositions) 
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corresponding to components referred in properties. In this subsection we will explain 
how to generate dependency graph of given fFSM model.  

 

Definition 3 (Dependency Graph). Dependency graph is consist of set of nodes N 
and set of links L. N is a set of all components of given model and when m is a simple 
machine, e ∈ I∪O∪IT is an event, v ∈ V is a variable, L is a set of the dependency 
relation defined as follows: 

1. Machine m depends on machine m′ if m is defined in a sub-machine of m′. Mach
ine m depends on event e or variable v if there is at least one guard in m that has 
a syntactic reference to e or v. 

2. Event e depends on machine m if there is at least one occurring e in m. Event e d
epends on event e′or variable v if e′ or v is used a guard to occur e. Event e depe
nds on variable v if e is used an action and there is a syntactic reference to v in th
e right-hand side of the assignment of the action. 

3. Variable v depends on machine m if there is at least one assignment to v in m. Va
riable v depends on event e or variable v′ if e or v′ is used a guard to update v an
d is used in the right-hand side of the assignment to v. 

 

Below figure 2 shows a generated DG by means of Definition 3 about machine m1 
and m2 in Figure 1. DG is obtained by fixed point calculation from components referr
ed in properties to be checked. Machine m1 and m2 do not directly depend on each oth
er, but through events timeset and timeout depend on each other implicitly. 

 

Fig. 2. Dependency graph of m1 and m2 in Figure 1 

3.3   Correctness of Specification in Reduced Model 

With the DG, if we want to check about the machine m2, then events gameOn and 
gameOver may not be used to translate the model into SMV. This technique is a kind 
of cone of influence mentioned in previous chapter. Due to our translation rule, each 
component in DG corresponds to variable in SMV and variables in SMV are 
implicitly represented by Boolean variables. So we regard the component as some 
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Boolean variables like variables in synchronous circuits. It is proved in [7] that the 
cone of influence preserves the correctness of specifications in CTL if they are 
defined over variables (atomic propositions) corresponding to components referred in 
properties. According to the proof, since the original model M and the reduced model 
M′ are bisimulation relation, for any CTL formula φ written in referred components in 
a given property, φφ =′⇔= || MM .  

4   Experimental Results 

4.1   Verification on Reduced Model 

Using simulation, ambiguous transitions was found machine m15 in Figure 1. The 
event trace is {coin},{time},{time},{time},{time},{time, hit3} . It means that when 
the first rising the third mole, if player hits the mole, then in state the CountDown3, 
transition t36 and t37 are executed simultaneously, that is ambiguous transitions. But, 
by original model, we cannot terminate the verification procedure in Stepper. To 
overcome this state explosion problem, we apply the reduction technique based on 
DG explained in previous section, like figure 3. So we can detect this error within 
8.25 second and 159027 BDD size. However, the trace generated by model checking 
is not the same by simulation. The result trace is {coin},{time},{time, hit3} . It means 
that there exist serious flaw in the mole game fFSM.  

 

Fig. 3. Selected machine for verifying ambiguous transitions in m15 

4.2   Correction of the Model Error 

The model error is that when still the control is in Ready3 state, if player hits the third 
mole, since the model react the event hit3, t36 and t34 are executed simultaneously, but 
it is just a model error, that is ugly model, not any semantic error. Even though there 
is a little concern of observation, we can understand that the machine m5 becomes 
stuck after that trace. However, through the detection of local deadlock, this error is 
not detected by semantic analysis because eventually when the super state of machine 
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m5 is transferred, the stuck situation is forced to be resolved by semantics. In this case, 
like Figure 4, designer must modify the model. 

 

Fig. 4. Modified sub-model under the machine m5 

5   Conclusions 

The fFSM is a model for describing the control flow aspects in PeaCE(Ptolemy 
extension as a Codesign Environment), which is a hardware/software codesign 
environment to support complex embedded systems[1]. We defined step semantics for 
the control flow model and developed its verification tool in the previous work[4]. In 
this paper, in order to avoid the state explosion problem, we introduce the model 
reduction technique based on dependency analysis[5,6,7]. As a result, the model, 
which couldn’t be verified before applying the technique, is verified.  

Now we are interesting in applying this reduction technique to software model 
checking. Because software model used in model checking is one of control flow 
model and its size is huge. 
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Abstract. A web browser of a limited size has difficulty in expressing on a 
screen information about goods like an Internet shopping mall. Page scrolling is 
used to overcome such a limitation in expression. For a web page using page 
scrolling, it is impossible to use click-stream based analysis in analyzing inter-
est for each area by page scrolling. In this study, a web-using mining system is 
presented, designed, and implemented using page scrolling to track the position 
of the scroll bar and movements of the window cursor regularly within a win-
dow browser for real-time transfer to a mining server and to analyze user's in-
terest by using information received from the analysis of the visual perception 
area of the web page. 

1   Introduction 

A lot of methods including log analysis based web data mining, eye tracking, and 
mouse tracking are being used to evaluate interest in web pages.  

A series of processes for collecting, accumulating, and analyzing data to evaluate 
interest require enormous capital in constructing a relevant system. Unfortunately, 
additional human resources and time have been necessary in collecting and accumu-
lating data efficiently through the system constructed. In particular, there are many 
researches in web data mining based on log analysis, which provides convenience in 
information collection and includes usage information for all visitors. For an Internet 
shopping mall, it is difficult to express all information about goods through a web 
browser of a limited size.  

To overcome such a limitation, page scrolling is used to identify it; in this case, 
however, the existing log based analysis may not be useful in analyzing interest in 
information a user wants.  

Based on user interface environment, a web is not real space that users can feel di-
rectly with their hands but virtual one that they may feel indirectly through an input 
device such as a keyboard or a mouse. Therefore, it can be said that actual interaction 
between interface and a user occurs through an input device of PC.  

In this paper, we present a web usage mining model using page scrolling to collect 
the position of the scroll bar of a web browser and movements of a window cursor 
                                                           
* This research has been funded by the Kyungnam University Masan, Korea (2005). 
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regularly, transfer the results to the mining server in real time, and analyze the visual 
recognition area of the relevant web page and captured images and collected data 
through the mining server. This paper has the following construction. Relevant re-
searches in Chapter 2 consider how to segment pages based on visual recognition and 
analyze the recognition rate by web page areas and web usage mining; Chapter 3 
designs this web usage mining system using page scrolling. Chapter 4 implements the 
web usage mining system using page scrolling; Chapter 5 draws conclusions and 
presents subjects for a future study. 

2   Related Work 

2.1   Web Usage Mining  

Visitor search behaviors are recorded in a web server log file, along with information 
on user IP address, date and time of accessing a web page, how to request, URL of the 
page accessed, protocol being used in transferring data, status codes, the number of 
bytes transferred, and so on[4]. 

 

Fig. 1. Web Usage Mining Process 

Figure 1 shows web mining processing for user behaviors using log files.  
In a data cleaning process, information on visitor behaviors recorded in a log file 

was parsed to extract information such as IP address, time of connection, and re-
quested pages. Filtering aims to remove information unnecessary for visitor search 
behaviors, such as image, by using the information cleaned.  

User identification aims to track accurate information on visits by using informa-
tion about a visitor's IP address, the amount of time for maintaining session, and the 
browser being used and that about log-in. Statistical visitor information, such as  
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statistical visit date and time, the number of visits, the revisit rate, the browser being 
used, and OS being used, was extracted and analyzed from multiple viewpoints of 
page, user, click-stream, and time series[2]. 

2.2   Recognition of Common Areas in a Web Page Using Visual Information 

Figure 2 shows the areas segmented by Milos Kovacevic to designate an interest area 
and analyze the recognition rate by web page areas: H (Header) for 200 pixels at the 
top of the web page, F (Footer) for 150 pixels at its bottom, LM (Left Menu) for 15 
percent on the left, RM (Right Menu) for 15 percent on the right, and C (Center) for 
the remaining area[3]. 

 

Fig. 2. Position of areas of interest in a page 

Table 1 shows the results from the test Milos Kovacevic implemented for the 
recognition rate by interest areas: 59 percent for H, 70 percent for F, 79 percent for 
LM, and 81 percent for RM. Thus, the recognition rate was low at the top and bot-
tom of the web page and there  was no significant difference in the rate between 
LM and RM. 

Table 1. Recognition rate by interest areas

  H F LM RM Overall 
Not recognized 25 13 6 5 3 
Bad 16 17 15 14 24 
Good 10 15 3 2 50 
Excellent 49 55 76 79 23 
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2.3   Vision-Based Page Segmentation 

People use a web browser to explore a web page, which is provided in two-
dimensional expression of many visual blocks segmented by lines, blanks, image, 
color, and so on. As a page segmentation method based on visual recognition, which 
was presented by Deng C., VIPS simulates how people understand web page layout 
through their visual recognition capacity, and uses a document object model (DOM) 
structure and visual information repetitively to extract visual blocks, ultimately  
detecting visual segmentation elements, constructing a content structure, and thus 
extracting a content structure based on visual recognition[5, 8]. 

 

Fig. 3. The layout structure and vision-based content structure of an example page 

Figure 3 shows a content structure based on visual recognition for a sample page, 
detecting visual blocks as in Figure 3(b) and expressing the content structure as in 
Figure 3(c), thus reflecting the semantic structure of the page[5]. 

3   Web Usage Mining System Using Page Scroll 

3.1   Web Usage Mining System Using Page Scroll 

A web site visually provides various multimedia contents (web contents), such as text, 
image, audio, and moving pictures, which are inserted in a web page as in Figure 4. 
The monitor being most frequently used now has the resolution of 1024×768 pixels; 
by using this monitor to execute a web browser, the maximum 995×606 pixel web 
page can be expressed on the web browser. In Figure 4, a 788×1375 pixel web page is 
actually shown; here, the browser, which is 995 pixels in width, is enough to express 
788 pixel information, thus showing no horizontal scroll bar but a vertical scroll bar is 
shown to express the remaining information as it is 606 pixels in length and not 
enough to express 1375 pixel information[8]. 
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Fig. 4. Exposure of web page 

Fig. 5. Exposure or non-exposure of information on a web page 

Figure 5 shows exposure or non-exposure of information provided on a web page 
by the scroll bar of the web browser; with HA, HB, and HC for expression areas of 
hyperlink included in a web page, the first scene had HA and HB exposed but HC 
unexposed while the second scene had HB exposed only partially but HA and HC 
unexposed. 

Therefore, it is necessary to analyze the exposure and recognition rate for each web 
page area by the position of the vertical scroll bar. 
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This web usage mining system using page scrolling is composed of a vision-based 
usage mining (VUM) server for performing mining and a user activity collector 
(UAC) for collecting web user activities as in Figure 6. The VUM server has the func-
tions of visually analyzing a web page, or the target of mining, and of analyzing in-
formation on user activities collected via UAC. 

 

Fig. 6. Web Usage Mining System Using Page Scroll 

The process of visually analyzing a web page, or the target of mining, is as fol-
lows. First, it downloads a web page, expresses it visually in DOM, and then 
analyzes information on the position and size of visual expression of web contents 
included in the web page by the DOM analyzer in pixels. With the analysis of  
information on the position and size, it generates an area segmented visually by 
vision-based page segmentation (VPS), generates image for web screen and areas 
through screen capture, and then inserts UAC into the web page. UAC downloaded 
in the web browser collects information on a web page, a window cursor, and user 
activities including page scrolling regularly and transfers it to the VUM server 
through a communication module.  

A user activity analyzer (UAA) in the VUM server analyzes information on web 
page log and user activities and stores it in database.  

The VUM visualizer visualizes information on visual analysis and user activities 
and provides it in the web page mode. 

3.2   Usage Information Collection and Analysis 

This usage information collection and analysis system cannot operate by the existing 
usage information collection method, or web server log file analysis, or by the log 
information collection method using java script, or simple click-stream. In addition to 
information on click-stream, it is therefore necessary to collect information on user 
behaviors such as the position of the window cursor and that of the scroll bar of the 
web browser and send it to the analysis system for analysis. Figure 7 shows the work 
flow for collecting and analyzing user information.  
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User information collection consists of two stages according to the properties of 
the web. 

Fig. 7. Work-flow for collecting and analyzing user information 

At the first stage, when a user connects a web page, the user information collec-
tion module inserted in the web page is executed, consequently sending information 
on web page connection and collecting that on the usage type. After receiving infor-
mation on web page connection, the usage information analyzer analyzes the infor-
mation, stores it in usage database, and assigns URL ID and a session to it. Table 2 
shows information on web page connection to transfer; Table 3 shows log data trans-
ferred. At the second stage, information on the usage type is collected and trans-
ferred at the designated sampling interval. After receiving information on the usage 
type, the usage information analyzer analyzes the information and stores it in the 
usage database. 

Table 2. Information on web page connection to transfer

  Type Example 
IP String 127.0.0.1 
URL String /Interest/49.html 
Referrer URL String /Interest/Interest.htm 
Time Date 2005-6-15/13-57-7.858 
Time Zone Integer -9 
Screen Resolution(Width) Integer 1280 
Screen Resolution(Height) Integer 1024 
Browser Size(Width) Integer 1272 
Browser Size(Height) Integer 915 
Colors Integer 16 
Etc. String cookie=y,java=y,history=0 
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Table 3. Example of log data

url=/Interest/49.html,referrer=http://www.eyerank.com/Interest/Interest.htm,time=2005-
6-15/13-57-7.858,zone=-9,sw=1280,sh=1024,bw=1272,bh=915,color=16,cookie=y, 
java=y,history=0 

 
Table 4 shows the collected information on the usage type; Table 5 shows the 

transferred information on the usage type. The sampling interval of 0.1 second was 
used in collecting information on the usage type. In transferring usage type informa-
tion being collected every 0.1 second by the usage information analyzer, a package of 
10 or 20 sampling data is transferred due to a great amount of traffic. 

Table 4. Usage Data Type

  type ex. 
URL ID Integer 1 
Sampling ID Integer 1 
Scroll Position of Browser Integer 240 
Cursor Position of Window(X) Integer 449 
Cursor Position of Window(Y) Integer 340 

Table 5. Example of usage type information

url=0&MT=T1S0X449Y340T2S0X449Y340T3S0X449Y340T4S0X449Y340T5S0 
X449Y340T6S0X449Y340T7S0X449Y340T8S0X449Y340T9S0X449Y340T10S0X449Y3
40 

4   Implementation 

This web usage mining system using page scrolling used 0.1 second, or a half of  
the optimum interval of 0.2 to 0.3 second being used by L. Granka's eye tracking 
analysis[6], as the interval for collecting information on user activities, and its 
implementation environment is as shown in the following table. 

Table 6. H/W Environment 

 OS CPU RAM HDD  

H/W #1 Windows 2003 Server P-  3.6GHz×2 6GB 
74GB×4 

(RAID 0+1)
DB-Server 

(MySQL 4.0) 

H/W #2 Windows 2003 Server P-  3.6GHz×2 6GB 74GB×2 
Web-Server 

(IIS 6.0) 

H/W #3 Windows XP Professional P-  3.0GHz×1 1.5GB 120GB Client 

 
In this study, we designed and implemented a system to analyze visual recognition 

areas of a web page and to collect the position of the scroll bar of the web browser and 
that of the window cursor and a mining system to analyze the results. Figure 8 shows 
the results of collecting and analyzing 957,103 pieces of user behavior information on 



920 I. Kim, B.-J. Choi, and K.-S. Park 

 

22,199 page views for a user who connected a web page. Exposure time was analyzed 
in seconds per vertical pixel, with the maximum exposure area around 391 pixels, 
which was exposed for 21,717 seconds; the average click rate was analyzed by classi-
fying the Y position, among hyperlink exposure positions, in 100 pixels. The exposure 
time for an area included in the first scene of the web browser is relatively longer than 
that for an area included in the second scene; the closer to the bottom, the shorter expo-
sure time; and the click rate is also proportional to exposure time. 

And the analysis of information on user activities through page scrolling makes it 
possible to make detailed exposure analysis on the web page; it is therefore easy to 
determine what area of the page is most exposed to a user. Figure 9 shows the results 
 

Fig. 8. Exposure time and Click-Through 

Fig. 9. Interest on visually segmented areas 



 Design and Implementation of Web Usage Mining System Using Page Scroll 921 

 

from the analysis of interest through the analysis of exposure time and that of window 
cursor activities on visually segmented areas. 

5   Conclusion 

In this study, we designed and implemented a web usage mining system using page 
scrolling to collect the position of the scroll bar of a web browser and movements of a 
window cursor regularly, transfer the results to the mining server in real time, and 
analyze the visual recognition area of the relevant web page and captured images and 
collected data through the mining server. Many existing data collection and analysis 
methods are based on frequency using page view, Hits, algorithms, and so on. Based 
on simple click events that occur in a web browser, these methods have a limitation of 
analyzing records on a user's information reference.   

To overcome such a limitation for the existing analysis methods, this system dis-
covered user activities within a web browser, used the position of page scrolling and 
that of the cursor to measure interest in a web page, used information on scrolling in a 
long page and that on window cursor coordinates not used for web usage mining, and 
thus could analyze the user's interest in the web page accurately. The web usage min-
ing system using page scrolling should be applied to Internet shopping malls to stan-
dardize the techniques of analyzing interest in goods, along with further researches in 
a web-based business process. 
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Abstract. In this paper, we propose a new security architecture for adapting 
multiple access control models to operating systems. As adding a virtual access 
control system to a proposed security architecture, various access control mod-
els such as MAC, DAC, and RBAC are applied to secure operating systems eas-
ily. Also, the proposed was designed to overcome the deficiencies of access 
control in standard operating systems, makes secure OS more available by 
combining access control models, and apply them to secure OS in runtime.  

1   Introduction 

We can approach individual’s computer and network that is linked in all over the 
world and use information everywhere at home or office at any time by fast develop-
ment of computer technology recently. Sensitive data is opened to a lot of unauthor-
ized users or disclosed in open state in attack by development of technology. Security 
technology of firewall, intrusion detection system and encryption mechanism etc. was 
developed for safe sharing of information and safe protection of information, and 
these protected network or servers’ information. However, it is difficult to cope with 
latent security vulnerability such as application bug and insider’s attack and authori-
zation abuse and misuse, because theses security technology operates in application 
level. Also, it has fundamental limit that does not protect oneself if system is hacked.  
Therefore, new security technology such as secure operating system needs to solve 
these problems. 

Secure operating system is implementation of TCB (Trusted Computing Base) that 
supports security function of authentication and encryption etc. to protect system from 
illegal activity caused by security vulnerability in operating system. Secure kernel that 
offers base of secure operating system is implementation of reference monitor and  
it offers access control. Access control is process that decides whether access that 
                                                           
*  This work was supported (in part) by the Ministry of Information & Communications, Korea, 

under the Information Technology Research Center (ITRC) Support Program. 
** Correspondent author. 
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happened within system is suitable or not. Reference monitor at access occurrence 
judges whether access decision is right to security rule drawing necessary information 
from subject and object [9,10]. Security policy for access control is MAC (Mandatory 
Access Control), DAC (Discretionary Access Control), RBAC (Role Based Access 
Control) [2] etc., and those are used to be standard that classifies secure operating 
system by its properties. Research about access control security architecture of secure 
operating system has been developed to maximize efficiency of access control by 
separating policy enforcement part and policy. Also, access control security architec-
ture of secure operating system has characteristics of kernel independence of access 
control that separates access control function from kernel and flexibility of access 
control that can apply various access control models. 

In this paper, we propose a new access control security architecture which is added 
virtual access control system so that it can apply various access control policy and can 
support flexibility and kernel independence of access control between physical kernel 
and logical access control policy. Therefore, the proposed security architecture can 
apply new access control policy as well as well-known access control policy such as 
MAC, DAC and RBAC to security kernel easily, and offers advantage that can 
change access control policy or replace it dynamically.   

2   Related Work 

Research about security architecture for access control has been studied for a long 
time based on reference monitor and was applied to many Secure or Trusted Operat-
ing Systems. This section describes work specifically related to generic access control 
frameworks. 

The challenge of providing a highly general access control framework has been 
previously explored in the Generalized Framework for Access Control (GFAC)[8] 
and the Flask architecture[7]. These two architecture have been implemented as 
patches for Linux kernel by the RSBAC[3] and the SELinux[4,11] projects. The Me-
dusa DS9[12] project has developed its own general access control framework and 
implemented it in Linux. Domain and Type Enforcement (DTE) provides support for 
configurable security policies, and has also been implemented in Linux[5]. The 
LOMAC[6] project has implemented a form of mandatory access control based on the 
Low Water-Mark model in a Linux loadable kernel module. The Linux Security Mod-
ule (LSM)[1] project has been created to develop a common set of kernel hooks that 
can support the needs of all of the Linux security projects. 

As LSM seeks to support a broad range of existing Linux security projects, it does 
not provide particular access control architecture such as Flask or the GFAC to sup-
port the greatest flexibility. And LOMAC was not designed to provide flexibility in 
its support for security policies. The Flask architecture and the GFAC separate policy 
including decision from enforcement and can support a variety of security policies. 
Also, the Medusa DS9 project is similar to SELinux and RSBAC at a high level in 
that it is also developing a kernel access control architecture that separates policy 
from enforcement.  
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3   The Proposed Access Control Security Architecture 

In this chapter, we explain an access control security structure added VACS (Virtual 
Access Control System). The main aim for the proposed was to produce a flexible and 
effective access control system by adding some special mechanism for existing Linux 
access control mechanisms. To achieve this goal, we make VACS which is similar to 
VFS (Virtual File System). Therefore, it enables a policy administrator to apply ac-
cess control models quickly and simply in underlying systems as the VFS does. And, 
the proposed security architecture supports dynamic policy loading and changes as 
VACS addresses atomic policy changes between several well-known or new security 
models such as MAC, DAC and RBAC.  

3.1   The Proposed Security Architecture  

The proposed is consisted of 3 components of SA (Security Agent), SM (Security 
Manger) and SCM (Security Control Mediator) as in Figure 1. SA is a module which 
requests policy decision and enforces policy as its decision. SM decides an access 
decision about request from SA. And SCM analyzes and controls the access result and 
it logs an event. This architecture permits a clear distinction between components that 
make decisions and enforce them. SA acts independently of SM that makes decisions, 
and loaded access control mechanisms can use the underlying infrastructure. 

7. Notification

Security Agent

1. Request 
Security Manager

2. Request a Decision 

4. Send a Control

3. Send a Decision

Security Control Mediator

5. Access 6. Access Result

1. Create a Request Message 
2. Request a Decision
3. Enforce a Policy 

(Access an Object) 

1. Search a Policy
2. Decide a Policy
3. Send a Decision Message

1. Analysis
2. Control a Policy
3. Log Events
4. Send a Control Message

Subject (Process)

Object
 

Fig. 1. The Proposed Security Architecture for Access Control 

The proposed uses basic security context which is represented by subject, object 
and action’s triple like <S, O, A> to identify access request and make decisions about 
it. Subjects are the users and the processes within a computer system, and objects are 
many kinds of entities which are represented as files particularly directories, devices, 
memory and others.  Also, subjects and processes can serve as objects. The actions 
are operations that subjects perform upon objects according to the type of objects. For 
an example, a subject can perform append, create, execute operations on file objects.    
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Access control processing of the proposed involves a number of steps as follows: 
(1) The subject calls a system function to request access to an object. Then, SA gets 
some system information, such as the user ID, the process ID, the action type, and ID 
of the target object, and makes the Request Message which is consisted of basic secu-
rity context before calling the decision module. (2) SA requests decision to SM about 
the request. Then, SM searches the proper access control mechanisms and makes a 
decision to that request. (3) SM sends a decision to SCM. Then, SCM analyses the 
decision and other related information, and it controls the invoking process if needed. 
And then, it logs some events and makes the control message including decision. (4) 
SCM sends a control messages to SA. Then SA enforces the decision according to  
the control message. (5) If the control message includes grant then SA accesses the 
object, if not returns an access error to the process. (6) SA receives an access result 
from the object. (7) And then, SA passes the result and control back to the invoking 
process.  

3.2   Security Agent 

SA requests decision to SM about access from the subject and performs action for 
object according to access control results from SCM. As in Figure 2 this module has 3 
functions such as ContextMaker, RequestRM and ReceiveCM. ContextMaker identi-
fies subject, object and action, and it makes request message including the basic secu-
rity context like RM(Subject,Object,Aaction). After making a request message, 
ReqeustRM sends it to SM. And then ReceiveCM waits the control message including 
decision and control information from SCM. Finally, in case of granted SA enforces 
the decision by accessing the object and notifies the access result to the invoking 
process. If not, it stops system call and passes control back to the invoking process.   

Subject (Process)

Request 

Security Manager
RM(S, O, A)

Security Control 
Mediator
CM(D, C)

Access

Object

Security Agent

Request RM(S, O, A)

Context Maker

Receive CM(D, C)

Subject S Action AObject O

Notification

Access Result

 

Fig. 2. The Architecture of Security Agent 
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3.3   Security Manager 

SM makes decisions about access requests according to decisions of access control 
mechanisms which are loaded as loadable kernel modules by policy administrator. 
After making a decision, SM passes the result to SCM for next processing. This mod-
ule is consisted of two parts, which are VACS (Virtual Access Control System) Layer 
and SendDM function as in Figure 3. VACS Layer receives the Request Message and 
searches proper access control mechanism from registered access control mecha-
nisms. And then, it makes a decision with selected access control mechanisms. The 
decision has three types of values such grant, deny and undefined. After making a 
Decision Message including decision and other information, SendDM sends it to 
SCM. Decision Message is consisted of basic security context from Request Message, 
access decision information, and policy information obtained from access control 
mechanism, and it is represented by DM (Subject, Object, Action, Decision, Policy). 

SCM

Security Manager

Access Decision Policy
Search

Virtual Access Control System

Send DM (S, O, A, D, P)Send DM (S, O, A, D, P)

SA

...

AD PS

MAC

AD PS

DAC

AD PS

RBAC

Loadable Kernel Module

 

Fig. 3. The Architecture of Security Manager 

The VACS is an abstraction of an access control implementation. It provides a con-
sistent interface to multiple access control mechanisms such as MAC, DAC and 
RBAC. This consistent interface allows the user to view the access control mecha-
nism on the running system as a single entity even when the access decision is made 
up of a number of diverse access control mechanisms.  

The process between VACS and access control mechanisms is as follows. First, 
access control models are implemented to LKM (Loadable Kernel Modules) which 
are loaded by policy administrator in runtime. As in Figure 3, MAC module, DAC 
module and RBAC module are loaded. And then, they are used and managed with 
VACS interfaces which are shown in Table 1. Kernel achieves access control service 
through the VACS interfaces such as access_decision, policy_search and others  
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corresponding to each access control mechanism’s implemented functions at access 
control service requested. However, because VACS does not support the function of 
verifying the loaded kernel module, policy administrator must be careful in loading 
the access control mechanisms.   

Table 1. Interfaces of the Virtual Access Control System 

API’s Name Description 
register_vacs registers access control mechanism to kernel 
unregister_vacs unregisters access control mechanism from kernel 
init_vacs initializes the data structure of VACS 
get_vacs gets the pointer of register access control mechanism 
set_vacs sets the current access control mechanism 
init_policy initializes the data structure of access control mechanism 
release_policy releases the data structure of access control mechanism 
access_decision makes a decision about access request 
policy_search searches the policy about access request 
get_sscontext gets the security context of a subject 
get_oscontext gets the security context of a object 
set_policy sets the policy of access control mechanism  
get_policy gets the policy of access control mechanism 

 
The VACS has some data structures such as vacs_policy_list, vacs_current_policy, 

vacs_policy_count and other variables. Also, it includes principal data types such as 
vacs_policy_list_t, vacs_policy_t, vacs_policy_ops_t, etc. Examples of some data 
structures and access_decision interface are follows.  

Examples of vacs_policy_ops_t, vacs_policy_t data structure, and access_decision interface 

struct vacs_policy_ops_t { 
  int        (*init_policy)(void); 
  int        (*release_policy)(void);   
  decision_t (*access_decision)(struct rm_t *rm); 
  ... 
}; 
struct vacs_policy_t {   
  int        id; 
  char       name[MAX_POLICY_NAME]; 
  struct vacs_policy_ops_t *ops; 
  ... 
}; 
decision_t access_decision(struct rm_t *rm){ 
  decision_t decision = D_GRANT; 
  struct policy_t *policy = vacs_policy_list; 
  while(policy != NULL){ 
       decision &= policy->ops->access_decision(rm); 
       policy = policy->next; 
  }  
  return decision; 
} 
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The following example is an access_decision function for MAC access control 
mechanism which is implemented to LKM. The dominates function is the implemen-
tation of relation dom ( ) defined in MAC. Subject can read object if and only if sub-
ject dominates object, and subject can write object if and only if subject is dominated 
by object. Before making a decision, verify function checks whether basic security 
context is valid or not. Then, it checks the relation dom between subject and object. 
Logical operation is mapped to defined system call in action_map function. 

Example of an Access Decision function for MAC access control mechanism 

decision_t access_decision(struct rm_t *rm) 
{ 
  decision_t d = D_DENY; 
  if(!verify(rm->s,rm->o,rm->a)) return(D_UNDEFINED); 
  if(dominates(rm->s,rm->o)&& action_map(rm->a,READ)) 
       return(D_GRANT); 
  if(dominates(rm->o,rm->s)&& action_map(rm->a,WRITE)) 
       return(D_GRANT); 
  return d; 
} 

3.4   Security Control Mediator 

SCM analyzes and controls the decision of SM, and it consists of Controller, Ana-
lyzer, Logger and SendCM as in Figure 4. Analyzer analyzes related information to 
subject, object and action and judges whether SM’s decision is valid or not. Control-
ler controls related process and user according to the result of Analyzer, and creates a 
control message CM(Decision, Control). Logger logs some information such as  
access request time, subject, object, action, process, decision, control, policy etc. 
according to it’s configuration for administrators. SendCM sends the control message 
to SA.  

Security Agent
CM(D, C)

Security Manager
DM(S, O, A, D, P)

Security Control Mediator

Controller Analyzer

Logger

Send CM(D,C)

Log

 

Fig. 4. The Architecture of Security Control Mediator 
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4   Experiments 

In this chapter we explain experiment results of performance and stability tests in the 
Linux system where the proposed security architecture is implemented. The perform-
ance analysis is achieved by the lmbench tools[14], and the stability analysis is taken 
by the LTP (Linux Test Project) tools[13]. We compare the performance and stability 
of the base Linux with those of a system where the proposed security architecture is 
implemented. 

Our experiment system equips Intel Xeon™ CPU 3.06 GHz, 1 GB RAM memory, 
512KB cache and Fast Ethernet, and the kernel has been patched to kernel 2.6.13 
version. The performance experiment measures bandwidth and latency rate of proc-
esses, memory, files and network. And the stability experiment tests the stability of 
system calls and kernel modules. 

4.1   Performance Results with the Lmbench Tools 

The performance experiment results by the lmbench tools are shown in Table 2 and 
Table 3.  Table 2 shows the performance degradation of 0.14% ~ 36.09% according to 
the experiment comparing the base Linux with the proposed security architecture. The 
whole performance is not deteriorated in case of the PIPE’s latency rate that shows 
the biggest overhead. However it shows the overhead of 1.39% ~ 58.88% in case of 
applying policies in the proposed security architecture. The most degradation occurs 
in processing policy mechanisms implemented by Linux kernel modules. 

Table 2. Performance Results of lmbench system call tests (μs) 

Test items Base 
2.6.13 

Proposed 
Arch. 

Proposed 
+ MAC 

Proposed 
+ RBAC 

Proposed 
+ MAC 
+ RBAC 

Simple syscall 0.1314 0.1321 0.1336 0.1371 0.1434 
Simple stat 1.7653 1.7684 1.8588 1.8700 1.9893 
Simple open/close 2.1328 2.3645 2.6520 2.5278 2.9055 
Select on 10 fd’s 0.6675 0.6684 0.6768 0.6695 0.6942 
Select on 10 tcp fd’s 0.7089 0.7206 0.7366 0.7208 0.7418 
Signal handler overhead 1.6052 1.6577 1.6931 1.6261 1.7328 
Protection fault 0.6766 0.6844 0.6865 0.6852 0.7166 
Pipe latency 4.9534 6.7415 7.6765 7.5030 7.8703 
Process fork + exit 182.6 198.6 218.2 202.4 220.6 
Process fork + execve 586.2 601.6 739.8 675.2 743.8 
Process fork + /bin/sh –c 1761 1795 2138 1956 2149 
File/usr/tmp/XXX (KB/s) 49589 48300 49882 49257 49075 

 
In case of executing /bin/sh, the proposed architecture shows the overhead of 

1.93% compared with base 2.6.13. In case of applying MAC, RBAC and 
MAC+RBAC, it shows the overhead of 21.41%, 11.08% and 22.05% respectively. 
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Table 3. Performance Results of lmbench context switch tests (number of process = 64, μs) 

Test target OK 4K 8K 16K 32K 64K 
Base kernel 2.6.13 4.10 7.00 9.01 12.41 18.21 30.44 
Proposed 4.15 7.01 9.19 12.44 18.36 30.45 
Proposed + MAC 4.78 7.45 9.85 12.90 19.26 31.65 
Proposed + RBAC 4.81 7.58 9.88 12.97 19.43 31.71 
Proposed + MAC + RBAC 4.98 7.64 9.98 13.21 19.56 31.86 

 
Table 3 shows context switch results measured according to data segment sizes. It 

shows that the context switch overhead of the proposed architecture is less than about 
2% compared with base kernel 2.6.13. And it shows that the proposed architecture 
applied with MAC+RBAC has the overhead of 4.6% ~ 21.4%. 

4.2   Stability Results with the LTP Tools  

We have tested the stability of the proposed architecture with test items such as file 
system, direct IO, memory administration, IPC durability and scheduler durability 
using the LTP tools. The LTP tools pass absurd argument values to relevant system 
calls and decide whether a test success or not with suitable error codes and return 
values. Table 4 describes stability results using LTP tools. The values of relevant 
items in Table 4 mean failure rate (the number of failed tests/ the number of total 
tests). And, the number of total tests is different according to Linux kernel version. 

Table 4. Stability Results of LTP tests 

Test items Base kernel 
2.6.13 

Proposed Proposed 
+MAC 

Proposed 
+RBAC 

Proposed 
+MAC+RBAC 

system call 3/687 3/687 3/687 3/687 3/687 
NPTL 0/1 0/1 0/1 0/1 0/1 
file system 0/55 0/55 0/55 0/55 0/55 
direct IO 0/28 0/28 0/28 0/28 0/28 
memory  0/21 0/21 0/21 0/21 0/21 
pipe  0/8 0/8 0/8 0/8 0/8 
scheduler 0/3 0/3 0/3 0/3 0/3 
pty 0/3 0/3 0/3 0/3 0/3 
math library 0/10 0/10 0/10 0/10 0/10 

 
Table 4 shows that 3 system call tests fail among 687 on the target systems such as 

base kernel, the proposed architecture and others.  The 3 failed system calls are 
madivse02, ioperm02 and fcntl23, and the number followed in the system call names 
corresponds to the number of test that was achieved by the LTP tools. For the exam-
ple of the fcntl23 system call test, it means that the 23rd fcntl system call test of the 
LTP tools fails on the test target systems. Therefore, the proposed security architec-
ture needs supplementation about failed system calls such as madivse, ioperm and 
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fcntl, but it guarantees the stability of other system calls equally with base Linux 
kernel 2.6.13. Also, the proposed architecture guarantees the stability of kernel mod-
ules because it passes all basis kernel module tests that correspond to file system, 
memory administration and scheduler durability test etc.  

5   Conclusions 

In this paper, we have explained a security architecture that has been studied until 
recently, and we present a new access control architecture for applying multiple ac-
cess control models to secure operating systems. Also, we have designed VACS and 
applied it to the proposed security architecture. Therefore, the proposed access control 
architecture separates policies from enforcement and provides the flexibility of access 
control. The VACS layer abstracts the features of most access control mechanisms, so 
that other parts of the kernel can access the access control mechanism without know-
ing what kind of access control mechanism is in use. Finally, it demonstrates that the 
performance overhead and the stability of the proposed security architecture are suit-
able to be used in Linux systems.    
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Abstract. A program for the sizing and performance analysis is developed  
for Canard Rotor/Wing (CRW) aircraft which operates in both fixed wing and 
rotary wing modes. The system characteristics, such as reaction driven rotor 
system, are analyzed first and then the system design process is defined. The 
developed program is verified for both fixed wing and rotary wing modes with 
existing aircraft data and the design optimization process is performed for a  
reconnaissance mission. For the CRW aircraft optimization for both fixed wing 
and rotary wing modes, a multi-objective function is constructed using weight-
ing factors. For several design cases with different weighting factors and  
several design constraints, the optimization analysis is performed and improved 
results are derived.  

1   Introduction 

Compared with a conventional aircraft, a rotorcraft can take-off and land vertically, 
and has unique hovering capability. These capabilities make various missions possi-
ble, including reconnaissance, rescue, close battlefield combat, and transportation. 
Meanwhile, the flight speed is severely limited, due to shock waves at the advancing 
side and dynamic stall at the retreating side. To resolve this issue, various design 
concepts, including Canard Rotor/Wing (CRW) aircraft, have been studied [1-5]. 

CRW aircraft is a combined concept of rotorcraft and fixed wing aircraft. For take-
off and landing, the wing rotates as a reaction-driven rotor as a tip-jet rotor concept, 
and during a cruise mode, the rotor is stopped and acts as a fixed-wing of aircraft, and 
the jet is used for the required propulsive force [4]. 

Conventional design analysis programs for either fixed wing aircraft or rotorcraft 
are not adequate and difficult to apply for the design of CRW aircraft which has  
multi flight modes. Therefore, in this study, a dedicated CRW sizing and performance 
code is developed by investigating the existing design methods and the performance 

                                                           
* Corresponding author. 
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programs for both fixed wing aircraft and rotorcraft. Then the optimal CRW configu-
ration will be studied for the minimum gross weight, while satisfying the specified 
missions and design requirements of the both fixed wing and rotary wing modes. 

2   CRW Design Program Development 

2.1   CRW Sizing and Performance Analysis Process 

Figure 1 shows the CRW sizing and performance analysis program process. Basic 
design variables for the configuration and the mission profile are specified first. By 
initially guessing the gross weight, the payload, and the disk loading, the sizing of the 
CRW is performed to obtain the required power (which can derive the required engine 
size) and basic configuration parameters. From the mission profile and the required 
fuel weight, the empty weight and the gross weight are estimated. This process is 
repeated until the available fuel weight and the required fuel weight converge within 
given error tolerance. From the sizing process, the engine size and the rotor configura-
tion are derived, which satisfy both rotorcraft and fixed wing modes. 

 

Fig. 1. The CRW sizing and performance analysis program process 

Using the sizing results, the performance of both the fixed wing and rotary wing 
modes are estimated. At the rotary wing mode, the available power is obtained 
through the reaction driven rotor analysis, and the Figure of Merit, the acceleration, 
and the rotor noise are estimated. At the fixed wing mode, the required power,  
the available power, and the power curve are obtained first, and then the range, the 
endurance, the rate of climb, the maximum/minimum level flight speed, and the abso-
lute/service ceiling are calculated sequentially. 
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The estimated performance results are either utilized as the aircraft performance  
at the certain design point, or connected to the optimization module to derive the 
objective function and the design constraints according to the values of the design 
variables. 

2.2   CRW Design Program Structure 

The entire structure of the CRW design program has three modules: a sizing module, 
a performance analysis module, and an optimization module.  

In the sizing module, the aircraft configuration analysis, the mission analysis, the 
propulsion system, the engine/rotor library routines are included. From the specified 
configuration inputs and mission requirements, appropriate vehicle sizing results are 
obtained.  

The performance analysis module has two sub-modules; a fixed wing mode and a 
rotary wing module. The rotary wing module can estimate the aerodynamic character-
istics and the performance of rotorcraft. In the fixed wing mode, the aerodynamic 
analysis routine and the performance routine of fixed wing aircraft are provided.  
The lifting line theory and semi-empirical drag estimation methods are used for the 
aerodynamic analysis. The range, the endurance, the rate of climb, the maximum/ 
minimum level flight speed, and the absolute/service ceiling are obtained in the per-
formance analysis routine. 

In the optimization module, the optimization formulation selects the design  
variables, the design space, the objective function and the design constraints first, and 
then the values of the objective function and the design constraints, and their sensi-
tivities are calculated through the design optimization process, according to the varia-
tion of the design variables. In this study, the gradient-based optimization – tool is the 
DOT (Design Optimization Tools) version 4.0 [7] – methods are utilized, which can 
get the optimal solution relatively fast and effectively. 

2.3   Verification of the CRW Design Program 

2.3.1   Verification in the Rotary Wing Mode  
To validate the accuracy of the rotary wing mode of the program, MD 500E (Fig. 2) 
configuration and mission data are specified and the performance analysis has been 
performed. It has the simple mission; Take off and climb for 3 min.  Cruise for 140 
min. at 5000 ft  Descent and landing for 3 min.  Taxi for 2 min. The total endur-
ance time is 2.5 hrs and the total range is 337 nm. Table 1 shows the MD 500E speci-
fications, and Table 1 shows the verification results and the errors of MD 500E. 

The calculated results are compared with the actual MD 500E performance data, 
which show a maximum error of 8.5 % of the service ceiling estimation and a 2.9 % 
error of the empty weight. The major source of these errors is the uncertainty of the 
mission profile of MD 500E, and the current mission and performance evaluation 
conditions are simplified, because of the lack of the exact mission data. By consider-
ing the accuracy of the weight and performance results, the current program for the 
rotary wing mode is acceptable for the design and analysis of CRW aircraft. 
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                                                                                      Table 1. Specifications of MD 500E [8] 

 

 

 

 

 

Fig. 2. MD 500E light commercial helicopter 

Table 2. Weight and performance results and errors of MD 500E 

   Specification Results Error (%) 
Gross Weight (lbs)  3000 3000 - 
Empty Weight (lbs)  1481.5 1438.5 2.9 Weight 
Fuel Weight (lbs)    403.4   398.5 1.2 

Max. Cruise Speed 
(knots) 

   134.4   134.8 0.2 

Max. Range (nm)     239   242.5 1.4 
Max. Endurance (hr)        2.8       2.79 0.3 

Performance 

Service Ceiling (ft) 16000     17500 8.5 

2.3.2   Verification in the Fixed Wing Mode  
For the verification in the fixed wing mode, Cessna 182 Skylane (Fig. 3) is selected 
and the performance analysis results are compared. Table 3 shows the specification of 
Skyplane. 

                                                                        Table 3. Specification of Skylane 182 [9] 

Fig. 3. Cessna 182 Skylane 

Engine One Continental O-470-R 
Wing Span 36 ft 
Height 9.1 ft 
Length 25.1 ft 

Dimensions

Wing Area 174 ft2

Gross Weight 2550 lbs 
Weight

Empty Weight 1621 lbs 
 

Table 4. Weight and performance results and errors of the Cessna 182 Skylane 

Performance Specification Results Error (%) 
Max. Cruise Speed (knots)   140     138.7 0.9 
Rate of Climb (SL) (ft/min)  1200 1224 1.9 

Service Ceiling (ft) 20000         19159 4.3 

Engine One Allison 250-C20B 

Dimensions 

Main Rotor Diameter 26.4 ft 

Height 9.5 ft 

Length 30.8 ft 

Width 6.2 ft 
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Table 4 shows the percent errors of the fixed wing mode performance: less than a  
1 % error for the maximum cruise speed, 1.9 % for the rate of climb at sea level, and 
4.3 % for the service ceiling. With these, the current CRW design program seems to 
be adequate for the fixed wing mode performance estimation. 

3   CRW Rotor Design and Optimization 

3.1   Mission Profile Definition 

The CRW aircraft is assumed to operate in Korea, the total mission distance to be 220 
nm, and the loitering time to be 2 hrs. The cruise altitude and cruise speed are as-
sumed to be 30000 ft and 110kt, respectively. Figure 4 shows the mission profile of 
the CRW aircraft. 

 

Fig. 4. CRW mission profile 

3.2   Sensitivity Analysis for the Design Optimization Formulation 

Because the CRW operates both in rotary wing and fixed wing modes, the design 
factors for the dual modes must be considered. In this study, four design variables are 
selected for formulating an optimization problem and the sensitivity analysis has been 
performed for five performance parameters: a gross weight, Figure of Merit, noise 
level at hover condition, a maximum cruise speed, and total endurance time. The 
baseline configuration for the sensitivity analysis is Boeing’s X-50 Dragonfly [5]. The 
range of the design variables are given at Table 5. 

Table 5. Candidate design variables for the sensitivity analysis 

Variables  Definition Unit Lower Bound Baseline Upper Bound 
X1 Taper Ratio Non-Dim.  0.70  0.88  1.00 
X2 Thickness Ratio Non-Dim.  0.15  0.22  0.30 
X3 Disk Loading  lbs/ ft2  10.00  13.30  15.00 
X4 Rotor Tip Speed ft/sec 600.00 725.00 800.00 
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Fig. 5. Sensitivity analysis results for X3 and X4 



938 J-.W. Lee et al. 

 

Figure 5 shows the results of the sensitivity analysis for the design variables X3 and 
X4. From the sensitivity analysis, it is verified that all four design variables considera-
bly affect the five performance parameters. In fixed wing mode, the taper ratio does 
not have strong influence on the endurance. Meanwhile, the rotor tip speed, which is a 
key factor in rotary wing mode, has strong effects on the performance of the fixed 
wing mode. To attain the target rotor tip speed, the rotor blade (or wing span) geome-
try and the engine size are the important design parameters. 

3.3   Design Formulation and the Optimization Results 

From the sensitivity analysis the CRW optimization problem is formulated as follows: 
 
Multi-objective optimization with 3 design constraints. Four design variables are 
selected and the range of the design variables (design space) is the same as that of the 
sensitivity analysis. Three design constraints are selected: By considering the stealth 
capability during the reconnaissance mission, the hover noise constraint of 81 dB 
(approx. average automobile noise level) at rotary wing mode is imposed. Second 
constraint is imposed to achieve the high cruise speed requirement at fixed wing 
mode. The maximum cruising velocity requirement of 250 knots came from the  
Korean smart UAV project [10]. From the sensitivity analysis, the total endurance 
time of 4.3 hrs from takeoff to landing is feasible, hence it is imposed as last design 
constraint.  

 

Minimize   
baselinebaseline GWGWMFMFf /)1(./.. ⋅−+⋅= ωω                                     (1) 

Subject to  dBHoverNoiseg 81)(@)1( ≤=  

knotsVg cruise 250)2( max_ ≥=  

      hrsEnduranceTimeg 3.4)(@)3( ≥=                                                         (2) 

Design Variables Xi : i =1, …, 4 
0.17.0 1 ≤≤ X : Rotor Taper Ratio (Non-dim.) 

30.015.0 2 ≤≤ X : Thickness Ratio (Non-dim.) 

0.150.10 3 ≤≤ X : Disk Loading (lbs/ft2) 

800650 4 ≤≤ X : Rotor Tip Speed (ft/sec)                                              (3) 

Where       : Weighting Factor      ..MF : Figure of Merit  
GW : Gross Weight (lbs)    

cruiseVmax_
: Maximum Cruise Speed (knots) 

 

As the objective function, the key performance parameters of the both rotary wing 
and fixed wing modes are combined like the multi-objective function with a weight-
ing factor: maximization of the Figure of Merit in the rotary wing mode and minimi-
zation of the gross weight in the fixed wing mode. These parameters are normalized 
using the performance values of the baseline configuration. Six different design prob-
lems with different weighting factor values form 0.0 to 0.5 are formulated and opti-
mized. Weighting factors are the direct representation of the objective function, hence 
the design results can be very different. When  is zero, the design becomes a single 
objective function optimization problem, which considers only the gross weight. 
When  equals to 0.5, the Figure of Merit and the gross weight are considered with 
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the same importance. With three design constraints, the design results are summarized 
at Table 6. As can be seen at this Table, the influence of the weighting factor is not 
strong when the additional constraints for the objective function are specified. 
 
Multi-objective optimization with 5 design constraints. Basically the design for-
mulation is same as above. Two additional design constraints are included to guaran-
tee the improvement of both the Figure of Merit and the gross weight compared with 
the baseline after the design optimization 

baselineMFMFg ....)4( ≥=            baselineGWGWg ≤=)5(  (4) 

Table 6. CRW optimization results (with 3 constraints) 

 Baseline (0.0,1.0) (0.1,0.9) (0.2, 0.8) (0.3, 0.7) (0.4, 0.6) (0.5, 0.5) 
X1 0.8800 0.7031 0.7028 0.7023 0.7000 0.7000 0.7076 
X2 0.2200 0.2541 0.2538 0.2533 0.2074 0.2527 0.2605 
X3 13.3000 12.1137 12.1214 12.1264 15.0000 15.0000 14.7698 
X4 725.00 692.33 692.70 692.80 741.59 687.32 644.18 
Object 
Func. 

- 0.9811 0.9902 0.9994 0.9865 0.9839 0.9736 

GW (lbs) 2434.00 2374.70 2374.40 2374.10 2479.90 2550.40 2671.50 
F.M. 0.5441 0.5008 0.5009 0.5010 0.5974 0.6154 0.6436 
Noise (dB) 80.7948 80.7864 80.7879 80.7867 80.7000 80.0864 79.7947 
Vmax 
(knots) 

257.60 249.02 249.03 249.03 268.89 271.69 280.11 

Endure. 
(hr) 

4.3833 4.3167 4.3167 4.3167 4.4333 4.3500 4.2833 

Table 7. CRW optimization results (with 5 constraints) 

 Baseline (0.0,1.0) (0.1,0.9) (0.2, 0.8) (0.3, 0.7) (0.4, 0.6) (0.5, 0.5) 
X1 0.8800 0.7000 0.7000 0.7000 0.7000 0.7000 0.7001 
X2 0.2200 0.2287 0.2287 0.2285 0.2407 0.2406 0.2410 
X3 13.3000 13.2950 13.2958 13.2861 13.0884 13.0872 13.1851 
X4 725.00 697.09 697.09 696.95 694.80 694.68 700.92 
Object 
Func. 

- 0.9999 0.9986 0.9973 0.9986 0.9986 0.9974 

GW (lbs) 2434.00 2420.10 2420.20 2419.70 2416.80 2416.90 2414.90 
F.M. 0.5441 0.5460 0.5460 0.5457 0.5395 0.5395 0.5406 
Noise (dB) 80.7948 80.5165 80.5164 80.5169 80.5505 80.5494 80.5974 
Vmax 
(knots) 

257.60 256.82 256.82 256.76 255.78 255.78 256.09 

Endure. 
(hr) 

4.3833 4.3500 4.3500 4.3500 4.3500 4.3500 4.3500 

With five design constraints, the design results are summarized at Table 7. As can 
be seen at this Table, the influence of the weighting factor is also not strong when the 
additional constraints for the objective function are specified. 
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Figure 6(a) shows the optimized results with three design constraints for several 
different weight factors, and Figure 6(b) is the case with five design constraints. The 
upper boundary of Figure 6(b) denotes the value of baseline Figure of Merit and the 
lower boundary shows the value of the baseline gross weight. With these design con-
straints, both the gross weight and the Figure of Merit have values near the baseline 
for different values of the weighting factors.  

 

(a) F.M and GW with 3 constraints          (b) Comparison of 3 and 5 constraints 

Fig. 6. Optimization results with different design constraints 

4   Conclusions 

In this study, the sizing and performance analysis program is developed for CRW air-
craft that operates in both fixed wing and rotary wing modes. The system operating 
characteristics are analyzed first and then the system design process is defined. The 
CRW optimization module is also included for the CRW system optimization. The 
developed program is verified for both fixed wing and rotary wing modes with the exist-
ing aircraft data and the design optimization formulation is made to perform the recon-
naissance mission. For the CRW aircraft optimization, both the fixed wing and rotary 
wing modes must be considered at the same time, therefore a multi-objective function is 
constructed using weighting factors. For several design cases with different weighting 
factors and several design constraints, the optimization is performed and improved 
design results are derived. The program developed for the CRW type aircraft will have 
more accurate design results with the development of refined analysis modules.  
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Abstract. Workflow is introduced to automate and control processes
in scientific problem-solving environments. Scientific workflow requires
detailed design of data sets and systematic description of interaction be-
tween activities and data sets, for it is more data-initiative than business
workflow. Furthermore, scientific workflow needs high-performance com-
puting facilities that are often scattered in distributed environments.
As a result, distributed workflow enactment can enhance the perfor-
mance and efficiency of scientific problem-solving. This research proposed
a methodology of distributed process enactment for data-initiative sci-
entific workflow. This methodology extracts an activity-based process
model for general workflow systems, and then decomposes the model
to distributed workflow processes and choreographs them with process
interoperability messages. This research will facilitate to design compli-
cated data-initiative workflow models and realize distributed workflow
enactment for scientific problem-solving.

1 Introduction

Modern scientific problems often require quite complex experiments with large
data sets. Scientific workflow is a useful tool that enables to design, manage,
and execute the procedural problem-solving process. Workflow was originally a
technology to automate and control business processes. However, it has been
adapted for effective and efficient scientific problem-solving in various fields,
such as GIS [2], bioinformatics [9] or physics computing [5]. It is called scien-
tific workflow. Scientific workflow requires detailed modeling of data sets and
systematic description of interaction between activities and data sets, for scien-
tific experiments are usually more data-oriented than business activities. Early
researches focused on data and resource management by database management
� Corresponding author.
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systems [1] [7] or decision support systems [10]. Furthermore, scientific workflow
usually needs high-performance computing facilities that are often scattered in
distributed environments such as laboratories or gene banks [11]. As a result,
distributed workflow enactment can enhance the performance and efficiency of
scientific problem-solving. So, recent researches are also investigating the issue
on distributed execution of scientific workflow and shared data storages [12]
[13]. In addition, advanced information technology, such as web service and grid
computing, urged the issue [3] [4]. This paper also treats a methodology of dis-
tributed scientific workflow. However, we do not focus on the technology, but
the deployment to workflow enactment.

Workflow technology has evolved and various products are provided by many
vendors. They support design tools and enactment engines for general workflow
models. However, they have not been sufficient to investigate how to design
data-initiative models for scientific experiments and transform them to process
models for general workflow systems in distributed environments.

In this research, we proposed data-initiative modeling for scientific workflow
by using object-process modeling. The model enables apparent experiment de-
sign as it provides object-oriented data modeling and data-initiative process
modeling. The OPM model is used to extract activity-based process models,
which is acceptable to workflow process design in general workflow systems.
Next, the models are transformed to distributed workflow designs with process
interoperability messages. The distributed workflow models can interact with
each other in run-time through workflow servers that may administrate the facili-
ties participating in scientific problem-solving environments. Our paper supplies
a guideline of how to design and apply workflow models in distributed scien-
tific problem-solving environments. This research on data-initiative design and
distributed execution help to implement effectively distributed workflow for sci-
entific problem-solving, especially in high-performance computing environments.

2 Scientific Workflow Modeling in OPM

Object Process Modeling (OPM) is an integrated modeling approach that de-
signs objects and processes in a single model to describe the structure and be-
havior of a system. Object and process are considered as equal significance in the
modeling [8]. This paper presents a kind of OPM for scientific workflow modeling.
The OPM consists of entities or links. An entity can be an object or an activity.
Objects are used to design data sets in a scientific problem, while activities are
used to design experiments in the problem. An activity can create or consume
several objects, or transform the state of objects. On the other hand, a link can be
structural or procedural. Structural links are used to represent object-oriented
concepts, such as aggregation, generalization, characterization, and instantia-
tion, while procedural links are used to describe interactions between an activity
and an object, such as creation, consumption, and transformation.

Scientific workflow modeling in OPM is composed of three stages: data
set, experiment, and agent modeling. In data set modeling, scientific problem
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Fig. 1. Gene Identification in DNA sequences

statements are analyzed and data sets are extracted. Data sets may be expressed
by the object-oriented relations, such as aggregation, generalization, character-
ization, and instantiation. Next, in experiment modeling, the experiments to
create or consume existing data sets are described with intermediate data sets.
An experiment has several input or output data sets. Finally, the agent mod-
eling assigns each agent to each experiment. The agent can be an application
or a computer program performing the experiment in distributed environments;
however it must be able to be controlled by any workflow system for distributed
execution and interoperability.

Figure 1 shows an example of scientific workflow modeling in OPM. The model
illustrates the experiment of Gene Identification in DNA Sequences with three
parts: data sets, experiments, and agents. Data sets were symbolized by rectan-
gular boxes, and the relations of aggregation, generalization, characterization,
and instantiation are discriminated by lines with solid, empty, doubled, and
dotted triangles, respectively. The experiments were symbolized by ovals and
connected with the input and output data sets by arrows. Finally, the agents
were symbolized by rectangles and connected with their experiments by arrows
with dots.

3 Scientific Workflow Process Extraction

Workflow is automated and enacted on the basis of dependencies among process
activities. Workflow management systems and process modeling tools usually
use an activity-based process design in directed graph because activity-based
graph design is easy and apprehensive to process designers and analyzers. This
section describes how process models in a graph design are extracted from the
scientific OPM model. In addition, a data dependency graph guiding correlation
of data sets in the experiments is also presented.
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On an OPM graph, G is a set of objects O and relations R. An object is a
union of data sets D, experiments E, and agents A. And, a relation R is a union
of structural relation and procedural relation. To extract a workflow process, we
analyze the procedural relations of a data set and an experiment. The data set
and the experiment have a membership of predecessor list proc(o) and successor
list succ(o). First, we determine the depth of the objects that will be included in
the process. The procedure Depth-counting below is an algorithm that counts the
depth of the objects on the OPM graph. We can search data sets and experiments
and count their depth by traversing the procedural relation (pred(o) and succ(o))
on the graph. As a result, the depth of data sets is odd and that of experiments
is even. The procedure may call the sub-procedure isUpper(v,v’) to avoid cycling
in depth counting. The sub-procedure returns true if v’ is the upper node of v,
otherwise false.

PROCEDURE Depth-counting (in G, out (O, depth(O)))
for all object o∈O do

if (pred(o)=φ) then
if (o∈D) then depth(o):=1; add o in QUEUE;
else if (o∈E ) then depth(o):=2; add o in QUEUE;

end if
next
while (QUEUE�= φ) do

let v be the first element of QUEUE; remove v from QUEUE;
for all v’∈succ(v) do

if (depth(v’ ) is null) then depth(v’ ):=depth(v)+1;
else if (depth(v’ )<depth(v)+1 && isUpper(v, v’)=false) then

depth(succ(v)):=depth(v)+1;
if (all v”∈pred(v’ ) have depth(v”)); then append v’ to QUEUE;

next
end while

end Depth-counting

By using the algorithm Depth-counting, we can extract the objects for the
workflow process and count the depth of the objects from the example of Gene
Identification, as shown in Table 1.

Table 1. Depth of objects in gene identification depth(O)

depth(O) object O
1 Gene DB, Window size
2 Data selection
3 (Annotated)DNA sequence
4 Knowledge-free gene recognition, Signal processing
5 Sensor value
6 Knowledge-based gene recognition
7 Coding sequence
8 Gene prediction
9 Slicing site, Gene structure
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The extracted objects are matched to workflow activities (experiments) and
their input and output data sets in the workflow process. The procedure
Workflow-generation generates a workflow process from objects and their depths.

PROCEDURE Workflow-generation (in (O, depth(O)), out WF )
for all object o∈O do

if (depth(o) is odd) then
for all e∈succ(o)) do

add o to in(e);
if (depth(o)=1) then pred(e):=φ;
else append pred(o) to pred(e);

append e to succ(e’ ) and o to out(e’ ) for all e’∈pred(o);
next
remove o from O ;

end if
next

end Workflow-generation

By another algorithm similar to the procedure Workflow-generation, a data
dependency graph is also generated in order to guide the correlation of data
sets in the experiments. The algorithm was left out for want of space. The
extracted workflow process and the data dependency graph of the example Gene
Identification is shown in Figure 2 and 3, respectively.
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Fig. 2. Workflow process model with in/out data
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Fig. 3. Data dependency graph

4 Process Decomposition and Choreography

Scientific workflow is crucial to success in high-performance computing. And sci-
entific problem-solving usually involves the invocation of a number and variety
of analysis tools [11]. In this section, we propose a methodology of dividing and
deploying a global process into distributed workflow servers. By this methodol-
ogy, we can use general workflow systems for distributed execution of scientific
workflows. Heterogeneous workflow systems in distributed environments can be
implemented to communicate with each other by the workflow interoperability
standard message Wf-XML of WfMC [6].
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The procedure of distributed workflow modeling is as follows: 1) workflow
server assignment to each experiment, 2) process decomposition in the same
server, and 3) process choreography for distributed workflow execution. First, we
should decide a workflow server for each scientific experiment. Workflow servers
may be implemented for distributed laboratories or institutes with experiment
equipments. The servers play a leading role in assigning and controlling the
experiments in scientific problem-solving. We assumed that an experiment should
be performed and controlled by only one server.

Next, the experiments that are assigned to the same workflow server are
merged into several processes. This step is called process decomposition. A
process will be enacted and administrated in a workflow server as a part of
the scientific problem-solving. The procedure Process-decomposition shows an
algorithm, in which activities are merged into the same process if they have
dependencies with each other in a workflow server.

1: PROCEDURE Process-decomposition (in WF, out (P, M ))
2: append all starting nodes to QUEUE;
3: while (QUEUE�= φ) do
4: let v be the first element of QUEUE;
5: remove v from QUEUE;
6: for all v’∈pred(v) do
7: if (svr(v)=svr(v’ ) && proc(v) is null) then proc(v):=proc(v’ ); remove

v’ from STACK;
8: else if (svr(v)=svr(v’ ) && proc(v) �=proc(v)) then append init(proc(v’ ))

to QUEUE; proc(i):=proc(v) for all i∈init(proc(v’ )); remove v’ from STACK;
9: else if (svr(v) �=svr(v’ )) then add message pairs (v’,v) to M ;
10: next
11: for all l∈STACK do
12: if (svr(v)=svr(l) && isUpper(l,v)=true) then
13: remove l from STACK;
14: proc(v):=proc(l); break;
15: next
16: if (proc(v) is null) then
17: create a new process p; add p to P ;
18: proc(v):=p; append v to init(p);
19: end if
20: append all v”∈succ(v) to QUEUE;
21: append v to STACK;
22: end while
23: end Process-decomposition

The procedure begins by appending nodes to QUEUE that is storage for
breadth-first searching. The while statement (lines 3-22), the main part of the
procedure, has three conditional statements to search nodes in QUEUE. First,
in the for statement of lines 6-9, a node is attached to the process of its adjacent
predecessor node if they have the same server (line 7). However, if the node
has two or more adjacent predecessors and their processes are different with
each other, then the processes are merged into one (line 8). Otherwise, i.e. if
the node and its predecessor are in different servers, they are connected by
message flow (line 9). Second, the for statement of lines 11-15 resumes the
process when the server of a suspended process gets a control flow again after
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a pause during another server’s workflow execution. Third, the if statement of
lines 16-19 creates a new process if there is no process in the node’s server or,
if the process is independent of the node. Finally, in lines 20-21, the successors
of the node are appended to QUEUE for recursion and the node is appended to
STACK storage of the leaf nodes. The leaf node will be removed later from the
list if any successor is attached to the same process.

An example of process decomposition is illustrated in Figure 4. The procedure
Process-decomposition appends the nodes in the graph to QUEUE by breadth-first
searching. The processing sequence of the nodes is 1,2,3,4,5,6,7,8,9,10,(7,9,)11.
Nodes 1, 4, 6, and 7 create a new process because they have different servers from
their predecessors. And nodes 2, 3, 5, 8, 9, and 10 are attached to the processes
of their predecessors. Note that node 9 merges the process of node 7 with that of
node 6 because the two processes rendezvous at node 9. The parenthesis (7, 9) in
the sequence shows backtracking to merge the two processes. Finally, node 11 is
attached to the suspended process proc1. The process was found when any node of
leaf nodes in STACK was the predecessor of the node and had the same server. As
a result, the three processes on the right of Figure 4 are generated by the procedure
Process-decomposition.

In the last step of distributed workflow modeling, the distributed processes get
interconnected with each other by standard messages. This step is called process
choreography. Control flow between two processes of different servers was trans-
formed to message flow in the procedure Process-decomposition. Process inter-
operability operations are introduced to choreograph the distributed workflow
processes. The operations were devised to choreograph processes in distributed
environments by analyzing process interoperability patterns [6].

There are five process interoperability operations, which can accompany with
five types of states. Table 2 shows the list of the operations. Two operations
Instantiate and Initiate make a new invocation between two processes. And
the other operations Resume, Transit, and Synchronize continue the invoking
process in different ways. All the operations except for Synchronize can have
five types of states: waited, suspended, terminated, disconnected, and continued.
They represent the states of the invoking process after its invocation.

The process interoperability operations are used for decomposed workflow
processes to interoperate with each other via workflow engines. The interaction
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Table 2. Process interoperability operations

Operation Description
Instantiate create an instance of a process and return that instance’s key
Initiate find a process instance waiting after its previous activities are done
Resume resume a suspended or waiting process after invocation
Transit continue an on-going process after its previous activities are completed
Synchronize make two process instances continue their next activities only after

their appointed activities are done

types of the two processes can be summarized in the six primitive interoperability
patterns in Figure 5. They are classified into three groups. Chained substitutive
(CS) and chained additive (CA) patterns trigger another process’s creation or
enactment before the invoking processes continue or terminate, respectively. The
nested synchronized (NS), nested deferred (ND), and nested parallel (NP) pat-
terns trigger another process’s execution while the invoking processes waiting,
resuming, or continuing. In particular, pattern NS can be used to express an
in-zooming process in OPM modeling. Finally, parallel synchronized (PS) pat-
terns let two processes continue their enactment only after both have reached
interoperability activity.

normal activity interoperable activity normal control flow
interoperable control flowcancelled activity

PSNS ND NP

(a) chained

CS CA

(b) nested (c) synchronized

cancelled control flow

Fig. 5. Process interoperability patterns

The interoperability operation can include not only five six primitive patterns,
but hybrid patterns can mix with the primitive patterns. In Figure 4, the in-
teraction of proc1 and proc3 is pattern NP, and they are transformed into the
interoperability operations Instantiate(state= ’continued ’) and Transit(state=
’terminated ’) of node pairs (2,4) and (10,11), respectively. On the other hand, the
interaction of proc1 and proc3 is the hybrid pattern of two CS and a ND. The pat-
tern can be transformed into operations two Instantiate(state=’continued ’), Ini-
tiate(state= ’suspended ’) and Resume(state=’terminated ’) of node pairs (3,6),
(3,7), (5,9), and (9,11). These operations will be implemented by workflow stan-
dard message Wf-XML in workflow systems.
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5 Distributed Scientific Workflow Enactment

Distributed workflow models with interoperability operations are implemented
by using the workflow standard message Wf-XML of WfMC. Most workflow
engines support the standard for workflow interoperability with other heteroge-
neous systems. In scientific problem-solving environments, distributed workflow
systems coordinate the scattered experiment equipment in laboratories and they
can interoperate with other workflow systems by the standard messages.

In the example of Gene Identification in Figure 1, experiment designer and
HMM machine are controlled in Workflow server 1 and Neural network machine
and Preprocessor software are done in Workflow server 2, as shown on the left
of Figure 6. The result of process decomposition and choreography is shown to
the right of the figure. Process1 in Server1 sends two request messages Instanti-
ate(state=’suspended ’) to Process2 and Process3 in Server2 after the experiment
’Data selection’ is done. Then, two processes return the response message Re-
sume(state=’terminated ’) after they are terminated.

Our prototype workflow system uses the XML-based process definitions,
XPDL of WfMC. The definitions are designed by activity-based process model-
ing from the process decomposition. The system adapted Web service technology
to implement the workflow interoperability standard message. The messages are
transformed to SOAP-binding messages conformant to Wf-XML standard. Two
interoperability operations of Figure 6 are converted to CreateProcessInstance
and ChangeProcessInstanceState request messages of Wf-XML standard. They
will wait for the corresponding response messages via Web service by the inter-
change mechanism.

6 Conclusions

Workflow facilitates scientific problem-solving that requires high performance
by scattered computing equipment. Scientific workflow also needs a systematic
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description of interaction between activities and data sets because it is more
data-initiative than business workflow.

This paper presents a data-initiative scientific workflow modeling method and
its transformation mechanism to activity-based process models for general work-
flow systems. Furthermore, we proposed a methodology of deploying the process
model to distributed workflow environments with process interoperability mes-
sages. This work enables collaborative scientific problem-solving in distributed
environments with scattered experiment equipment. This research will be help-
ful to implement effectively data-initiative and distributed workflow in scientific
problem-solving environments.
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Abstract. A novel adaptive Fast Frequency Hopping based MC-DS/CDMA is 
proposed to improves the performance in the frequency selective fading chan-
nel. The FH/MC DS-CDMA scheme achieves the diversity gain the frequency 
diversity gain as well as the time diversity gain.  The proposed system can 
achieve the frequency diversity gain provided by Fast Multi-carrier hopping, 
and the proposed system creates the time diversity gain with maximum ratio 
combining (MRC) at the Rake receiver. Therefore, the performance of this Fast 
FH MC-DS/CDMA is improved compared to the conventional MC-CDMA in 
the frequency selective fading channel. 

1   Introduction 

From this section, input the body of your manuscript according to the constitution that 
you had. For detailed information for authors, please refer to [1]. 

Mobile communication systems are required to be sufficiently flexible to support a 
variety of multimedia services such as video, image, picture, and data services with 
high quality.  A multi-carrier modulation scheme providing high data rate transmis-
sion with high frequency utilizing efficiency has been proposed for the DS/CDMA 
system based on  Orthogonal Frequency Division Multiplexing (OFDM), which is a 
parallel data transmission technique.  It is crucial for multi-carrier transmission to 
have a non frequency selective fading channel over each sub-carrier. 

The OFDM DS/CDMA system is effective in providing high data rate avoiding 
ISI(Inter Symbol Interference) in frequency selective fading channel.   

Fast frequency hopping can achieve the diversity gain using the symbol having the 
independent fading pattern enable to robust against Jamming compared to Slow  
hopping. 

A novel adaptive Fast Frequency Hopping  MC-DS/CDMA is proposed to 
improves the performance in the frequency selective fading channel. The adaptive 
FH/MC DS-CDMA scheme achieves the  frequency diversity gain as well as the time 
diversity gain provided by Fast Multi-carrier hopping, and the proposed system 
creates the time diversity gain with maximum ratio combining (MRC) at the Rake 
receiver. Therefore, the performance of this Fast FH MC-DS/CDMA is improved 
compared to the conventional MC-CDMA in the frequency selective fading channel. 
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This paper is organized as follow. In section 2, we present the conventional MC-
DS/CDMA system. In section 3, the detailed contents of the proposed system model 
are explained, and section 4 shows these simulation results, Finally, in section 5, con-
clusion is described. 

2   Adaptive Fast FH/MC-DS-CDMA  

The transmitter of the proposed adaptive fast FH/MC-DS-CDMA system is shown in 
Fig.1.  

 

Fig. 1. The proposed fast FH/MC-DS-CDMA transmitter diagram for multiple access 

The proposed system is an effective MC-DS-CDMA system involving in the fast 
frequency hopping.  Input data is converted serial to parallel, The output of the serial-
/parallel block is mapped and grouped by subcarriers. The frequency hopped signal is 
spreaded by PN codes. The spreading signal is hopped using a Fast hopping pattern 
and transmitted by each subcarriers. Each subcarrier of a user is assigned by a pseudo 
random spreading sequence code. The equivalent frequency hopping pattern should 
be used in the transmitter as well as in the receiver.  IFFT(Inverse Fast Fourier Trans-
form) is utilized for multi-carrier modulation. The output signal of the adaptive fast 
FH/MC-DS-CDMA transmitter is  
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where the transmitted data is d and the users are Uk. The spread spectrum code is C 
and the transmitted power is P. 

The Fig.2 shows the receiver of the proposed FH/MC-DS-CDMA system.  

 

Fig. 2. Receiver System of fast FH/MC-DS-CDMA system 

The receiver received the transmitted signals, which are converted from serial to 
parallel, and FFT is used to demodulate all the carrier. The frequency hopping pattern 
in the receiver is identical as one in the transmitter.  The signals of the proposed 
FH/MC-DS-CDMA system is Maximal Ratio Combined (MRC) at a Matched Filter, 
it is a Rake combiner. Since the receiver has a grouping for multi-carrier with the 
frequency hopping pattern, The proposed FH/MC-DS-CDMA system can achieve the 
frequency diversity gain due to the fast frequency hopping.  The hopping rate is 
greater than the symbol rate. In this case, the carrier frequency changes a number of  
times during the transmission of one symbol, so that  one bit is transmitted at different 
frequencies. Finally, the received data is outputted after decoding and de-interleaving.  

The received signal is  
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where n(t) is additive white Gaussian noise(AWGN)  with two sided power spectral 

density of No/2, k
nα  is the path gain due to Rayleigh fading of nth subcarrier for kth 

user, kτ  is the propagation delay of the kth user. 

The adaptive FH/MC DS-CDMA scheme achieves the  frequency diversity gain as 
well as the time diversity gain provided by Fast Multi-carrier hopping, and the pro-
posed system creates the time diversity gain with maximum ratio combining (MRC) 
at the Rake receiver. Therefore, the performance of this Fast FH MC-DS/CDMA is 
improved compared to the conventional MC-CDMA in the frequency selective fading 
channel. 
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3   Simulation Results and Analysis 

3.1   Simulation Condition 

We proposed an adaptive a fast FH/MC-DS-CDMA system and show simulation 
results.  The performance of the proposed system was demonstrated by computer 
simulation in a frequency selective Raleigh fading channel. In particular, The channel 
model is used by 18 Rayleigh fading path model. It is the exponential decay model, 
1dB decay between the 0th path and the 1st path.  Also, we assume that sub-carriers, 
codes and bits are exactly synchronized in this simulation. The simulation Parameters 
shows in  

 

Fig. 3. Multi-path Channel model 

Table 1. Simulation parameters 

Number of sub-carriers 64 
Short spreading code Walsh-Hadamard code 
Data modulation BPSK 
Number of (hop vs.  bit) 64 
Number of user 4 
Spreading Factor 4 
Guard interval 1/4 
Noise  AWGN 
Channel model Raleigh Fading l(18 path) 
Maximum Doppler frequency 5Hz 

3.2   Result of the Proposed Fast FH/MC-DS/CDMA Systems  

The bit error rate(BER) performance of the proposed Fast. Frequency Hopping/MC-
CDMA is evaluated as a function of Eb/N0.  
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Fig. 4. BER performance of the proposed system 

Fig.4 shows BER results in terms of SNR(dB) to compare between a MC-DS-
CDMA system and the proposed fast FH/MC-DS-CDMA system under same channel 
circumstance.  It is shown in Fig. 4 that the BER performance vs. Eb/N0 in case  
of single user. The performance of the proposed system is about 5dB better than a 
MC-DS-CDMA system.   

The proposed system achieves the frequency diversity gain by combining the fast 
hopping multi-carrier signals. The fast FH/MC-DS-CDMA, which is proposed in this 
paper, shows better performance due to same symbol is allocated using different fre-
quencies, so that it achieves the frequency-time diversity.  

 

Fig. 5. BER performance of the proposed system 
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Fig.5 shows the results of multi-user in the frequency selective fading channel. The 
BER performance of the proposed system is also improved the frequency diversity 
gain of the fast frequency hopping with multi-carriers. In muti-user, the proposed 
system can achieve the frequency diversity gain with multi-carrier, because the carrier 
changes a number of times during the transmission of one one symbol. So that, one bit 
is transmitted at different frequency, results in the frequency diversity gain.  

As a result, signal frequencies that are amplified at one carrier frequency are at-
tenuated at another carrier. At the receiver, the responses at the different hopping 
frequencies are averaged, thus reducing the multi-path interference.   

4   Conclusion 

In this paper, we proposed an new adaptive FH/MC-DS-CDMA system to achieve the 
frequency diversity gain with multi-carrier.  The simulation results showed substan-
tially improved performance can be obtained by the proposed system compared to the 
conventional MC-DS/CDMA systems due to frequency diversity gain.  It was verified 
by simulation that the proposed system with fast frequency hopping   is effective and 
practical in the frequency selective fading channel. Therefore, the proposed system is 
appropriate for supporting a variety of multimedia services with high quality in the 
broadband wireless channel. 
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Abstract. XML has been popular as a means of sharing and distributing data 
due to its flexible and open architecture. XML-GL, a visual and intuitive query 
language for XML document, is easily used to search structures of XML 
documents and share information, since it represents the semantics of query and 
the structure of found documents visually. UML is used as a tool to analyze and 
design an object oriented system via defined notation and various diagrams. In 
this paper, we will propose a new object modeling method to map XML 
documents based on XML-GDM (a data model of XML-GL) to UML class 
diagrams. Thus, XML documents can be converted and stored and managed 
into object oriented data by an intuitive method. Applying the object oriented 
search method will improve the effectiveness in search of XML documents. 

1   Introduction 

As documents in XML (extensible Markup Language) [1] are widely utilized, the 
need of a new language to search and extract information from XML documents is 
emerging [2]. Stylesheet syntax is required to visualize the query and its results in 
order to extract the required information from XML documents: the language that 
satisfies all of these is XML-GL [2, 3, 4]. XML-GL has defined syntax and semantics 
based on visual structure and visual arithmetic. XML documents need to be presented 
visually first in order to execute queries to XML documents by using XML-GL, and 
XML-GDM is for such a use. 

There are many researches and systems to modeling and storing XML documents 
in object-oriented approach due to its rapid growth in use of the Internet [8]. A 
representative tool of object-oriented modeling of XML documents is Unified 
Modeling Language (UML) [9]. UML supports various diagrams including class 
diagrams for analysis and architecture of object oriented and uses them widely to 
generate database schemas and object oriented code. In this paper, we will propose an 
object oriented modeling methodology to improve user’s readability, and support 
effective visual queries for XML documents. This can be achieved by mapping XML 
documents, XML DTD, queries into class diagrams so that XML documents with 
                                                           
* This work was supported by Korea Research Foundation Grant (KRF-2004-042-D00168). 
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various attributes of object oriented model are produced. XML documents visualized, 
stored and managed in UML based object oriented graphical data model will provide 
the use with intuitive and visually representative queries. UML representation is a 
commonly used object oriented modeling tool so that it doesn’t require learning of 
new query expressions to use visual and intuitive queries to web based XML 
documents. The content of XML document, the grammar and syntax of queries in 
XML-GDM– by applying a same modeling tool- accomplish a series of functions 
such as string to a database, searching from a database consistently by applying the 
same modeling tool called UML class diagram. 

The paper is structured in 5 chapters. In chapter 2, we examine XML Query 
languages as related topics. The elements and characteristics of XML-GDM are 
covered in chapter 3. Chapter 4 describes the mapping method of XML documents in 
XML-GDM into UML class diagram and verifies it. Finally in chapter 5, we talk 
about conclusions and future research. 

2   Related Works  

The most common query languages that support queries based on the structure of 
XML data are XML-QL [5], Xquery [6], XSL [7], and LOREL [10]. 

There are single document query languages such as XSL [7] and XQL [13]. XSL 
(Extensible Stylesheet Language) consists of patterns and templates and becomes a 
basis of the others. XQL is a notation to select and filter the elements and texts of 
XML documents and it is an extension of XSL pattern syntax. Its purpose is to design 
simple and concise syntax with its limited representation.  

XML-GL and Blended Browsing and Querying (BBQ) have queries on multiple 
documents. Graphical user interface such as XML-GL which visualizes and enhances 
its accessibility to a complex structure of documents is highly recommended. XML-
GL, graphic query language, represents XML documents and DTD in XML graph but 
it relies on a separate XML graphic data model (XML-GDM) [2]. XML Matching 
And Structuring (XMAS) [11] defined BBQ. BBQ is a separate graphical user 
interface to generate queries. It is based on a tree structure and uses a window of 
visualizing XML data. XMAS used an idea from XML-QL which has a 
CONSTRUCT-WHERE structure as a declarative rule-based query language and uses 
strong grouping and ordering in order to generate newly combined XML objects from 
existing ones. 

LOREL [10], XML-QL [5], and XQuery are expressional multiple document query 
languages. LOREL was originally designed for semi-structured data and has been 
developed as an extension of XML data. It is designed for users’ convenience with a 
SQL/OQL style. XML-QL has a SELECT-WHERE structure as SQL and consists of 
WHERE: describing XML pattern, IN: describing data sources, and CONSTRUCT: 
describing the format of XML results. XML-QL is an extended language from SQL 
and includes transformation/metamorphosis to combine XML data from other 
resources. XQuery [6] is derived from Quilt [12] – one of XML query languages, set 
to a standard of XML query language by W3C and has a FLWR (For-Let-Where-
Return) structure. 

In this paper, we define rules to convert XML-GDM (a data model of XML-GL) to 
UML class diagrams in order to store it effectively into an object oriented database. 
By doing this, a search on XML documents will be done effectively. 
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3   XML-GDM 

XML-GL has a data model to store XML documents in a database. It is called XML-
GDM. XML-GDM is used to represent XML documents (document instance) and 
XML DTD that shows the structure of XML documents. Also the syntax of XML-
GDM is used in expressing XML-GL queries. Major notations of XML-GDM are in 
table 1. 

Table 1. XML-GDM notation 

Feature XML DOCUMENT Graphic Representation 

Element <order>...</order>  

Containment of  
Elements 

<order><delivery>...</delivery></order> 

 

Order of  
Sub-elements 

<order> 
 <delivery>...</delivery> 
 <broker>...</broker> 
 <item>...</item> 
</order>  

Mutual Exclusion <delivery><addr>...</ addr ></delivery> or 
<delivery> <ref>...</ref></delivery> 

 
Element with
PCDATA Content 

<date><year>2004</year></date> 
 

ID Attribute <order no= 1 >...</order>  

IDREF Attribute <ref custom="C0001">...</ref> 
 

Mixed Content 
<order> An year of order is 
 <date> <year>2004</year></date> 
</ order >  

0:1 <order>...</order> or 
<order><broker>...</broker><order>  

1:N <order><item>...</item></order> or 
<order><item>...</item> ...</order>  

Multiplicity 

0:N 
<book>...</book> or 
<book><author>...<author>...</book>  

XML documents are presented in directed graphs with labels called XML graphs in 
XML-GDM. XML graphs consist of element nodes, attribute nodes, and contents 
nodes. Each node is connected with containment arcs and reference arcs. A 
containment arc is used to represent the parent and children relation between element 
nodes and a reference arc is used in connecting element nodes and/or contents nodes 
and attribute nodes. Element nodes are displayed in labeled rectangles and element 
names are labels. Attribute nodes and contents nodes are in labeled circles. White 
circles represent content nodes and black represent attribute nodes. Arcs connect 
nodes with labeled arrows and containing arc could use either a label, “CONT,” or 
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nothing. Reference arcs use attributes or #PCDATA style element names as labels. 
First child node of containment arcs will be stroked with slant lines and the other 
child nodes will be displayed in an anti-clock wise fashion. 

4   Object Oriented XML Document Modeling to Mapping in UML 
Class Diagram 

This chapter proposes a conversion method of XML documents represented in XML-
GDM into UML class diagram in order to store them into object oriented database 
and search them. Object oriented XML modeling for mapping XML-GL into UML 
class diagram can be divided into three parts: a data model part that transforms XML-
GDM to UML class diagram, a query extension part for conversion into UML 
diagrams according to XML-GL enquiry patterns, and a multiple queries expression 
part that converts XML-GL multiple queries. We will look at only the data model 
part, XML-GDM in this paper. 

4.1   Mapping Rules 

Although UML provides lots of modeling elements, we need to define generation 
rules precisely to map XML documents to UML class diagrams. We apply the 
following definitions and rules to generate UML class diagrams from DTDs described 
in XML-GDM and instances of XML documents. 

[Definition 1] The elements of XML-GDM will be mapped into UML class 
diagram congregation. 

A summary of mapping method from XML documents in XML-GDM to UML 
class diagram is displayed in Table 2. 

Table 2. The mapping of XML-GDM and UML 

XML-GDM Our Data Model 

Default Class 

Containment of Elements Aggregation 

Order of Sub-element {ordered} Constraint 
Elements 

Mutual Exclusion {XOR} Constraint 

Element with PCDATA Content Derived from "String" Class 

Mixed Content {XOR} Constraint 

ID Attributes Private Attribute 
Property 

IDREF Attributes Public Attribute 

0:1 '0..1' 

1:N '1..*' Multiplicity 

0:N '0..*' 
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We will explain mapping methods of each element of XML-GDM to UML class 
diagram in the next section in detail. 

(1) Element 
The first rule of mapping elements of XML-GDM to UML is as [rule 1]. 

[Rule 1] an element of XML-GDM is mapped to a class of UML. 

An element that has child elements applies [Rule 2], [Rule 3], and [Rule 4] 
according to their attributes. [Rule 2] is a mapping rule for elements that have child 
elements and elements that have child elements map in terms of aggregation of UML. 

[Rule 2] If an element contains a child element, each child element applies [Rule 
1] to map classes in UML and super and sub classes have aggregation. 

[Rule 3] is a mapping rule when the order of child elements is decided. It uses a 
limited condition extension mechanism. 

[Rule 3] When an element of XML-GDM contains order-defined child elements, 
an {ordered} condition of aggregation will be defined in UML. 

E.g. 1) an element contains child element 

XML-GDM Our Data Model 

  

E.g. 2) ordered lower element 

XML-GDM Our Data Model 

  

[Rule 4] is a mapping rule when a selection relation is defined among child 
elements, and uses a condition extension mechanism. 

[Rule 4] If an element of XML-GDM contains a defined child element with 
selection, UML designates {xor} constraints in aggregation.  

E.g. 3) a defined child element with selection  

XML-GDM Our Data Model 
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(2) Property 
The property of XML-GDM shows displayable values either CDATA (Character 
data) or PCDATA (parsed CDATA) and is distinguished into contents of element and 
attributes. The attributes are divided into ID, CDATA, IDREF, and IDREFS. ID and 
CDATA have their own attributes and IDREF and IDREFS are referencing other 
values of attributes. Mapping of XML-GDM’s properties applies [Rule 5], [Rule 6], 
[Rule 7], and [Rule 8]. 

[Rule 5] is a mapping rule for an element in XML-GDM properties. The content of 
the element is the #PCDATA type so that it is represented with the inheritance of 
basic referencing class of UML, “string.” 

[Rule 5] The element of XML-GDM’s content inherits from “string” that is a 
basic data class of UML.  

E.g. 4) element content 

XML-GDM Our Data Model 

  

[Rule 6] is a mapping rule for the mixed content of XML-GDM properties. It uses 
[Rule 4] and [Rule 5]. 

[Rule 6] In case of the mixed content of XML-GDM, element applies [Rule2] and 
[Rule 5]. The text string part generates a temporary class called “content” and 
applies [Rule 5], then it defines the selection relation 

E.g. 5) mixed contents 

XML-GDM Our Data Model 

  

[Rule 7] is a mapping rule about ID and CDATA type attributes from the 
properties of XML-GDM. Since the attributes of ID are referred by the attributes of 
IDREF, it needs to be mapped as public attributes for external classes’ references. 

[Rule 7] CDATA’s attributes are private attributes of UML and ID’s attributes are 
public ones in XML-GDM. 

E.g. 6) Attributes of CDATA and ID 

XML-GDM Our Data Model XML-GDM Our Data Model 
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Below is a mapping rule of IDREF(S) from XML-GDM’s properties. IDREF(S) of 
DTD. It refer(s) to an ID attribute of other elements so that a temp-class is generated 
to indicate a referring class. 

[Rule 8] IDREF(S) type attribute of XML-GDM maps the element class as private 
attributes. Then it generates a temp-class called “ANY”, then it applies [Rule 2] to 
the “ANY” class and the element class with IDREF(S) attribute. 

E.g. 7) IDREF and IDREFS’s attributes 

XML-GDM Our Data Model XML-GDM Our Data Model 

 
  

The “ANY” class is replaced by the actual ID attribute of an element class in an 
instance of XML document then [Rule 2] is applied and mapped into an element class 
with IDREF(S) attributes and an element class with the ID attribute.  

(3) Repetition Operator (Multiplicity) 
Multiplicities are ‘0:1’, ‘1:N’, ‘0:N’ in XML-GDM this means that 0 or 1 are more 
than one time, more than zero time respectively. They are mapped to the next rule. 
When the multiplicity is not defined, the default value is 1. 

[Rule 9] ‘0:1’, ‘1:N’, ‘0:N’,  repetition operator of XML-GDM, maps ‘0..1’, ‘1..*’, 
‘0..*’ of UML. 

E.g. 8) Repetition operator 

XML-GDM Our Data Model 

  

4.2   Applications 

We will prove the efficiency of mapping rules by applying these rules into XML 
documents related book order. 

Figure 1 is a DTD (order.dtd) representing the document structure related book 
order. Figure 2 is a result of modeling XML DTD into XML-GDM, and Figure 3 is a 
mapping result of mapping Figure 2 into a UML class diagram. 

Figure 4 is an example of XML document (“order.xml”) produced by XMLDTD 
of Figure 1. When modeling XML documents of Figure 6 into XML-GDM is done it 
will be like Figure 5. The modeled XML document in XML-GDM from Figure 5 
becomes Figure 6. That is the result of the mapping it into a UML class diagram. 
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<!ELEMENT order (delivery, broker?, item+, date)>  
   <!ATTLIST order no CDATA #REQUIRED>  
   <!ELEMENT delivery (addr|ref)>  
      <!ELEMENT addr (company?, city, detail_addr+)> 
         … 
      <!ELEMENT ref EMPTY>  
         <!ATTLIST ref custom IDREF> 
   <!ELEMENT broker (#PCDATA|ref)>  
   <!ELEMENT item (book, count, discount)> 
      <!ELEMENT book (ISBN, title?, price, author*) 
        <!ELEMENT ISBN (#PCDATA)> 
         … 
         <!ELEMENT author (last_name, first_name)> 
            … 
     <!ELEMENT count (#PCDATA)> 
      <!ELEMENT discount (#PCDATA)> 
   <!ELEMENT date (year, month, day)> 
      <!ELEMENT year (#PCDATA)> 
      … 
<!ELEMENT person (last_name, first_name?, addr)> 
   <!ATTLIST person personalID ID> 
   <!ELEMENT last_name (#PCDATA)> 
   <!ELEMENT first_name (#PCDATA)> 

Fig. 1. DTD of XML Document related book order (order.dtd) 

Fig. 2. “order.dtd” represented by XML-GDM 

Fig. 3. “order.dtd” represented by UML Class Diagram 
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<DOCTYPE order SYSTEM " order.dtd"> 
< order no=1> 
  <delivery><ref customer="C00001"></ref></delivery> 
  <broker>GDHong</broker> 
  <item> 
   <book> 
    <ISBN>15536455</ISBN><title>XML Introduction</title><price>25000</price> 
    <author><last_name>Kim</last_name><first_name>CS</first_name></author> 
   </book> 
   <count>6</count><discount>.20</discount> 
  </item> 
  <item>…</item> 
  <date><year>2004</year><month>2</month><day>1</day></date></order> 
< order no=2> 
  <delivery> 
    <addr><company> AAA Bookshop </company><city>Jeonju</city> 
              <detail_addr>aa st. 840-2</detail_addr></addr> 
  </delivery> 
  … 
<person personalID="C00001"> 
   <last_name>Yeom</last_name><first_name>SJ</first_name> 
   <addr><company>BBB Bookshop</company><city>Seoul</city> 
<detail_addr>bb st. 1318</detail_addr></addr> 
</person> 
…

Fig. 4. XML Document related book order(order.xml) 

Fig. 5. “order.xml” represented by XML-GDM 

Fig. 6. “order.xml” represented by UML Class Diagram 
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5   Conclusion and Future Works 

We have proposed a modeling technique of XML documents via a visualizing 
method. It is done based on XML-GDM that is a graphical data model of XML-GL. It 
has a visual modeling function of XML document and DTD and a visual query 
function about it. We used UML in order to propose new object oriented modeling 
rules for XML document. By doing this, we could visualize XML documents, as a 
result, we improved readability of XML documents and established a basis to provide 
an intuitive structural query function. Our model provides a ground of efficient 
storage, management and search of XML documents due to good use of content-based 
characteristics of XML and object oriented attributes. This also removes the existing 
database storage techniques that didn’t utilize structural characteristics of XML 
documents and a limitation of query techniques.  

For better applications of the proposed method, research about intuitive visualized 
query in XML document database should be done. Also visual XML database systems 
with the proposed object oriented modeling techniques and query modeling 
techniques needs to be developed. 
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Abstract. This paper proposes server security certificate management system 
applying the mechanism of public key infrastructure and XML Security technol-
ogy specification to secure the information and resources open in network. This 
model is the system that permits the access only to the authorized users at a re-
quest of the status of the certificate through certifying server after issuing and re-
questing wire, wireless certificate on-line and registering on the XML certificate 
managing server. Also, this paper investigates the methods to support independ-
ent and various styles of information exchanges at platform using SOAP Mes-
sage to provide remote server with the service of certificate request  and inquiry. 

1   Introduction 

In this paper, XCMS(XML Certificate Management Server) and XCAS(XML Certifi-
cate based Authority Server) are proposed to permits the access only to the authorized 
users on the local server at a request of the status of the certificate through certifying 
server based on XML Certificate[1]. The essence of this system is to decide whether 
to permit the access or not to the local server according to the status of the users by 
using the message in XCAS inquiring the users' certificate and the status of the cer-
tificate after issuing public key infrastructure based X509 v.3 wire, wireless certificate 
through on-line and constructing XCMS providing inquiring and registering service to 
the issued certificate. To do this process, the request and reply message to register the 
certificate issued by the organization and the request and reply message to inquire the 
certificate from XCAS to XCMS are presented by SOAP (Simple Object Access 
Protocol). To solve the problem of OCSP (Online Certificate Status Protocol), the 
existing certificate controlling program, it permits the independent server access to 
the platform using SOAP Message. This paper proposes server security system model 
assuring far better security than the existing security mechanism enabling harmonious 
communication between the systems using XML characteristics and by separating the 
certificate issuing organization from the organization providing certificate registration 
and reference after constructing server security system based on XML security tech-
nology specification [2, 3, 4].  
                                                           
* This work was supported by Korea Research Foundation Grant (KRF-2004-042-D00168). 
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2   Related Work 

In this chapter, researches connected with XML-Signature and local server security is 
compared and analyzed. First, researches about XML digital signature base Systems 
Design and implementation are presented in [2] and [3]. The [2] and [3] proposed 
XML Signature base electronic commerce server security system. Also, research about 
XML digital signature techniques is in [4] and [5]. [4] creates XML digital signature, 
presented mechanism that quote service bundle without certification process, [5] pre-
sented techniques that can offer Time Stamping Protocol in XML server techniques. 
While [6] introduces about basic idea about XML Encryption and XML Signature and 
schema and [7] presents algorithm to analyze electronic payment protocol using sym-
metric encryption digital signature techniques. [6] is describing details about schema 
example and sub element about XML Signature and XML Encryption. [7] is about 
research that analyze responsibility whereabouts proof for message that is transmitted 
between transaction person concerned in Information-Communication protocol of 
symmetric encryption digital signature techniques for electronic commerce. 

3   XML-Signature and SOAP 

This chapter describes about SOAP, the basic technology XML-Signature for “the 
certificate management system modeling using XML certificate”. 

3.1   XML-Signature  

XML-Signature [2] is used to verify the transactions or identify of the users on cyber-
space as a verifying method. XML-Signature based on XML was standardized in Feb-
ruary 12, 2002, through the efforts of W3C and IETF. Standardized contents describe 
clear statement of the regulations on XML-Signature to maximize the security and the 
extents of the standardized contents, integrity, message and user authentication and 
non-repudiation. The primary elements of XML-Signature are digital signature infor-
mation and digest information and the presentation of XML Schema (Fig. 1) on X509. 

Signature elements consist of SignedInfo with digital signature information, Signa-
ture Value with actual digital signature value and KeyInfo [9] with digital signature 
key information and X.509 certificate. In particular, SignedInfo describes how signa-
ture information is standardized and the algorithm for the signature and the subordi-
nate algorithm, Reference, consists of DigestMethod, the algorithm summarizing 
signature data, and the element, DigestValue showing the result.  

 
<Signature> 

      <SignedInfo>  
        <CanonicalizationMethod>  
        <SignatureMethod> 
        <Reference>         <DigestMethod/>   <DigestValue/>   </Reference>   </SignedInfo>  

   <SignatureValue>        
<KeyInfo>   

 </Signature> 

Fig. 1. XML Digital Signature Elements 
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KeyInfo described in XML Security is used to encode XML Digital Signature and 
XML. In particular, X509Data [3], one of the subordinate elements of KeyInfo 
includes X509 v.3 certificate key identifier, X509 v.3 certificate and certificate repeal 
list.  

3.1.1   SignedInfo Element 
Schema presentation of SignedInfo element is as follows. 

 
<Signature> 
  <SignedInfo> 
  <CanonicalizationMethodAlgorithm=:http://www.w3c.org/TR/REC-xml-200135#”/> 

     <SignatureMethod Algorithm=”http://www.w3c.org/2000/09xmldsig#dsa-sha1/> 
     <Reference URI=http://www.w3c.org/TR/2000/signature-example.xml> 
        <DigestMethod Algorithm=http://www.w3c.org/2000/09/xmldsig#sha1/> 
        <DigestValue> Zu0kjegV355VZWWdbZ79sjk  </DigestValue> 
      </Reference>  </SignedInfo> 
  <SignatureValue> w5smjh45/89VVd3Dbaq </SignatureValue> 
</Signature> 

Fig. 2. SignedInfo Element 

Signedinfo element is consisted of Canonicalizationmethod element , Signature-
method element and Reference element. Canonicalizationmethod element includes 
algorithm that signature information is formalized. Signaturemethod element contains 
algorithm for signature. Reference element compresses signature data and includes 
compression result. Also, signaturevalue element includes calculated signing in 
signedinfo element. 

3.1.2   KeyInfo Element  
KeyName element, including the string used to identify the appropriate key from the 
person performing digital signature and encoding to the receiver, is the element which 
includes the actual value of a public key useful in identifying the key, deciphering the 
data, and certifying KeyValue element digital signature. In addition, X509Data ele-
ment consists of X509 key identifier, at least one, X 509 certificates, and certificate 
revocation lists (CRL).  

 
<element name="KeyInfo"  type="ds:KeyInfoType"/> 

<complexType  name="KeyInfoType" mixed=true"> 
    <choice  maxOccurs="unbounded"> 

              <element  ref="ds:KeyName"/>     <element  ref="ds:KeyValue"/> 
              <element  ref="ds:X509Data"/> 
                            : 
            </choice>  
           <X509Certificate  name="id"  type = "ID" use="optional"/> 

</complexType> 

Fig. 3. KeyInfo Element  
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3.2   SOAP (Simple Access Object Protocol) 

SOAP is the protocol supporting various types of information exchanges to the plat-
form or operation system based simple XML for information exchanges in disperse 
environments. The function of SOAP is transmitting the message requested by cus-
tomers. The service supporter calls the requested function and sends the replying 
message. The following is the form of a SOAP message.  

4   Two-Phase Local Server Security Model  

It is the system to protect local server against the trespass based wire/wireless XML. 
After requesting and issuing wire/wireless certificate, the certificate is registered on 
the certificate management system.  

XCMS plays the role not only registering the certificate but also sending the reply 
message on the certificate and the status inquiring messages requested on the certifi-
cate server. Through this inquiring process, this system can permit the access only to 
the certified users to the server. 

4.1   Two-Phase Local Server Security Model’s Configuration Diagram 

Server security certificate system consists of certificate system and XCMS and 
XCAS. Figure 4 shows the process of server security certificate system.  

The elements and functions of Server Security Certificate System can be briefly 
described as follows:  

 

Fig. 4. Architecture of Authority System for Server Security 
 

Wireless 
Terminal 
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(1) Security Server Certification Authority  
When users request the certificate on-line, the registration authorities identify the 
status of users, and then the certificate authorities issue the certificate. This system is 
applied to this process to transmit the request message for certificate registration and 
to register certificate issued to certificate management server.  

(2) XCMS (XML Certificate Management Server)  
It is the server that receives the certificate from certificate authorities and registers it 
on the server certificate depot. Also, it offers certificate inquiring service if the access 
control server requests the certificate or the status of the certificate.  

(3) XCAS (XML Certificate based Authority Server)  
It is the server that inquires the certificate and the status of the certificate to certificate 
management server after writing out certificate inquiry request message obtaining the 
users' certificate password when wire/wireless terminal users log on local server.  

4.2   Two-Phase Local Server Security Model’s Achievement Algorithm  

Achievement algorithm of two-phase local server security model of xml certificate 
base is as follows.  

 

Fig. 5. Two-Phase Local Server security model's achievement algorithm 
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5   Two-Phase Local Server Security Model Implementation  

In this section we describe the implementation screen that request online and issue 
XML-Signature extension part and X509 v.3 wire/wireless certificate for two-phase 
verification. And also we describe about SOAP message to enroll certificate to XCMS. 

5.1   Security Server Certificate Authority 

5.1.1   XML-Signature Extension Part 
The Extended XML-Signature's example that creates certificate information for 
certificate and two-phase verification that issue security server Certificate Authority is 
as follows. 

 
 <Signature> 

   <SignedInfo>           // Actuality information about signature  

    <CanonicalizationMethod Algorithm="http:/www.w3c.org/TR/2001/REC-xml-c14n-20010315#"/> 

    <SignatureMethod Algorithm="http://www.w3c.org/2000/09xmldsig#dsa-sha1/> 

    <Reference URI="http://www.w3.org/TR/2000/signature-example.xml"> 

        <DigestMethod  Algorithm="http://www.w3c.org/2000/09/xmldsig#sha1"/> 

        <DigestValue>  Zu0kjegV355VZWWdbZ79sjk  </DigestValue> 

    </Reference>  

  </SignedInfo>  

  <SignatureValue>w5smjh45//89VVd3dBAQ</SignatureValue>  //Actuality value of digital signature 

  <KeyInfo>                                    // Information about key 

     <KeyName> kimjs </KeyName> 

     <KeyValue> Xa7u+eOyH5..</KeyValue> 

     <X509Data>                               // Information about x509 certificate 

         <X509IssuerName>CN=kimjs, C=KR..  </X509IssuerName>  

         <X509SerialNumber>1234567          </X509SerialNumber> 

         <X509SubjectName>Certificate A      </X509SubjectName> 

         <X509Certificate>MIICSTCCA...       </X509Certificate> 

         <X509Items>     // Extended Part 

            <CertificationCenter> CN_Sign </CertificationCenter> 

            <CertificateSerialNumber> CS_0001  </CertificateSerialNumber> 

            <CertificateDate>  2005-06-10 </CertificateDate> 

            <CertificatePermitionCode> CN_Sing_Kimjs </CertificatePermitionCode> 

            <SignatureAlgorithm/> dsa-sha1  </SignatureAlgorithm> 

            <CertificateSubscriber/> Kim-js  </CertificateSubscriber> 

            <PersonalNumber>601011-234567  </PersonalNumber> 

        </X509Items> 

      </X509Data>  

   </KeyInfo> 

 </Signature> 

Fig. 6. Extended XML-Signature's example 
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5.1.2   User Certificate Issuance Module 
(1) Wire/wireless Certificate Request Process 
The following picture is the interface of the certificate request form between local 
server and Security Server Certification Authority. 

 

Fig. 7. Wireless and wire certificate request interface 

The process of certificate request is finished with the user's agreement with the pro-
vision after writing out the requested form. The registration authorities send the admis-
sion code by e-mail after identifying the user's status with the form the user sent.  

(2)  Wire/wireless Certificate Issuing Process  
If the certificate request from registration authorities to certificate authorities goes on 
successfully, the interface to issue the certificate have two steps as shown below.  

 

Fig. 8. Digital Signature Generation Interface 

After the user puts the admission code he receives by email, he chooses save direc-
tory and receives the password to create the digital signature contained in the certificate.  

 

Fig. 9. Certificate Install and Generation Interface 
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After creating the digital signature and the certificate is installed successfully, the 
user can confirm the certificate by clicking the button “certificate view".  

5.1.3   User Certificate Register Module 
Local server transmits certificate issuance information and x509 v.3 certificate infor-
mation making out request message to register certificate information to xcms by 
parameter. 

 
   <SOAP-ENV:Body>  
     <SOAPXCMS:Register>  
      <X509IssuerName> CN=KIM JS </X509IssuerName>  

       <X509SerialNumber> 03       </X509SerialNumber>  
       <X509SubjectName> Certificate A    </X509SubjectName>  
      <X509Password>****** </X509Password>  
      <X509Certificate> MIIC34PzCCA0+....KTV  </X509Certificate>  
      <X509CRL> 2010-12-30 </X509CRL>  
      <X509Items>  

        <CertificateSerialNumber> 03  <CertificateSerialNumber/>  
       </X509Items>  
     </SOAPXCMS:Register>  

   </SOAP-ENV:Body>  

Fig. 10. Certificate registration request message 

5.2   XCAS (XML Certificate Based Access Server)  

XCAS makes and transmits the request message to verify the validity of the certificate 
to XML certificate management sever (XCMS) when the user input one's own certifi-
cate password to log on.  

5.2.1   User Login Screen  
XCAS provides login image requesting certificate password as shown below when the 
user tries to log onto the server. 

 

Fig. 11.  User Login Screen  
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To select one to do random in <X509Item> Element's contents connected with cer-
tificate information for security reinforcement of screen that is user log to supplement 
side that problem can be caused through unlawful certificate peculation and hacking 
of certificate password. 

5.2.2   Message Requesting Certificate Verification 
The certificate password input by the user creates the message requesting certificate 
verification by the certificate in XCAS and status verification module. The message 
requesting certificate verification is as follows:  

 
<?xml version="1.0"> 
<SOAP-ENV:Envelope  
SOAP-ENV:encodingStyle="http://schemas.xmlsoap.org/soap/encoding/" 
xmlns:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"> 
  <SOAP-ENV:Body> 
     <SOAPXCMS:Request> 
        <X509Password> ****** </X509Password> 
        <X509Item> Certificate SerialNumber </X509Item> 
     </SOAPXCMS:Request> 
  </SOAP-ENV:Body>  </SOAP-ENV:Envelope> 

Fig. 12. Certificate Checkup Request Message 

5.3   XCMS (XML Certificate Management Server)  

XCMS provides XML certificate registration service and certificate information 
service.  

5.3.1   XML Certificate Registration Service  
In XCMS, the reply message for the certificate registration service to the request 
message for the certificate registration is as follows. 

 
<SOAP-ENV:Envelope  
SOAP-ENV:encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"  
xmlns:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"> 
  <SOAP-ENV:Body> 
     <SOAPXCMS:RegisterResponse> 
        <RegisterSerialNumber>231-645-7754</RegisterSerialNumber>  
        <ResultMessage>Certificate Registered success!!</Result_Message> 
     </SOAPXCMS:RegisterResponse> 
  </SOAP-ENV:Body>  </SOAP-ENV:Envelope> 

Fig. 13. XML Certificate Registration Request Message 

The certificate information sent from certificate authorities calls the related method 
at XML certificate management server, register related information, and send  
the message noticing certificate registration serial number and whether registered or 
not.  
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5.3.2   XML Certificate Information Service  
In XCMS, the reply message to verify the certificate and the status of it about the 
request message for the service of certificate verification and validity from XCAS is 
as follows.  

 
<SOAP-ENV:Envelope  
SOAP-ENV:encodingStyle="http://schemas.xmlsoap.org/soap/encoding/" 
xmlns:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"> 
  <SOAP-ENV:Body> 
     <SOAPXCMS:Request> 
        <X509Certificate>MIIC34PzCCA0+....KTV</X509Certificate> 
        <X509CRL>2010-12-30</X509CRL> 
        <CertificateSerialNumber> 03 </CertificateSerialNumber> 
     </SOAPXCMS:Request> 
  </SOAP-ENV:Body> 
</SOAP-ENV:Envelope> 

Fig. 14. Certificate and State Response Message 

The result of the inquiry consists of X509Certificate element containing the user's 
certificate information and X509CRL element including the information on the status 
of the certificate.  

6   Conclusion and Further Study 

The interest in security has been dealt with seriously among individuals, companies 
and the countries. In particular, as a respect of the security of information, indiscrimi-
nate lifting from other people's privacy and trespass and destruction of information 
resources give huge side effects on our daily life and even national security. There-
fore, this study proposes the server security model permitting the access to the server 
only to the certified users as a securing method to preserve the server of personal 
users and the companies applying the mechanism of remote call of the certificate 
based on the existing public key infrastructure and XML security technology.  

Further study should be focused on the mechanism of fast progress in dealing with 
the certifying process and message transmitting process because the speed of the 
system can be slow during the certificate based login process to the server. Also, the 
preceding study on XML security technology spec about the wireless certificate 
should be done. 
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Abstract. For having various applications, XML is widely used in various 
fields. But, there has not been a system to integrate and manage XML and its 
applications together. In this paper, we propose methods to integrate web-based 
XML applications(SMIL, RDF, WIDL) and for object-oriented modeling of 
each DTD and document instance. We propose a system to merge object 
modeling of XML applications. With the proposed integrating algorithm, we 
can not only easily analysis various web-based XML applications which are 
represented by complex tags, but also generate object-oriented schema for each 
document and store it to OODBMS.  

1   Introduction 

XML(eXtensible Markup Language) has flexibility that can define element, attribute, 
and Entity according to the specific application domain such as SMIL(Synchronized 
Multimedia Integration Language), RDF(Resource Description Framework), 
WIDL(Web Interface Definition Language), etc.[1]. These XML applications are 
based on WWW, so they will be used widely. SMIL is a standard grammar[2] to 
transmit multimedia contents on web such as graphics and audio. RDF is a framework 
that offers an interoperability between applications to exchange information or on 
Web to process meta data[3]. WIDL is meta data grammar to define application 
program interfaces(APIs) for web data and service.  

An issue has Had been ignored that access directly to web data in business 
application field so far but lately, an interface is described and used that can access 
web resources by standard web protocol in remote system by using WIDL.  

WIDL's purpose is to supply a general method to represent request/response 
interaction for standard web protocol, and to automate an interaction that uses 
resources raving a form of HTML/XML to various integration platforms. [4, 5, 6].  

WIDL having these features is an XML application that is object-oriented, but it 
does not propose object modeling methodologies schema for it up to date. Therefore, 
this paper proposes an algorithm to integrate SMIL, RDF, WIDL that is representative 
web-based XML application and to do object modeling. And, we propose rules 
applied commonly to DTD without distinction of XML application.  
                                                           
* This work was supported by Korea Research Foundation Grant (KRF-2004-042-D00168). 
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2   Related Work  

Approach on web document offering API normalized for XML document and there is 
DOM(Document Object Model) [1] by method to manufacture, this does not 
represent attribute or aggregation relation etc. that is object base structure that define 
logical structure of document but detailed information of class because is form of 
Tree class structure properly. Additionally, object modeling research about DTD is 
XOMT(eXtended Object Modeling Technique) and the UML class diagram.  

XOMT extended many OMT's function, but there is part that do not fit well to 
object-oriented concept such as class that define attribute.  

Than this UML class diagram DTD according to object intention-oriented object 
modeling do [7]. Therefore, this study that proposes algorithm that map rightly to 
XML DTD based on rule that map XML DTD of [7] in UML class diagram, and 
generation UML class diagram through this. In addition to, by modeling[8] for XML 
document  was proposed, and Extending this UML Use Case diagram about SMIL 
document, object modeling is proposed[10] in the UML class diagram by Semantic 
analysis by synchronization modeling[9] and RDF resource using Sequence and 
Collaboration Diagram. But, yet SMIL, there is not specific modeling method about 
XML application is presented except RDF, There was no research about these Web-
Based application's integration. Therefore, in this study that integrates Web-Based 
XML application, and XML DTD that doing object modeling, did so that can 
generation object modeling and object-oriented code about each XML application 
document.  

3   Web-Based XML Document Modeling  

In this chapter modeling rule to create UML class diagram about representative Web-
Based XML documents, member function of each class, and propose modeling 
algorithm.  

3.1   Modeling Rule  

The followings are rules necessary to do to map Web-Based XML application 
document instance to set of UML class diagram.  

(1) Element  
The following defines rules about element of beginning tag.  
This time, same type of class iteration when is created attach order number in each 

class name and distinguish this.  
[Rule 1] Element that become SMIL's media tag, hyper link tag, selection tag, 
RDF's <RDF:Description> tag, WIDL's beginning tag gets into class.  

(2) Attribute and Value  
Rule about attribute and the value is same as following.  
[Rule 2] Attribute of RDF schema, attribute and value get into Private attribute 
and value of relevant class in WIDL's Element tag.  
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(3) Relation between attributes  
Relation between included Elements defines as following inside with Element.  
[Rule 3] RDF's <rdfs:Container>, Element that come inside WIDL's Element  
tag gets into composition relation between class and sub class.  

[Rule 4] RDF's <rdfs:subClassOf> gets into generalization relation between  
Element class and sub class [9].  

3.2   Modeling Function  

SMIL, RDF, WIDL document when did to map  in UML class diagram, member 
functions inserted on operation list part of each class as each following same. These 
member functions do structure grasping and transformation of relevant class diagram 
to be easy.  

3.2.1   SMIL's Member Function  
In the case of SMIL document, because modeling function extract class from object 
of sequence diagram, it need synchronization function about occurrence sequence of 
class, and function about reference class. Contents are same with table 5 in reply [9].  

Table 1. Modeling function of SMIL class 

Functions Explanation 

par_o() Classes that happen same time 
seq_o() Next, class that happen 
href_o() Class referred while class executes 
anchor_n() Class referred while class executes 

3.2.2   RDF's Member Function  
The following is member function that come hereupon, when changed by class of 
RDF resources [10]. Basically, need function that represent supermarket class and 
subclass and function that represent included attribute in relevant class. And, need 
function connected with relation between sub classes that compose super class.  

Table 2. RDF Member Function of Resources Class  

Functions  Explanation 

p() Super Class 
c() Sub Class 
cons() Connecter's kind 
r() Sub Class order 
m() Attribute 

3.2.3   WIDL's Member Function  
In the case of WIDL, basically, need bow that define service number and input/output 
parameter of binding except function connected with class and attribute. Member 
function of class created by WIDL is same with table 8.  



982 C.-S. Yoo et al. 

Table 3. WIDL Member Function of Class  

Functions Explanation 

p() Super Class 
c() Sub Class 
s() Service number 
i() input parameter value of binding 
o() output parameter value of binding 
m() Attribute 

3.3   Modeling Algorithm  

In this section proposes algorithm that input XML document instance such as RDF or 
WIDL and create UML class diagram. Only, spoke in [9] already by changing to class 
and create class diagram drawing object from order diagram in SMIL's case. 
create_DI_ClassDiagram()  

 
--------------------------------------------------------------------------------------------------------------------------------- 

Input: XML application Document  
Output: UML Class Diagram  
begin {  
make_class()                        //Generate rootclass (WIDL, one generations among Resource) 
for (No of Attribute List)  
  insert_attlist_function()              // Insert Attribute and Value 

insert_member_function()           //InsertionMember Function 
for (Beginning tag or No of <rdf:Description>) {  
    make_class()                           // Class generation  
    for (Attribute list)  
       insert_attlist_function()             // Insertion Attribute and value 
       insert_member_function()              //  Insertion Member function  
if (root class == WIDL)  
    make_composition()                 // Form Composition relation 
else
    make_generation()                  // Form Generalization relation 
while not (</rdf:Description>) {          // About RDF resources  
     if (<rdf:type>)  
         Define_classtype()  
     else if (<rdf:subClassOf>)  
          make_generation()                // Form Generalization relation 
     else if (<rdf:Container>)  
          make_composition()              // Form  Composition relation 
     else  {                               // About WIDL document  
         if (not end tag(/))  
             for (No of Beginning tag) {  
                make_class ()                      //  Create class  
                 for (No of attribute list)  
                    insert_attlist_function()            // Insert Attribute and value  

insert member_function()   // Insert member function  
make_composition        // Form composition relation 

 }  }  }  }  }  
end;

--------------------------------------------------------------------------------------------------------------------------  
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Table 4. Mapping table of class diagram from DTD  

XML DTD UML Class Diagram 
Declaration Part Element Class 

Connector ‘|’
Composition 
Relation 

‘or' 
Constraint  

Condition 
Occurrence  Pointer Multiple 

Element Declaration 
Contents Part 

‘( )’ Temporary class 
Attribute List 

Declaration 
Attribute Private Attribute 

4   Integration System  

In this chapter, We propose system and application result that integrate modeling 
about each XML application that proposes in chapter 4. Before this, we propose 
modeling rule and algorithm applied commonly to create class diagram from each 
application XML DTD.  

4.1   System Configuration  

When DTD about XML application and document instance were inputted, system 
configuration diagram about diagram and object -oriented code generation is same 
with figure 1.  

 

Fig. 1. XML Application Integration System Configuration 

(1) XML Parser  
XML DTD and document instance being inputted error of grammar examine and 
create Parsing table.  
(2) Use Case Diagram  
Various application of XML distinguishes to each use case of UML and handles.  
It is same with figure 2.  
(3) Diagram Generator  
Tag used to XML instance creates use case and sequence diagram first in case of tag 
that define in SMIL DTD and generation collaboration diagram and class diagram 
automatic generation.  
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DTD and RDF, create class diagram justly without special diagram generation 
about WIDL document.  
(4) Code Generator  
Create component diagram from each class diagram that is created from XML DTD 
and document instance and C++ code that is object-oriented code about each 
component.  

4.2   Application Result  

Do document instance by input with DTD by this algorithm and examine the applica-
tion result.  

4.2.1   Use Case Diagram  
Various application of XML distinguishes to each use case of UML and handles.  

It is same with figure 2.  

 

Fig. 2. Use Case Diagram 

4.2.2   DTD Class Diagram  
In this study does generation class diagram to input XML DTD.  
(1) XML DTD  
Used WIDL by a example of DTD, and WIDL DTD is same as following.  

--------------------------------------------------------------------------------------------------------------------------------
<!ELEMENT WIDL (SERVICE | BINDING )*>
<!ATTLIST WIDL NAME  CDATA #IMPLIED  VERSION (1.0 | 2.0 | … ) "2.0"

  TEMPLATE CDATA #IMPLIED BASEURL CDATA #IMPLIED
OBJMODEL(wmdom|… )"wmdom*6" > 

<!ELEMENT SERVICE EMPTY>
<!ATTLIST SERVICE NAME CDATA #REQUIRED URL CDATA #REQUIRED

METHOD(Get|Post)
"Get" INPUT CDATA #IMPLIED OUTPUT CDATA #IMPLIED  AUTHUSER CDATA #IMPLIED

AUTHPASS CDATA #IMPLIED TIMEOUT CDATA #IMPLIED RETRIES CDATA #IMPLIED >
<!ELEMENT BINDING (VARIABLE | CONDITION | REGION)* >
<!ATTLIST BINDING  NAME CDATA #REQUIRED TYPE (INPUT|OUTPUT) "OUPUT" >
<!ELEMENT VARIABLE EMPTY>

  NAME CDATA #REQUIRED FORNAME CDATA #REQUIRED
  TYPE (String | String[] | String[][]) "String"  USAGE

(Default | Header | Internal) "Function" REFERENCE CDATA #IMPLIED
  VALUE CDATA #IMPLIED MASK CDATA #IMPLIED NULLOK #BOOLEAN >

<!ELEMENT CONDITION EMPTY>
<!ATTLIST CONDITION TYPE (Success|Failure|Retry) "Success"

  REF CDATA #REQUIRED  MATCH CDATA #REQUIRED
  REBIND CDATA #IMPLIED SERVICE CDATA #IMPLIED
  REASONREF CDATA #IMPLIED REASONTEXT CDATA #IMPLIED
  WAIT CDATA #IMPLIED RETRIES CDATA #IMPLIED > 

<!ELEMENT REGION EMPTY>
<!ATTLIST REGION  NAME CDATA #REQUIRED START CDATA #REQUIRED
END CDATA #REQUIRED >

---------------------------------------------------------------------------------------------------------------------------  
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(2) DTD parsing Table  
Table 5 and table 6 are represented element and attribute table from parsing result  

Table 5. Parsing element table 

connector occurrence indicator
element name

, | 
element contents

* + ? 
exception contents 

SERVICE 
WIDL 0 1 

BINDING 
1 0 0 0 

SERVICE 0 1 EMPTY 0 0 0 0 

VARIABLE 

CONDITION BINDING 0 0 

REGION 

1 0 0 0 

VARIABLE 0 0 EMPTY 0 0 0 0 

CONDITION 0 0 EMPTY 0 0 0 0 

REGION 0 0 EMPTY 0 0 0 0 

 Element table  
Element table compose of element name, connector, element contents, occurrence 

indicator, above WIDL document DTD, parsing element table is the following  
 Attribute table  

Attribute table compose of element type, attribute name, attribute value and default 
value. Above WIDL document DTD, attribute table is the following.  

Table 6. Parsing attribute table 

element 
type(Name) 

attribute Name attribute Value or List default value or reserved word 

NAME CDATA  Implied 

VERSION (1,0|2,0|...) 2,0 

TEMPLATE CDATA Implied 

BASEURL CDATA Implied 

WIDL 

OBJMODEL (wmdom|...) Wmdom 

NAME CDATA =#REQUIRE 

URL CDATA =#REQUIRE 

METHOD (Get|Post) Get 

INPUT CDATA Implied 

OUTPUT CDATA Implied 

AUTHUSER CDATA Implied 

AUTHPASS CDATA Implied 

TIMEOUT CDATA Implied 

SERVICE 

RETRIES CDATA Implied 

NAME CDATA =#REQUIRE 
BINDING 

TYPE    INPUT|OUTPUT OUTPUT 

NAME CDATA =#REQUIRE 

FORNAME CDATA =#REQUIRE VARIABLE 

TYPE (S|S[]|S[][]) String 
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Table 6. (Continued) 

element 
type(Name) 

attribute Name attribute Value or List default value or reserved word 

 REFERENCE CDATA Implied 
 USAGE  Default|Header|Interal Function 
 REFERENCE CDATA Implied 
 VALUE CDATA Implied 
 MASK CDATA  Implied 
 NULLOK CDATA  Implied 

 TYPE    Success|Failure|Retry Success 
 REF CDATA  =#REQUIRE 
 MATCH CDATA    
 REBIND CDATA  Implied  

CONDITION SERVICE CDATA  Implied  
 REASONREF CDATA  Implied  
 REASONTEXT CDATA  Implied  
 TIMEOUT CDATA  Implied  
 RETRIES CDATA  Implied  

 NAME CDATA  =#REQUIRE  
REGION START CDATA  =#REQUIRE  
 END C R 

 
(3) DTD Class Diagram  
Result that change DTD of (1) in UML class diagram is same with figure 3.  

 

Fig. 3. DTD Class Diagram  

4.2.3   Document Class Diagram  
Generation class diagram and object-oriented code when did document instance that 
correspond to Web-Based XML application by input.  

(1) The parsing table of WIDL document  
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The following WIDL parsing table contain of tab name, attribute and it value.  

Table 7. Parsing table of WIDL document 

Tag name Attribute Value 
NAME FedExShipping 
TEMPLATE Shipping 
BASEURL http://FedEx.com 

WIDL 

VERSION 2.0 
NAME TrackPackage 
METHOD GET 
URL /cgi-bin/tract_jt 
INPUT TrackInput 

SERVICE 

OUTPUT TackOutput 
NAME TrackInput 

  
TYPE INPUT 
NAME TrackingNum 
TYPE String VARLABLE(1) 
FORMNAME Trk_num 
NAME DestCountry 
TYPE String VARLABLE(2) 
FORMNAME dest_cntry 
NAME ShipDate 
TYPE String 

BNDING(1)

VARLABLE(3) 
FORMNAME ship_data 
NAME TrackOutput 

  
TYPE OUTPUT 
TYPE FAILURE 
REFERENCE doc.p[0].text 
MATCH FedEx Warning Form 

CONDITION(1) 

REASONREF doc.p[0].text['&*'] 
TYPE SUCCESS 
REFERENCE doc.title[0],text 
MATCH FedEx Airbill 

CONDITION(2) 

REASONREF doc.p[1].value 
NAME disposition 
TYPE String 
REFERENCE doc.h[3].value 

CONDITION(4) 

MASK $* 
NAME deliveredOn 
TYPE String 
REFERENCE Doc.h[5].value 

CONDITION(5) 

MASK %%%$* 
NAME deliveredTo 
TYPE String 
REFERENCE doc.h[7].value 

BNDING(1)

CONDITION(6) 

MASK *: 

(2) Document Instance Class Diagram  
Is same with figure 4 if create UML class diagram because do by input (1).  
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Fig. 4.  Document Instance Class Diagram  

Specific picture about class "BINDING(1)" and "BINDING(2)" is same with each 
figure 5, figure 6 in figure 4.  

 

 
 

Fig. 5. “Binding(1)” of Class Diagram Fig. 6. “BINDING(2)”of Class Diagram 

(4) Document Instance Object-Oriented Code  
Component diagram about class WIDL of 

figure 4 is same with figure 7, and this paper  
used C++ cord. File WIDL.cpp has compile 
relativity about file WIDL.h, and WIDL.h has 
relativity about SERVICE.h. Present code 
WIDL.cpp and WIDL.h about WIDL class in 
postscript. 

5   Conclusion and Further Research Task  

This paper proposed algorithm and system to integrate SMIL that is XML's Web-
Based application, RDF, WIDL and do object modeling.  

Defined rule and member function of each class that map in UML class diagram 
from XML each application for this.  

Fig. 7. “WIDL” Component Diagram 
of Class 
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Therefore, because structure analysis of XML document is easy by in this study, 
that document developer is various easily for XML document instance create can .  

Also, inputting Web-Based XML DTD or document instance object modeling and 
code because is gotten database designer without necessity to analyze kind of tag or 
grammar by XML application schema create can .  

Most sense of this study is that become base in document management that is Web-
Based XML's object-oriented because sense can generation easily object-oriented 
schema.  

Further Research task knows first Web-Based XML application only just 
generation XML DTD diagram and document instance diagram that integrate all other 
applications. Second, generation schema by each OODBMS kind automatic 
movement based on this.  
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Abstract. The SMIL specification that is recently approved by the W3C and is 
meant to help deliver multimedia contents to the Web, is widely used these days 
and they have continuously emerged tools or software related with that. In this 
paper, we propose a system to convert temporal scripts of RASP that is an 
experimental toolkit for computer animation that promotes interaction-based 
programming over time into a SMIL document. For making better use of SMIL 
documents, we can improve reusability of animation components. the main 
contribution of this paper is that it verifies the sequence diagram generated for 
synchronization of SMIL documents by reconverting SMIL from UML 
sequence diagram.  

1   Introduction 

XML (eXtensible Markup Language) has the flexibility to define elements, attributes, 
and entities according to a specific application purpose. Depending on the user’s 
objective, these applications can distinguish by Web and Internet application, meta-
data and storing application, multimedia application etc. In particular, XML based 
multimedia application uses XML language and syntax to present information such as 
graphics, video and  digitalized language in the Web[1]. SMIL (Synchronized 
Multimedia Integration Language), PGML (Precision Graphics Markup Language), 
JSML (Java Speech Markup Language) are representative examples. SMIL, the W3C 
recommendation, is an XML application that integrates individual multimedia objects 
by synchronizing multimedia presentations. It makes multimedia presentations such 
as Web TV[2]. The functions of SMIL are as follows. First, it describes the temporal 
action of the presentation. Second, it describes the arrangement of the presentation in 
a display. Third, it combines hyperlinks with the media object[3]. Currently SMIL 
documents are increasing, and SMIL related software or tools are being developed 
vigorously.   Therefore, the possibility of SMIL documents may rise. On the other 
hand, the RASP (Robotics Animation Simulation Platform) tool kit is a representative 
example that is developed and used on the software reuse side. When we develop 
visual simulation, this defined common structure or set is used to make investigations 
                                                           

* This work was supported by Korea Research Foundation Grant (KRF-2004-042-D00168). 
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convenient.  It is based on the object-oriented principle and various simulation 
techniques and it was made in C++. [4].  So, when we visualize the script, it presents 
the temporal relation of the animation components in the RASP tool kit, as a UML 
sequence diagram. And we create SMIL documents using this diagram, regenerate 
animation components to SMIL documents and maximize the reusability of these 
animation components.  

The purpose of this study is to generate SMIL documents from sequence diagrams 
as a verification of algorithms[5]  for the synchronization of SMIL documents with 
existing study.  

2   Related Works 

There is a concentrated interest in software reuse in the computer graphics field. 
When an animation scene is visualized, code and design are reused, to reduce time, 
effort, and expense. But because it is not easy to animate interaction between 
components which are changing most tools support limited relation.  

It was recently suggested that a new method named RASP tool kit had solved this. 
The RASP tool kit is a tool which composes and controls interaction hierarchically, 
helps to compose time-varying interaction and to properly reuse that interaction at 
each step. Here, time-varying interaction increases interaction that can be reused by 
temporal attributes. That is, the attribute prescribes in what condition - such as 'when', 
'how often' – the interaction occurs and the interaction establishes the relation 
between the components which use this attribute[6].  

On the other hand, use case diagrams and sequence diagrams are presentation 
methods for the temporal synchronization of documents[5]. They extract objects from 
a SMIL document Using use case diagrams, sequence diagrams, cooperation 
diagrams and logical view class diagrams of  UML use case view. Then they present a 
synchronization and cooperation relation between them.   It is object modeling for 
logical relations through class diagrams. Therefore, this study proposes an algorithm 
to create a SMIL document from a sequence diagram as a verification for the UML 
sequence diagram from the SMIL document.  

3   RASP, UML, SMIL Document  

We explain the RASP, UML diagrams, and the basic tag of SMIL documents.  

3.1   RASP Tool Kit  

RASP, an experimental tool kit for computer animation, is based on interaction 
programming, It consists of tools for geometrical model building, rendering, and 
animating.  Because it supports interaction according to time that can be reused, it 
promotes reuse. It uses hierarchic structure in order to systematically connect 
components according to time and it makes it easy to decide what component, when, 
and how often to do an interaction.  
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3.1.1   Primitive  
The primitive hierarchical structure is the as the one shown in Figure 1. Events, 
management for one interaction, forms time binding to communicate between 
components. Activities, management for interaction that form behaviors, limit 
temporal intervals to control interaction by how often they occur and in which 
sequence. TimingActs and Processions gather activity that form temporal script. The 
temporal script decides how the action connects and when the action happens.  

 

Fig. 1.  Primitive Hierarchical Structure 

3.1.2   Reuse  
The reuse of software is accessed differently according to the primitive hierarchy. 
There are fine-grain, medium-grain, and coarse-grain. Fine-grain is a reuse which is 
related in events. Medium-grain is a reuse which is related in activities and coarse-
grain is a reuse which is related in temporal scripts. The purpose of coarse-grain 
reuse, which is used in this study, is not a reuse of interactions or behavior but a reuse 
of sequence.  

3.2   UML  

Use case diagrams, sequence diagrams, and UML diagrams that apply to this study, 
can be explained as follows.  

3.2.1   Use Case Diagram  
The use case diagram presents relevance between external behavior and Use case that 
is a system offered function. A use case presents one of the system offered functions, 
it can insert sequence diagrams, cooperation diagrams, class diagrams etc.  

The notation of a use case diagram is a graph that consists of a set of external users 
and use cases, and the relations between them. This has the advantage that it naturally 
derives the object from user requirement and communicates with the user in 
standardized diagram form[7].  

The following table presents components of use case diagrams and gives an 
explanation of them.  

3.2.2   Sequence Diagram 
Sequence diagram focuses on the sequence of the message flowing between other 
objects. The notation makes 2 axises, the vertical axis represents the current of time 
 

Procession

TimingAct

Activity

Event 
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Table 1. Components of Use Case Diagram 

Components Explanation 

Actor 
System and subsystem, or external user, process etc. that interacts with 
class 

Use Case 
A unit of relative behaviour that does not present the internal structure
of the system 

and the horizontal axis presents the relevant object. The Object appears in a 
rectangular form, and the name of the object draws underline, and the lifeline of the 
object appears in a dotted perpendicular line. Interaction between objects is attained 
through the flowing of messages. The message becomes a horizontal line between the 
lifeline of the object and the focus of control presents the time zone, the object acts in 
a long rectangle.  

The following presents components of a sequence diagram and an explanation of 
them[8].  

Table 2. Components of sequence diagram 

Components Explanation 
Event identifier Identifier of which      event the message      refers to 
Time constraint Time display of relevant time between events 

Peer-to-Peer One object sends a special message to only one object 
Message 

Broadcast Message that is sent by one object to more than one object 
at the same time 

3.3   SMIL Document  

SMIL, a XML based language, can represent temporal synchro relation between 
multimedia data that is untreated in HTML[9].  

A SMIL document consists of a <head> part and a <body> tag part inside <smil>, 
</ Smil> tag. The following is to explain about detailed tags.  

3.3.1   <head> Tag  
This is a tag about information that is not presented according to sequence. It includes 
meta element and <switch> or <layout> tags[3].  

1) <layout> tag  
This decides what form element is put in the <body> of document.  
2) <region> tag  
This controls position, size etc.. of the media object element  
3) <switch> tag  

This prescribes a set of preferential elements and selects one of several elements. 
This tag is available in the <body>.  

3.3.2 <body> Tag  
This is an element which includes information connected with the temporal 
connection behavior of the document[9].  
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1) media tag  
This is an element that presents the media object. <ref>, <animation>, <audio>, 

<img>, <video>, <text>, <textstream> etc. belonging to the media tag. This study 
creates  an <animation> tag among them.  

2) synchronization tag  
This is used for temporal synchronization. <par> tag makes the child of element 

overlapping happen at the same time and <seq> tag makes the element' child have 
temporal sequence.  

3) hyperlink tag  
<anchor> tag and <a> tag are connected with hyperlink. <a> tag is similar to the 

<a> tag of HTML and fixes the whole media resource from start time to ending time 
so that the link may be possible. <anchor> tag, hyperlink element such as <a> tag, can 
be designated anywhere on the screen during the defined period[10].  

4   SMIL Document Generating System  

This chapter presents a SMIL document generating system, an algorithm for that 
system and the result of its application when temporal script related in animation 
component is entered, First, a sequence diagram of UML is created from the temporal 
script about animation script. Second, a SMIL document is generated from the 
sequence diagram of UML.  

4.1   System Configuration Diagram  

First, the whole system configuration in this paper is the same as Figure 2, and the 
function for each component is as follows.  

Temporal Script

Use Case Diagram

Order Diagram 

SMIL Tag Table

SMIL Document

Script Analyzer

Use Case Diagram 
Generator

Sequence Diagram Loader 

Tag Table Generator

SMIL Document Generator 

 

Fig. 2. SMIL Document Generating System Diagram 
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1) Script Analyzer  
The script analyzer translates the temporal relation by following the message 

mapping table.  

Table 3. Sequence Diagram Message Mapping Table about Relation of Temporal Script 

Relation Message 

MEETS seq() 
DELIMITS par() 
STARTS par() 

STOPS {eiend-ejend=0} only, ei, ej are event identifier 

TimingAct(Object,begin,end) {eiend -eibegin} 

TimingAct(Objecti,begin,end) 
TimingAct(Objectj,begin,end) 

{ejbegin-eiend} 

The results of temporal script analysis of the next 5 examples by the above table are 
as follows.  

Example 1) and example 2) are examples connected with the message. The 
following is an example of seq().  

Example 1) ObjectB setRel(MEETS, ObjectC);  

Table 4. Script analysis Table of Example 1 

object 

bigin  End 
Message 

ObjectB ObjectC seq() 

The following is an example of par ().  

Example 2) ObjectC setRel(DELIMITS, ObjectE);  

Table 5. Script Analysis Table of Example 2 

object 

begin End 
Message 

ObjectC ObjectE par() 

The following is an example of constraints. The constraints to set the ending time 
between 2 objects are as follows.  
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Example 3) ObjectF setRel(STOPS, ObjectD);  
 

Table 6. Script Analysis Table of Example3 

event identifier object  
begin end 

constraints 

ObjectF e1begin,  e1end 

ObjectD e2begin,  e2end 
{e1end-e2end=0} 

 The following is marking live time of a object by constraints.  

Example 4) proc addTimingAct(ObjectA,1,10);  

Table 7. Script Analysis Table of Example 4 

event identifier 
object   

begin end 
constraints 

ObjectA ebegin,  eend {eend-ebegin=9} 

The last following example presents time lags between two objects. 

Example 5) proc addTimingAct(ObjectA,1,10);  
           proc addTimingAct(ObjectB,30,40);  

Table 8. Script Analysis Table of Example 5 

event identifier object  
begin end 

constraints 

ObjectA e1begin  e1end 

ObjectB e2begin e2end 
{e2begin-e1end=20} 

2) Use Case Diagram Generator  
This creates a use case diagram with a diagram generation algorithm and use case 

to create a user and SMIL document.  
3) Sequence Diagram Loader  
The inserts a sequence diagram about use case of a use case diagram using parsed 

messages which are made by a script analyzer.  
4) Tag Table Generator  
This creates a SMIL tag table extracting tags from the sequence diagram. A tag 

table distinguishes synchronization, media, and hyperlink tags.  
5) SMIL Document Generator  
This creates SMIL document instance from the SMIL tag table input.  
Basically, the declaration statement, comment statement, begin tag and end tag of 

<smil> and <body> are created from the document instance.  
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4.2   Algorithm  

The following is an main algorithm that finally creates a SMIL document through a 
sequence diagram, and tag table which is made from temporal script input. 
----------------------------------------------------------------------------------------------------- 

input: temporal script 
output : SMIL document  
begin 
// script analysis algorithm 
while not(script) 
 
parsing object and relation 
if(relation) 
  allocate to message 
// use case diagram generation algorithm 
generate actor 
generate use case 
establish actor and user case relation 
// generate SMIL document from SMIL tag table and sequence diagram 
create sequence diagram 
create SMIL tag table  
generate SMIL document from SMIL tag table 
End 

----------------------------------------------------------------------------------------------- 

4.3   Application Result  

The following is a sequence diagram, tag table, and SMIL document from temporal 
script input.  

4.3.1   Temporal Script  
The temporal script decides how the action connects and when the action happens. 
-----------------------------------------------------------------------------------------------  

(1) ObjectB setRel(MEETS,ObjectC);  
(2) ObjectC setRel(MEETS,ObjectF);  
(3) ObjectC setRel(DELIMITS,ObjectE);  
(4) ObjectC setRel(MEETS,ObjectD);  
(5) ObjectF setRel(STOPS,ObjectD);  
    add timingActs to procession  
(6) Procession *proc = new procession();  
(7) proc addTimingAct(ObjectA,1,10);  
(8) proc addTimingAct(ObjectB,30,40);  

-----------------------------------------------------------------------------------------------  

4.3.2   Diagram  
A diagram form is needed to change the above temporal script to SMIL document 
form. This paper uses UML use case diagrams and sequence diagrams.  
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1) Use Case Diagram  
Figure 3 presents an actor interacting with a SMIL document generation use case.  

 

Fig. 3. SMIL document generation use case diagram 

2) Sequence diagram  
Figure 4 presents a sequence diagram inserted into a SMIL document generation 

use case. Sequence diagram presents objects, messages between objects, and 
constraints etc. 

 

Fig. 4. SMIL Document Generation Sequence Diagram 

4.3.3   Tag Table  
A tag table is created for the SMIL tag dividing synchronization tag, hyperlink tag, 
and media object from sequence diagram.  

Table 9. SMIL tag table 

Mediaobject 
Synchroniza

tion Tag Synchroniza
tion Tag 

Media 
Object 

Hyperlink 
Tag 

Media Object 

ObjectA 
ObjectB 

ObjectC a ObjectF 
Par 

ObjectE 
Seq 

ObjectF 
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4.3.4   SMIL Document    
A SMIL document generated from Tag Table and Sequence diagram. 

--------------------------------------------------------------------------------------------------- 
<?xml version="1.0" encoding="ISO-8859-1"?>  
<!DOCTYPE smil PUBLIC "-//W3C//DTD  
SMIL1.0//EN" "http://www.w3.org/TR/REC-  
smil/SMIL10.dtd">  
<smil>  
  <body>  
    <seq>  
     <animation src="ObjectA", begin=1, end=10>  
    <seq>  
       <animation src="ObjectB" begin=30, end=40>  
        <par>  
           <seq>  
              <par>  
                <a href="D", show="pause">  
                   <animation src="ObjectC">  </a> 
                <animation src="ObjectE">  
              </par>  
               <animation src="ObjectF">  
           </seq>      
        </par>  
      </seq>  
</seq>  
</body>  
</smil>  
-------------------------------------------------------------------------------------------------- 

5   Conclusion and Further Study  

SMIL, an XML application to create a multimedia presentation using the Web, was 
proposed and is now used widely. Related software such as parser, editor, player etc. 
are being developed vigorously. So, components that are used in computer animation 
are necessary to manage a SMIL document.  

Therefore, this study proposed a system that changes the temporal script of RASP, 
a computer animation tool kit, into a SMIL document form in order to do interaction 
programming by the flowing of time. This system creates SMIL documents from 
UML sequence diagrams. So it has a big significance in verifying sequence diagrams 
which are generated for synchronization of a SMIL document.  

The next research task is to make a management system that generates SMIL 
documents from components including temporal concept and various tools for 
computer animation, and to integrate them.  
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Abstract. This paper proposes a method to automate image alignment and de-
tect marginal bone destructions, based on subtraction radiography for dental ra-
diographic images necessary for Internet-based dental PACS. The proposed 
method enables a quick and precise detection of marginal bone destructions 
around teeth including implant through multi-template matching in reference to 
Region of Interest (ROI) obtained from applicable teeth using information 
about their geometric forms to solve problems single-template matching is ex-
posed to. Actually, the performance test showed that it was possible not only to 
quickly and precisely detect marginal bone destructions around teeth, but also 
to get more objective and quantitative results through the proposed method. 

1   Introduction 

As one of triggering subsequent methodologies to analyze and translate various dental 
X-ray images, subtraction radiography that refers to a technique in which two pieces 
of dental X-ray images taken at different times are overlapped to secure a standard of 
judgment for treatments and diagnoses by using the difference between them, is used 
for examining and researching most of dental diseases [1-2]. 

Subtraction radiography for dental radiographic images covered in this study aims 
to promptly identify and treat marginal bone losses seen around natural teeth or im-
plant. However, with a recent increase in users using digitalized X-ray images, there 
comes to be a need for researching a way to apply the existing film-based subtraction 
radiography to digitalized images [3]. It can be largely said that the detection of mar-
ginal bone destructions based on subtraction radiography goes through two steps 
including image alignment and the detection of marginal bone destructions. So-far 
researches to automate image alignment for subtraction radiography includes two 
methods: one of them is a method where a dental implant is fixed into one’s teeth, 
followed by the detection of its edge for the image alignment of ROI [4], and the 
other is a method where the size of an image is adjusted a fourth time as large as its 
original to overcome the shortcomings of image alignment [5]. 

However, they have problems as concern the speed of calculation or its accuracy 
since it engages the alignment of entire images. And it’s difficult to maintain image 
information when distortion parameter for image alignment is set, related to accuracy 
because the image alignment involves entire image. 
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In general, there are two types of approaches for the detection of peri-implant mar-
ginal bone destructions: The one is to carry out subtraction after a user selects a refer-
ence point and then detects a straight segment to align images [6]. The other is to 
measure bone resorption by detecting the precise contour of implant after a user has 
set an optimal threshold value [7]. In the case of them, there are so many of calcula-
tions for accurate matching according to a change in position or orientation, along 
with a difficulty in matching owing to global template matching. If all large-patterned 
images with their own distortion are matched, it’s difficult to find out an accurate 
matching point. Even if it’s been found out, the farther from the central point, the 
larger an error resulting from such distortion. 

To minimize those problems above, this paper adopting domain knowledge that 
such marginal destructions around teeth as paradentitis are limited to a specific re-
gion, proposes a method for accurate matching through multi-template matching. 

2   Detection of Marginal Destructions 

The existing methods from the central point matched in entire distorted images, the 
larger the resulting error because those researches have them entire aligned. On top of 
that, a change in position and orientation causes an increase in the calculation amount. 
Figure 1, an example of matching using global template, shows the difficulty in find-
ing out a generally precise matching point. Since, even if a matching point has been 
found out, the farther from it, the larger the resulting error, it’s very difficult to detect 
marginal destructions after image alignment. The calculation amount according to a 
change in orientation and position to find out such matching point gets larger in pro-
portion to the image size. 

  

(a) Example of two images taken at different times (b) General matching 

Fig. 1. Problems of matching in general 

 

Fig. 2. The proposed method 
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Another problem is that, since there is a slight change in the gray level of points 
around a region, starting from which it can be said to be bone tissues(i.e., gum) in an 
X-ray image to detect such marginal destructions around teeth as paradentitis after 
image alignment, it’s difficult to obtain information about an applicable position us-
ing the existing image analysis algorithms that identify the region in reference to the 
difference of a relatively larger gray level, compared with that of surrounding points.  

2.1   ROI Segmentation 

The detection of teeth that serves as a judgment reference is prioritized to any others, 
starting from detecting a straight segment characterizing teeth which contain informa-
tion about the left and right range of the gum surrounding teeth including the location 
of teeth in themselves.  

Most of straight segments of implant are perpendicular. Therefore, the values of  
X-profile are first obtained with use of horizontal scan lines of images to be scanned. 
The position at which the largest of measured X-profile point variations is located is 
defined as a boundary point of implant. Those straight segments of implant can be 
found out by connecting multiple boundary points derived out from multiple  
X-profiles, multiple boundary points can be obtained. 

However, when the difference among point variations from the gum to implant is 
almost invisible, a total of summated value of 5 points including upper 2 points and 
lower 2 points, respectively, is considered as a single X-profile value, so that such 
difference are large enough. So, a use of upper and lower 15 points, respectively, 
would enable you to get 6 sets of X-profile values. Of point variations measured 
among them, the maximal value and the minimal one are used to obtain a straight 
segment of implant. If you use the average of the slopes of lines connecting those 
points and one of the points, you can obtain a straight line for implant as shown in 
Figure 3. 

 

Fig. 3. Detection of straight segment in implant 

Different from implant, it’s very difficult to detect a straight segment using X-
profile values of natural teeth because the difference among point variations around 
their gum is almost invisible. To solve such problem, this study detects the contour 
characterizing natural teeth and then the resulting straight segment. 

This paper uses Canny edge detection algorithm [3] to detect an accurate contour 
of teeth. The proposed method uses hysteresis threshold to detect the contour of teeth. 
First, a part of the contour is detected with use of lower threshold values. And then 
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edges from edges made by those lower values are detected with a basis of higher 
threshold values. An excessive connection of detected edges is prevented by limiting 
them in their number with use of edge segments detected through lower threshold 
values. It means that teeth tend to be perpendicular with gradient magnitude in a regu-
lar direction. Based on such a geometric analysis of teeth, edges within a specific 
range are selected, and the contour of teeth as in Figure 4 is detected. 

 

   

(a) Dental image 
(b) Detection of a partial c
ontour of teeth 

(c) Detection of the con- 
tour of teeth 

Fig. 4. Results of detecting the contour of teeth 

If you use a calculated slope and a point as shown in Equation (1) together with the 
detected contour, a straight segment of teeth as shown in Figure 5 can be detected:  

There is a case where it’s difficult to detect the contour because its value of points 
is very similar to that of the gum surrounding them. In that case, line fitting carried 
out in accordance with information about the contour of teeth may be inaccurate. 
Considering that, of such information, the important thing for setting ROI is the re-
gion, starting from which it can be said to be the gum, namely “the lower part of 
teeth”, we made it possible to accurately detect that region by placing a high weight 
on the edge point for the lower part when line-fitting 
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Where Δ  refers to the slope of a line with ),( ii yx  meaning obtained coordinates, and 

)( iweight wf  is a weight for the slope. The weight is a value for line fitting of the con-

tour of teeth. 

Fig. 5. Detection of the straight segment of teeth 
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Since there is just a minute change in the value of points around the region in an X-
ray image, starting from which it can be said to be the gum, it’s very difficult to ob-
tain information to detect a destructed region through the existing methods.  

�

 

 

 

 

 

 

(a) Determination of position (b) an initial ROI (c) Segmentation of ROI 

Fig. 6. Segmentation of ROI in implant & natural teeth 

To get more reliable results, the summation method whose main purpose is to ob-
tain ROI by identifying the starting region of the gum has to be carried out in accor-
dance with the slope of a revolving image when it has revolved. For the purpose, the 
slope of a straight line vertically crossing a middle dental straight line obtained with 
use of already-obtained straight segments is calculated to summate the points corre-
sponding to the vertical line along each point of the middle line.  

A region below a summated average corresponds to the starting region of the gum. 
One-dimensional smoothing of the region results in an increase in the summated 
value around the starting region of the gum. Therefore, that region is considered the 
starting region of the gum. Then, ROI as shown in Figure 6 can be identified. The 
forgoing process goes on until partial images of all teeth have been secured. 

2.2   Image Alignment 

Image alignment that refers to a process to obtain reliable difference information 
about two images taken at different times aims for their precise matching by adjusting 
slight differences in the position and orientation of implant as shown in each of them.  

Information about the contour of teeth already calculated is used to speed up align-
ment by reducing a possibility of image alignment. The calculation amount can be 
significantly reduced with help of such information because it offers a relatively high 
level of accuracy related to the orientation and position of teeth. The study adopts 
GHT[3]-based image matching method to detect an arbitrary object with use of the 
range of error and the orientation of teeth calculated from the two images.  

In the proposed image alignment, edges are derived out from ROI of a model im-
age to identify reference pattern. And then matching is carried out with use of GHT in 
a comparative image. To reduce the time taken for operation and heighten accuracy, 
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the range of accumulator is limited in reference to a calculated position and orienta-
tion including the range of their error.  

When there is a revolution process to accommodate a revolving variation in the 
process of image alignment, a large-patterned single template as shown in Figure 7 is 
difficult to accurately match. The farther from the center, the larger the range of error 
becomes, even if it’s possible. 

On the other hand, if the pattern is small, an accurate matching and alignment is 
possible because the multi-template matching is applied only to an infected region, 
showing a significant difference in calculation amount. 

 

(a) Single-template matching (b) Multi-template matching 

Fig. 7. Difference in matching according to the size of pattern 

The proposed method uses an already obtained straight segment to cut down a 
comparative range of revolution for reducing the number as many times as which 
GHT is repeated, and to consider a mutual adjustment of the left and right in thickness 
due to such revolution. That is, since the revolution is limited to a range specified for 
the slope difference of the obtained straight segment, variations resulting from that 
revolution by each ROI can be independently applied, which implies that a more 
accurate matching is possible.  

2.3   Detection of Marginal Destructions 

After the alignment of ROI has been completed, difference image referring to a varia-
tion between two images has to be sought. It means an absolute value of the differ-
ence between aligned images as calculated in Equation (2):  

|),(),(|),( 21 inputinputROI yxROIyxROIyxsub −=  (2) 

where ),( yx  refers to each coordinate, and ),(1 yxROI input
and ),(2 yxROIinput

 means ROI 

segmented in the input images.  
The region with destructions shows a high level of difference image. However, 

their variations in difference image are so tiny because a region with marginal de-
structions around the gum is darkened on an X-ray image. So, it’s almost impossible 
to identify marginal destructions around the gum with use of a general thresholding 
method. An application of a single global threshold value for thresholding may make 
the surrounding erroneous pieces of information detected more definitely rather than 
actual marginal destructions. To solve such problem, this study proposes a local 



 Marginal Bone Destructions in Dental Radiography 1007 

 

thresholding method based on multi-template matching which can reflect each ROI 
status for difference images obtained by each of identified ROI. 

In the proposed method, local threshold values are sought to identify the gum, 
based on information about its contour approximately calculated in the process of 
analyzing the dental structure. To detect such marginal destructions as peri-
implantitis, threshold values containing information about intensity of the gum or its 
background are used. Those threshold values is applied for their thresholding after 
they’re applied to difference image as calculated in Equation (3): 
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where ),( yxsubROI
 refers to difference image obtained from ROI, iT  means a calcu-

lated i-th local threshold value with ),( yxg  meaning thresholding image. 

Different from a method using global threshold values, since a limitation of prob-
ing area and a determination of threshold values based on geometric data are applied 
to such region as is exposed to, for example, peri-implantitis, an unnecessary calcula-
tion or improper report can be omitted or prevented. Of regions segmented like this, 
similar regions are mutually merged and their point values are labeled to quantify 
each area and girth. 

3   Experiments and Results 

It was implemented with use of general PC and widely-used OS “Windows 2000.” A 
development tool to implement an algorithm is a image processing algorithm devel-
opment tool “MTES” [3]. For the method, the one group of 15 patients with implant 
and the other group of 8 patients suffering from paradentitis had X-ray images of their 
implants and natural teeth, respectively, taken. 

To compare the accuracy of image alignment, RMS [4] was used. RMS refers to a 
method to measure the accuracy of image alignment with use of intensity difference 
between two images. If image alignment has been completely carried out, the result-
ing value points to “0”. As a result of measuring the accuracy of image alignment in 
reference to 10 pairs dental images taken from the patients, the method proposed in 
Figure 8 was more accurate than the existing methods.  

The existing methods involve all images for their alignment. So, it’s very difficult 
to detect an accurate matching point due to the differences attributed to variability in 
such input environments as a patient’s physical position or the solid-geometric angle 
of central beam of X-ray applied to a subject. On the other hand, in the proposed 
method, since ROI for image alignment is identified by finding out a relative position 
of marginal alveolar bone based on cemento-enamel junction or restoral crown mar-
gin, the accuracy for relatively small areas can be improved. 

To obtain a test image showing marginal destructions found in an actually-
digitalized dental radiographic image, we created in the set of two images taken from 
10 patients suffering from paradentitis marginal destructions with a profile similar to 
that of an actual image within the infected region, which refers to the right and left 
bone resorption region. 
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Figure 9 shows a comparison of the proposed method with the existing methods in 
the detection of marginal destructions: The former is by far more accurate than the 
latter. The reason is that the latter shows a relatively larger noisy region than what  
 

 

Fig. 8. RMS results 

 

Fig. 9. Comparison of detection of marginal destructions 

 

(a) Input image 1 

 

(b) Input image 2 

 

(c) The proposed method 
 

(d) The existing method 

Fig. 10. Result of detecting marginal destructions (implant) 
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an actually-infected region would have since the surrounding noisy destructions are 
detected more larger than those of actual bone tissues because general matching and 
global threshold values are used in those methods, while the former can accurately-
identify only marginal destructions around teeth because it uses local threshold values, 
targeting its own ROI. Figure 10 shows the results of detecting marginal destructions: 

It is an example of the detection of marginal destruction around implant, showing 
20 and 40 in the left and right variation of actual points, respectively. The point values 
detected in the proposed method are 21 and 42, while the existing methods showing 
49 and 51.  

4   Conclusion 

This paper proposed a method to detect marginal bone destructions around teeth in-
cluding implant and natural teeth, based on subtraction radiography for dental radio-
graphic images necessary for Internet-based dental PACS.  

The proposed method offered the accuracy and objectivity of results through solv-
ing such problems as the existing methods had because they involved all images. In 
particular, the method engaged itself in its own ROI while the existing methods used 
to show erroneous difference information because of a change in input environments, 
a misdirected X-ray scanner or any other conditions. Also, the proposed method ad-
dressed those problems by calculating local threshold values with use of multi-
template matching during the identification of a region with marginal destructions to 
reflect locality by each ROI, which process the existing method using global threshold 
values couldn’t handle. 
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Abstract. The commonly used methods for the optimum band selection in su-
pervised classification of multi-spectral data are Divergence, Transformed di-
vergence (TD) and Jeffreys-Matusita distance (JM distance). But those methods 
might be ineffective when there is a need to change in the number of bands used 
and some spectral information in multi-spectral data can be redundant in classi-
fication process. This study introduces new algorithm with “bands variables 
set” and “classes variables set”, the canonical correlation analysis is made use 
of feature classification. Using the canonical cross-loadings we can orderly 
identify the bands correlation that largely affects the remotely sensed data. To 
verify the suitability of the new algorithm, the classifications using the each 
best band combination through TD, JM distance and new method were per-
formed and the accuracy was assesed. As a result of classification accuracy as-
sessment, overall accuracy and k^ for the new method were superior to TD's 
and had competitive results to JM distance method. 

1   Introduction 

Most commercial software vendors in remote sensing provide two classification 
methods from satellite image, the unsupervised and the supervised classification. The 
supervised classification requires training areas for each class based on the spectral 
information of each class. It is always important to extract which bands should be 
used for determining training areas, so the extraction of characteristics between 
classes has been frequently done by statistics information.  

Most classifying processes require sufficient spectral information to highlight band 
characteristics of satellite image, but that does not always mean that more the bands 
are used, the better the classification results are. It is often inefficient way to use all or 
many bands to extract the spectral information, then pixels could be classified  
into inappropriate classes due to overlapped spectral information (Swain and Davis, 
1978). The prevailing band selection methodologies are Divergence, Transformed 
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Divergence (TD), Jeffreys-Matusita Distance (JM distance), and etc. Those method-
ologies were essentially based on the statistical separability measurement between 
two classes using the mean vector and the covariance matrix of the selected bands 
(Swain and King, 1973; Swain and Davis, 1978)., Those methodologies, however, 
assume that the pixel distribution of selected bands follows a normal distribution, and 
the boundary between classes is rigid. The possible combinations from two classes 
independently measured the statistical separability, so these methodologies did not 
take into account all classes simultaneously. Moreover, they should recalculate the 
mean vector and the covariance matrix of bands if the user wants to change the num-
ber of bands used. Dean and Hoffer (1983) addressed that in case of multi-bands im-
age the classification results from four bands could be economical by considering the 
accuracy of classification results and the process time. 

Therefore it is important to select appropriate bands among multi- or hyper-
spectral data, not to overlap the spectral information, but to separate spectral charac-
teristics between classes reasonably. This study introduced new algorithm which 
incorporated the mixed pixels and the canonical correlation analysis to improve the 
use of spectral information from all bands once. New algorithm was then applied to 
actual satellite image. Mausel et al. (1990) concluded that TD and JM distance meth-
ods showed the highest classification results, so the classification results of new algo-
rithm were compared with conventionally provided methods, TD, and JM distance in 
commercial software. 

2   Methodology 

This study intended to extract the appropriate band combination from in-depth spec-
tral information, so the canonical correlation analysis was used to analyze the struc-
tural relationships with respect to two sets of variables.  Two sets of variables were (i) 
band variables and (ii) class variables. The band variables represent pixel values, and 
the class variables represent the mixed pixel ratios. 

2.1   Mixed Pixel Analysis  

The mixed pixel analysis used in this study was the Possibilistic C Mean (PCM) and 
the membership, uik, to i class of k pixel can be defined as equation (1) below,  
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where, dik means the distance between the center of i class, and k pixel, i represents 
the distance between each pixel on a feature space of multiple dimensions (the  
number of bands) and the center of i class. In a exponent,  m is defined as a weighting 
index called a fuzzier, and is always equal to or over 1. If m=1, then there is no  
fuzziness in memberships to each class, therefore the classification process could be 
processed in “hard state.” That is the boundary between classes may be distinct, but  
it would be un realistic in reality. The larger m means that the mixed state of member-
ships is between classes, so their boundaries can be represented in proportional form. 
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In PCM, m value should be set to 1.5 for the membership of each class (Krishnapuram 
and Keller, 1996). 

2.2   Canonical Correlation Analysis 

The Canonical Correlation Analysis is an additional procedure for assessing the rela-
tionship between variables. Specifically, this analysis allows us to investigate the 
relationship between two sets of variables and would be the appropriate method of 
analysis in case of dealing with two sets of variables. The structural relationship be-
tween two sets, W and V, would be simply a linear form expressed as below, 
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where, W and V are canonical variables of two sets of variables, and b and c are  
canonical coefficients of each set. The canonical coefficients vector maximizing cor-
relation coefficients between linear-combined canonical variables can be equal to 
calculate the largest eigenvalue, from the specific equations below, 
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where, BB, CC, and BC(= CB) are defined as the variance-covariance matrix of band 
variables, the variance-covariance matrix of class variables, and the covariance matrix 
between two sets of variables, respectively. 

The canonical coefficients produced the canonical cross loadings of band variables, 
and these loadings can be measurements to examine not only the relationship between 
each variable in one set and variables in other set, but also the degree of effects. In 
short, the largest canonical loadings means the largest correlations, so the optimum 
bands can be drawn from these loadings. 

2.3   Statistical Significance Test 

In case of non correlation between two sets of variables, the covariance matrix should 
be 0, so it is required to test for the null hypothesis, H0: BC=0. The test statistics, 
Wilk’s  (Mardia et al., 1979; Lindeman et al., 1980; Johnson and Wichern, 1998), 
used in this study can be represented in 

∏
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p

kj
j )1( 2*ρ  (4) 

where j* means the jth canonical coefficient. Bartlett (1951) suggested that the re-
vised test statistics for large samples, and the equation is 
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and this statistics approximately forms 2 distribution with pq degree of freedom. In 
equation (5), n should be larger than 1,000 or 20 times the number of variables. 

3   Area and Data Sets 

This paper select the northeastern part of Seoul Metropolitan Area, and it is located at 
(187234.0, 455977.0)~(196054.0, 449922.0) in TM coordinate system, figure 1. This 
area showed mixed features with urban built-up and forest areas, and the agricultural 
areas were located at the northwestern part of the study area.  

 

Fig. 1. Area: northeaster part of Seoul Metropolitan 

The satellite image used in this study was from Landsat ETM+ taken in April 29, 
2000. Yet Landsat image has total of 8 bands; 7 multispectral and 1 panchromatic 
image, this study employed 6 bands (band 1, 2, 3, 4, 5, 7) without panchromatic and 
thermal bands. The classification results were evaluated by reference data, which was 
available in Department of Environment in Korea. 

4   Results and Analysis 

The program written in C language processed the canonical correlation analysis for 
two sets of variables, and the conventional classification methods were provided in 
ERDAS 8.6.  
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4.1   Mixed Pixel Analysis and Canonical Correlation Analysis 

As a pre-step to calculate PCM, the center vectors for each class were obtained, and 
then the center vectors played an important role to investigate the spectral information 
in supervised classification. The total of 6 classes was selected and table 1 shows the 
results of center vectors between 6 classes and bands. 

Table 1. The center vectors of each class 

 Agricultural Bare land Forest Urban Water Grass 
band1 95.663 124.620 86.431 104.263 86.984 96.976 
band2 78.288 116.829 66.732 85.034 59.779 80.810 
band3 84.100 142.556 63.190 91.079 51.190 80.119 
band4 45.613 75.422 58.758 50.872 20.835 75.190 
band5 68.525 146.594 81.824 84.329 19.939 103.524 
band7 53.575 124.727 55.732 75.339 16.443 70.714 

 
The eigenvalues from canonical correlation analysis for satellite image are 0.8230, 

0.6166, 0.1435, 0.0479, 0.0195, and 0.0033. The test statistics for this image was 
122735.24 from equation (4) and (5). This value is substantially larger than 67.9850, 
which is the significance level 0.001 in chi-square with degree of freedom (36)., so 
the null hypothesis was rejected, in other words, there exists a correlation between 
classes and bands. Table 2 lists canonical loadings for bands. 

Table 2. Calculated canonical cross loadings 

Variable 
vector Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 

Cross 
loadings 

-0.252746 0.497961 -0.104641 -0.034020 -0.831551 0.282643 

4.2   Comparison with Conventional Methods 

At first, the optimum bands for each methods showed small differences, that is, band 
1, 2, 4, 7, band 1, 3, 5, 7, and band 1, 2, 5, 7, for TD, JM distance, and new method, 
respectively. For accurate classification assessment, the minimum 70 pixels were 
determined in each class, but urban class has 100 pixels, therefore total of 460 pixels 
were used for accuracy assessment. Test pixels were located at the same place for all 
methods.  

Kappa statistics is a conventional method to evaluate classification results and the 
equation is below (Fitzpatrick-Lins, 1981; Marsh et al., 1994). N is the number of 
sample, p=the expected accuracy, q=100-p, E=the permitted error (%), and Z=the 
95% standard normal distribution value. Given the expected accuracy was 87.5% and 
the permitted error was 5%, the minimum sample number was 168 pixels. The classi-
fication results from each method were listed in table 3, 4, and 5. 
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Table 3. Classification results by TD (band 1 2 4 7) 

 Reference Classified Correct No. Producer 
Accuracy 

User Accu-
racy 

Agricultural 70 39 30 42.86% 76.92% 
Bare land 70 48 38 54.29% 79.17% 

Forest 80 68 63 78.75% 92.65% 
Urban 100 174 86 86.00% 49.43% 
Water 70 63 63 90.00% 100.00% 
Grass 70 68 43 61.43% 63.24% 

Overall Classification Accuracy: 70.22% 
Overall Kappa Statistics: 0.6368 

Table 4. Classification results by JM distance (band 1 3 5 7) 

 Reference Classified Correct No. Producer 
Accuracy 

User Accu-
racy 

Agricultural 70 54 39 55.71% 72.22% 
Bare land 70 58 45 64.29% 77.59% 

Forest 80 72 65 81.25% 90.28% 
Urban 100 149 82 82.00% 55.03% 
Water 70 59 59 84.29% 100.00% 
Grass 70 68 46 65.71% 67.65% 

Overall Classification Accuracy: 73.04% 
Overall Kappa Statistics: 0.6726 

Table 5. Classification results by new algorithm (band 1 2 5 7) 

 Reference Classified Correct No. Producer 
Accuracy 

User Accu-
racy 

Agricultural 70 54 33 47.14% 61.11% 
Bare land 70 55 43 61.43% 78.18% 

Forest 80 73 66 82.50% 90.41% 
Urban 100 152 82 82.00% 53.95% 
Water 70 61 61 87.14% 100.00% 
Grass 70 65 43 61.43% 66.15% 

Overall Classification Accuracy: 71.30% 
Overall Kappa Statistics: 0.6513 

 
From above results, the overall accuracy was the highest in JM distance, new algo-

rithm, and TD in order. But, accuracies were not substantially different, 73.04%, 
71.30%, and 70.22%. The kappa statistics was the same order, 0.6726, 0.6513, and 
0.6368, respectively. The classification accuracies by new algorithm were higher in 
water and forest areas compared to JM distance, but agricultural area was poorly 
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classified in new algorithm than JM distance methods. The classification accuracy 
was slightly different due to this agricultural area in overall. 

5   Conclusions 

For efficient classification process, the spectral information of classes should not be 
duplicated, and moreover selected bands should be statistically separable in feature 
space. This study introduced new algorithm, which class set was set by mixed pixel 
ratio or PCM, then the canonical correlation analysis calculated all pixels in class set 
to obtain canonical loadings for each class. From loadings, the optimum band can be 
selected. New algorithm was compared with two prevailing methods, TD and JM 
distance by commercial software. 

In conclusion, new algorithm was no need to assume the normal distribution of 
pixel in each band, and all spectral information was simultaneously incorporated 
unlike conventional methods. Although there is a change in number of bands selected, 
new algorithm is not required to recalculate, but conventional methods should recal-
culate for optimum bands. 

The classification results showed that new algorithm was competitive to JM dis-
tance method and prevailed to TD in overall accuracy and kappa index. The classifi-
cation order in overall accuracy and kappa index was JM distance, new algorithm, and 
TD, but differences were minimal. This study applied new algorithm Landsat scene, 
which has only 9 bands, for better performance comparison, hyperspectral image 
would be more appropriate for future studies. The results, however, proved that new 
algorithm is still competitive for multispectral image classification. 
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Abstract. Domain engineering is the foundation for emerging “product line” 
software development approaches and affects the maintainability, understand-
ability, usability, and reusability characteristics of similar systems. However, 
the existing domain engineering methods do not elicit information necessary for 
the component-based software development process in selecting and configur-
ing appropriate components. In this paper, we suggest a method that systemati-
cally defines, analyzes and designs a domain to enhance reusability effectively 
in component-based software development (CBSD). We extract information  
objectively that can be reused in a domain from the requirement analysis  
phase. We sustain and refine the information, and match them to artifacts of 
each phase in domain engineering. Through this method, reusable domain com-
ponents and malleable domain architecture can be produced. In addition, we 
demonstrate the practical applicability and features of our approach for a news 
information storage domain. 

Keywords: Domain engineering, Domain analysis, reuse, Component-based 
Software Development, Domain architecture. 

1   Introduction 

The notation of a domain is still somewhat ambiguous in the literature. In this paper 
we will take the application-oriented definition of domain given in which domain is 
defined as “a family or set of systems including common functionality in a specified 
area.”  

The application-oriented domain analysis includes “objects” and “operation” that 
reflect components of the software systems themselves [2]. We can incorporate it as 
useful information when developing another system that belongs to that domain, if we 
can observe commonality and variability within a certain domain and develop it under 
a repeat operation status. This ability allows increases productivity and reduces de-
velopment time and cost. However, software has many variables, which differ from 
the reusability of hardware, and software variations are much more difficult to stan-
dardize, identify, and control. The possibility for development was envisioned by 
realizing new paradigms as CBSD.  

Domain engineering supports application engineering by producing artifacts neces-
sary for efficiency of application development. Therefore, domain engineering has to 
be tailored to CBSD process. The existing domain engineering methods don’t elicit 
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information necessary for CBSD process, in selecting and configuring appropriate 
components. Also, the existing domain analysis and design method do not represent 
objective analysis processes that extract and determine the properties of the domain, 
such as commonality and variability.  In addition, the method that these domain in-
formation are explicitly reflected to the domain component and the domain architec-
ture is not complete and valid.  

In this study, the Component-Based Domain Engineering (CBDE) method, which 
systematically defines, analyzes, and designs the domain as an effective reuse 
method to develop component-based software, is presented.  The reusable compo-
nents within the domain, namely the common factors, are extracted objectively 
through the requirement analysis step and should be continuously maintained, re-
fined throughout the processes and reflected to the output of each step. Through this 
process, the domain components with common factors can be identified and domain 
architecture can then be designed. Domain architecture with the property of com-
monality and variability can be used for various systems that belong to the domain; 
thus, domain architecture has the flexibility that can reflect a variety of features of 
each system. Software reusability is enhanced through CBDE, which is presented in 
this study, and supports relationships of systematic replication by allowing imple-
mentation of reusable software.  

The structure of the paper is as follows; A search for existing research related to 
this study in Section 2. A description of the domain design method of the component 
base that is suggested in this study in Section 3. Section 4 describes a case study and 
discusses the issues that have been identified. Conclusion and some words on further 
works are followed. 

2   Domain Analysis and Design 

The general Domain-driven Component-based Software development process is pre-
sented in this study is as in Figure.1. Our process model for component-based soft-
ware development explicitly considers reuse-specific activities, such as componential 
design, component identification, and component adaptation. 

It is comprised of seven major activities, starting with context comprehension and 
requirement analysis, continuing with the combination of componential design and 
component identification, component creation, component adaptation, and finally end-
ing with component assembly. Throughout the process, explicitly stated domain arti-
facts- domain specifications, domain model, and domain architecture - are produced.  

Component-based Domain Engineering depends on the component-based software 
development process. In the first step of domain engineering, domain definition, the 
purpose of the domain is decided, and its scope is confirmed. In the domain modeling 
step, a domain model is obtained by analyzing the domain. Domain analysis has to 
identify the stable and the variable parts of the domain. Based on this domain model, 
the domain components are identified, and the domain architecture is created. 

Our process model for domain engineering has an objective analysis activity in 
each step, i.e. generalization process. The generalization process is tasks that classify 
the properties of domain requirement, domain usecase, and domain component and 
 



1020 H.-J. Hwang 

 

Domain 
Components 

Component-based Software Development

Componential
Design

Component 
Creation

Domain Engineering

Domain  

Definition

Domain 

Modeling

Domain 

Design

Domain 
Component 

Implementation

Component 
Repository

Component 
Adaptation

Component 
Assembly

Requirement 
Analysis

Context 
Comprehension

Component 
Identification

Process flow
Produce artifacts
Use artifacts

Domain 
Architecture 

Domain 
Model

Domain 
Specification

Process 
Artifact 

‘

 

Fig. 1. Domain-driven CBSD Process 

transform these into reusable form according to the properties. The artifacts of each 
step are maintained and saved with interrelationships. They are reused as useful 
information during component-based software development.  

In this paper, we suggest some domain engineering processes- domain definition, 
domain modeling, and domain design- for launching a study among the Domain-
driven CBSD process that is represented in Figure.1.  

2.1   Domain Definition 

The purpose of the Domain Definition step is to create domain specifications by 
bounding the domain scope and defining the domain purpose. In addition, require-
ments of domain are extracted from legacy and new systems in the domain and con-
verted to generalized type reflecting properties- common, optional, variable. 

2.1.1   Decide Domain Scope 
As defined earlier, the domain is a collection of related systems, which can lead to 
vague interpretations, so it is imperative that ambiguities are made clear. If the scope 
of the domain is large, more systems can be contained in that domain, and it will  
be easy to contain new systems in the future. However, this leads to a reduction in 
commonality in the domain. Consequently, more commonality can be extracted in a 
domain of smaller scope. 
 

1) Distinguish Domain External Stakeholder. Domain external stakeholder means 
people with interest in the functions provided by a domain. People who are interested 
in input or output of a domain or people who handle an external system related to the 
domain can be extracted as external stakeholders. 

2) Define Domain Assumption. The domain assumption means pre-conditions that 
are to be satisfied by using components that are provided by the domain. Domain 
assumption performs a basic role to decide whether or not a system can be included in 
the domain in the initial step. Subsequently, it has influence on the decision of the 
domain’s component properties that will be extracted later.  
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3) Describe Domain Environment. Domain environment is divided into domain ex-
ternal environment and domain internal environment. Domain external environment 
presents clearly the boundary of the domain by analyzing interaction between the 
domain and its external factors. Domain internal environment presents factors that 
should be distributed within the domain and its functions accordingly.  

2.1.2   Define Domain Purpose 
After the scope of the domain is set, a rough outline centering on the functionality of 
the domain is explained. Additionally, a domain concept schematic diagram is drawn 
outlining the domain’s business processes related to its purpose.  

 

1) Describe Domain Purpose. The important function of the domain is described. It 
is an essential factor that all the systems belonging to the domain should have. Fur-
thermore, it functions as a basis to decide whether the system should be included in 
the domain.  

2) Model Domain Concept. Major tasks, which need to be clearly defined within 
the domain, and related terminology are extracted. Furthermore, relationships among 
these   are identified in general drawings. Through these activities concepts within a 
domain are expressed. 

2.2   Domain Modeling 

The purpose of the Domain Modeling step is to analyze the domain and to develop the 
domain model composed of a domain requirement model and a domain type model 
with commonality and variability.  

A domain model captures the most important “things” – business objects or proc-
ess and prepares variable things within the context of the domain. We use usecase 
analysis technique as an appropriate way to create such a model. The usecase leads to 
a natural mapping between the business processes and the requirements [9]. 

2.2.1   Develop Domain Requirement Model 
The domain requirement model expresses the requirements extracted from the domain 
by the usecase diagram of UML. This induces the analyzed primitive requirements to 
be bundle into a suitable unit. 

 

1) Construct Domain Usecase Diagram. The actor is extracted from the domain 
stakeholder and the domain external environment. The requirements of such an actor 
and domain operations are extracted as a domain usecase. 

Then a domain usecase diagram is drawn. The domain usecase is written with 
different levels of detail.  

2) Describe Domain Usecase Description. The primitive requirements identified 
during the prior step should all be allocated to usecases. This provides an important 
link in terms of traceability between the artifacts. The domain usecase diagram should 
be modified to reflect the properties of domain usecase after the domain usecase gen-
eralization process. 
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2.2.2   Develop Domain Type Model 
Based on the domain concept model produced during the domain definition step and 
the domain usecase description, the domain type model is developed by extracting 
detailed information and status that should be controlled by the system. 

In this model, not only physical but also non- physical, such as a processor, can be 
a domain type. This allows common comprehension on the domain and enables the 
possibility of applying a consistent glossary to overall processes.  

The domain type model is presented as a type of class diagram of UML.  It defines 
the attributes of each domain type, and limitations of the model such as multiplicity of 
relationships. 

2.2.3   Domain Usecase Generalization Process 
A task to classify the properties of domain usecase and reconstruct the domain use-
case according to these properties is defined as ‘domain usecase generalization proc-
ess’. Properties of domain usecase are influenced by PR’s properties. 
 

1) Construct PR-Usecase Matrix. Create a PR-Usecase matrix to recognize the 
property of each usecase by referring to the domain usecase diagram and description 
and the PR-Context matrix. The usecase name, primitive requirement, and the prop-
erty of primitive requirement are displayed in the matrix. Moreover, the primitive 
requirements that are contained in each usecase are analyzed. Fig.5. presents the PR-
Usecase matrix.  

2) Generalize Domain Usecase. When analyzing usecase, we can consider usecase 
conditions as the following; at this time, we can divide and rearrange usecases on 
their necessity. This is presented in Fig.2. First in considering the usecase condition, a 
usecase contains primitive requirements, which does not overlapped with that of other 
usecases. (  of Fig.4 and 5). In this case, no re-arrangement is necessary. Second, the 
primitive requirement is spread over to many usecases (  of Fig.2). In this case, 
separate commonly overlapped primitive requirements, make it an independent use-
case, and connect it to include-relationships. Third, a usecase includes variable primi-
tive requirements. (  of Fig.2). In this case, a confirmation on the possibility of 
 

 

Fig. 2. Property Identification Process from PR-Usecase Matrix 
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whether variable primitive requirements can be separated and created as independent 
usecase is addressed. If possible, they are separated. If not, they are maintained as 
involved in a usecase and a variable point is stored. Finally, a usecase includes op-
tional primitive requirements (  of Fig.4 and 5). In this case, the optional primitive 
requirements are separated and connected to the extend-relationship. 

The usecases that were reorganized by this process are classified by the properties 
as follows:  

 
1) Common Usecase – When the usecase has primitive requirements, which must 
exist within the domain, it is classified as a common usecase and represents an impor-
tant process in the system.  
2) Variable Usecase – When the usecase is composed of variable primitive require-
ments, this is classified as a variable usecase. It means a usecase with requirements 
that exist in each specific application of a domain but can be variable. Mainly, it tends 
to appear overlapping in many usecases. In case it was divided into an independent 
usecase through the PR-Usecase matrix analysis, it belongs to this class. 
3) Optional Usecase – It represents the usecase that doesn’t always need to exist 
when handling a process in the system; this corresponds to a usecase composed of 
optional primitive requirements. 
4) Usecase with Variables  When pimitive requirements with variation are difficult 
to be separated independently, this is involved in the usecase. Even though this cannot 
be divided separately, it can be used when identifying a domain component of the 
next step and draw the component interaction diagram at the domain design step by 
classifying this status. 
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(c) (d) (e)
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Fig. 3. Domain Component Extraction Standard 

3   Domain Design  

The purpose of the Domain Design step is to identify the domain components and to 
develop the domain architecture. The domain component, which is different from the 
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physical component that can be deployed immediately during software development, 
is defined as a service central unit package of platform independent logical level. 
Domain architecture is represented out of the identified domain components in a con-
crete and analyzable format. Domain architecture is different from software architec-
ture in that domain architecture must allow for variability. 

3.1   Identify Domain Component  

The most important process of component-based software development is that of 
extracting the component. Therefore, this process is also important for component-
based domain design.  

When creating applications, it is possible to allocate different granularity, which 
can be extracted from the requirement of the system. Variable granularity of these 
components can be supplied through the component that was extracted based on the 
service.  

So the domain component is extracted based on domain usecase because usecase is 
a description of set of sequences of actions that a system performs that yield an ob-
servable result of value to an actor [10], i.e. one service. The process of extracting the 
component is as follows: 

3.2   Domain Component Generalization Process 

Each extracted domain component executes a relationship based on usecase, and is 
divided by its properties of commonality, optional, and variability in review of the 
PR-Usecase matrix.  

 

⊕

⊕  

Fig. 4. Domain Component Interaction View 

In this process, the components are reorganized upon their necessity, and an  
abstraction is performed. We call this process “domain component generalization 
process.”  

Domain component interaction view is displayed in figure 4. 

3.3   Develop Domain Architecture  

Domain architecture presents the structure of domain components, interaction be-
tween domain components in multiple views, and specifications of the domain com-
ponent. Domain architecture should be independent of any specific technology or set 
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of developmental tools. Domain architecture should reflect properties such as com-
monality, variability and optional that were initialized from the requirement analysis 
step, refined, and maintained. Such features allow part of the architecture to be di-
vided and replaced according to the component’s property when creating the compo-
nent-based software development. So, malleable architecture can be created.  
 

1) Domain Component Interaction View. Domain Component Interaction View 
represents interactions between domain components that perform specific require-
ments. In addition, a domain component interface is extracted by analyzing operations 
between components. Domain Component Interaction View is presented by using an 
Interaction diagram, and component interface is described by using class notation. 
Fig.4 presents Domain Component Interaction View.  

2) Domain Development View. All computer applications have three general areas 
of functionality; User services, Business services and Data services. Domain structure 
can be divided into common, variable and optional parts by the features of the do-
main. 

In the domain development view, the domain structure is divided and presented in 
namely 2nd dimension layers through logical partitioning of functionality as horizontal 
and property division of the domain as vertical. Not only does the systemized view 
allow for independent performance and quick change at each step, but also is becomes 
the foundation for various physical partitioning (deployment alternatives) such as 2 
tier or 3 tier, n tier, and Web-enabled applications. 

The vertically divided view determines the optional component easily by the appli-
cation’s specific factor, and easily supports modifying the variable component, so it 
covers various systems that belong to the domain. Fig.5 represents the Domain De-
velopment View of a 2nd dimension division. 

 

User interface service

Business service

Variable Optional 

Data access service

Common

⊕

⊕
⊕

⊕

⊕

⊕

 

Fig. 5. Domain Development View 

3) Domain Component Specifications. Domain Component Specifications de-
scribes the purpose and interfaces of a component and furnishes information about 
what the component does and how it can be used. A deployable component, which is 
developed using a Domain Component Specifications, can differ in granularity ac-
cording to applications. Hence, we will describe the related functions as interface and 
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supplement required interfaces to effectively support variable granularity of the com-
ponent. In this way when interfaces are developed independently, required interfaces 
can be recognized easily. Also the Domain Component property is explicitly repre-
sented using a ‘type’ tag in the interface. The ‘type’ tag can have common, variable, 
or optional values. If the ‘type’ tag has a variable or optional value, it can be de-
scribed as a predictable case by a ‘rule’ tag in the interface.  

4   Conclusion and Future Work 

In this study, different processes for domain analysis and design method that have-
suited to component-based software development were suggested. Namely, in  
the existing study, it could not obtain information on procedures to assemble compo-
nents in consideration of their relationship using architecture and recognition of  
domain components. This study recognized and selected components that were re-
quired during the development of component base software. Furthermore, a connected 
relationship between the components and the interface information through domain 
engineering processes were identified which supported the component base software 
development process.  

Also, this study described a method to find commonality and variability, which is 
necessary to extract information with objectivity through the generalization proc-
esses while existing studies depended solely on experience and intuition by a 
domain specialist. In addition, this information was relocated into matrix form to be 
maintained, refined, and used in each step to find common usecase and common do-
main component. This study reflected such features into the shape of the domain 
architecture, created a malleable architecture that can be partially separated architec-
ture, and replaced them by the property of the components during component based 
software development.  

Future studies will progress in two directions. We will review the possibility to  
implement a domain component by using domain architecture and study ideas and 
technologies how they can be applied. Also we will study a process that can be im-
plemented for the development of component based software by using a proposed 
domain analysis and design method. 
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