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Preface

This five-volume set was compiled following the 2006 International Conference
on Computational Science and its Applications, ICCSA 2006, held in Glasgow,
UK, during May 8–11, 2006. It represents the outstanding collection of almost
664 refereed papers selected from over 2,450 submissions to ICCSA 2006.

Computational science has firmly established itself as a vital part of many
scientific investigations, affecting researchers and practitioners in areas ranging
from applications such as aerospace and automotive, to emerging technologies
such as bioinformatics and nanotechnologies, to core disciplines such as math-
ematics, physics, and chemistry. Due to the shear size of many challenges in
computational science, the use of supercomputing, parallel processing, and so-
phisticated algorithms is inevitable and becomes a part of fundamental theoreti-
cal research as well as endeavors in emerging fields. Together, these far-reaching
scientific areas contributed to shaping this conference in the realms of state-of-
the-art computational science research and applications, encompassing the facil-
itating theoretical foundations and the innovative applications of such results in
other areas.

The topics of the refereed papers span all the traditional as well as emerging
computational science realms, and are structured according to the five major
conference themes:

– Computational Methods, Algorithms and Applications
– High-Performance Technical Computing and Networks
– Advanced and Emerging Applications
– Geometric Modeling, Graphics and Visualization
– Information Systems and Information Technologies

Moreover, submissions from 31 workshops and technical sessions in areas
such as information security, mobile communication, grid computing, modeling,
optimization, computational geometry, virtual reality, symbolic computations,
molecular structures, Web systems and intelligence, spatial analysis, bioinfor-
matics and geocomputations, are included in this publication. The continuous
support of computational science researchers has helped ICCSA to become a
firmly established forum in the area of scientific computing.

We recognize the contribution of the International Steering Committee and
sincerely thank the International Program Committee for their tremendous sup-
port in putting this conference together, the near 800 referees for their diligent
work, and the IEE European Chapter for their generous assistance in hosting
the event.



VI Preface

We also thank our sponsors for their continuous support without which this
conference would not be possible.

Finally, we thank all authors for their submissions and all invited speakers
and conference attendants for making the ICCSA Conference truly one of the
premium events on the scientific community scene, facilitating exchange of ideas,
fostering new collaborations, and shaping the future of computational science.

May 2006 Marina L. Gavrilova
Osvaldo Gervasi

on behalf of the co-editors
Vipin Kumar

Chih Jeng Kenneth Tan
David Taniar

Antonio Laganà
Youngsong Mun

Hyunseung Choo
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Abstract. The multi-agent techniques have been continuously evolving as ubiq-
uitous computing emerges as a key post-Internet paradigm. An agent dynami-
cally executes its operations and has capabilities of self-growing and self-
adaptive in open environments. Various distributed applications need to ex-
change asynchronous requests using an event-based execution model. To support 
the requests, the OMG defined a CORBA Event Service component in the 
CORBA Object Services (COS). Efficient interoperability between the agent 
framework and event service is important for achieving high performance  
ubiquitous applications. In this paper we propose the MTI (Message Transport 
Interface) for supporting such interoperability. An experiment validates the ef-
fectiveness of the proposed scheme compared to the existing omniEvent service. 

Keywords: ACL, event service, MTI, multi-agent, ubiquitous computing. 

1   Introduction 

The multi-agent techniques have been continuously evolving as ubiquitous and perva-
sive computing [6] emerges as a key post-Internet paradigm. An agent dynamically 
executes its operations and has capabilities for autonomously solving the problems in 
open environment. As the technology gets mature, the key issue has become how to 
efficiently accomplish the task in cooperation with multi-agents in the distributed 
computing environments. Recently, the researchers have shown great interest in agent 
framework and have focused on the problems involved in the development of multi-
agents and mobile agents [9-14]. 

One of the most popular agent frameworks is JADE [1]. It is a FIPA [2] (Foundation 
for Intelligent Physical Agents)-compliant software agent framework. The FIPA Agent 
Management specifications identify the roles of the key agents required for managing 
the platform, and describe the language and ontology of agent management. The  
mandatory roles identified for an agent platform are Agent Management System and 
Directory Service [8]. The FIPA-compliant agent framework basically uses the agent 
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communication language (ACL) for the communication between the agents. There exist 
considerable differences between the existent communication protocol and the ACL. 
The ACL has enough power of expression and a proper semantic structure needed for 
the exchange of the information among the agents. Furthermore, it guarantees autonomy 
which is one of the main features of the agents. In spite of these features, for the com-
munication between the existing agent platform and non-agent platform, internal change 
of the agent platform or introduction of a new method is inevitable. 

Various distributed applications need to exchange asynchronous requests using an 
event-based execution model. To support the requests, the OMG defined a CORBA 
Event Service [3] component in the CORBA Object Services (COS). An intermediate 
system for the communication between the agent platform and the non-agent platform 
such as event service is needed for achieving high performance ubiquitous applica-
tions. For this, we propose the MTI (Message Transport Interface) for the communica-
tion between the JADE platform and CORBA based platform supporting event service. 
It has been implemented in both c++ and java language. The MTI contains the monitor 
module reducing the message overhead and the scheduler efficiently scheduling and 
processing the event message extracted from the message queue. An experiment vali-
dates the effectiveness of the proposed scheme compared to the existing omniEvent 
service. The proposed scheme has been implemented in a middleware called 
CALM(Component-based Autonomic Layered Middleware)[16] developed by us. 

The remainder of the paper is organized as follows. In Section 2 we describe a 
brief overview of JADE platform and CORBA event service. Section 3 presents the 
proposed scheme, and Section 4 evaluates the performance of the proposed scheme 
through an experiment. Finally, Section 5 concludes the paper with some remarks. 

2   Background 

2.1   JADE (Java Agent DEvelopment Framework)  

An agent in the multi-agent system is a kind of computer program cooperating with 
other agents in the distributed computing environment. By collaborative operation 
with other agents, it can provide the users with more complicated service which is 
usually hard for a single application to handle. JADE is a software development 
framework aiming at developing multi-agent systems and applications conforming to 
FIPA standards for intelligent agents. It includes two main products; a FIPA-
compliant agent platform and a package used to develop java agents. The main mod-
ules of it are as follows. 

 AMS (Agent Management System): The AMS is the agent that exerts supervisory 
control over access to and use of the platform. It is responsible for maintaining a 
directory of resident agents and handling their life cycle. 

 DF (Directory Facilitator): The DF is the agent that provides yellow page services 
to the agent platform. It supports a way to find an agent existing in the network. 

 Main Container: Each running instance of the JADE environment is called a Con-
tainer as it can contain several agents. The set of active containers is called a 
Platform. A single special Main Container must always be active in a platform 
and all other containers register to it as soon as they start. 
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Fig. 1. An example of JADE platforms 

Figure 1 illustrates an example of JADE platforms showing two JADE platforms 
composed by two and one container, respectively. JADE agents are identified by a 
unique name and, provided they know each other’s name, they can communicate 
transparently regardless of their actual location. 

2.2   CORBA Event Service 

CORBA is a distributed object computing middleware specification standardized by 
the Object Management Group (OMG). The OMG defined a CORBA Event Service 
component to support asynchronous communication. Event Service allows one or 
more suppliers to send events to one or more consumers. Figure 2 shows the structure 
of COS Event Service. 

 

Fig. 2. The structure of COS Event Service 

The consumers are the ultimate destinations of the events generated by the suppli-
ers. The suppliers and consumers can both play active and passive roles, respectively. 
The central point of the COS Event Service is the Event Channel, which plays the role 
of a mediator between the consumers and suppliers. It manages object references for 
the supplier and consumer. It appears as a “proxy consumer” to the real suppliers on 
one side of the channel and a “proxy supplier” to the real consumers on the other side. 
The suppliers use Event Channels to push data to the consumers, and the consumers 
can explicitly pull data from the suppliers. The push and pull semantics of event 
propagation help the consumers and suppliers be free from the overly restrictive syn-
chronous semantics of the standard CORBA two-way communication model. When 
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developing an application using CORBA event service, he or she can employ one of 
the four models – push/push, push/pull, pull/push, and pull/pull – and choose a best 
model in terms of the design goal and characteristics of the application. 

3   The Proposed Scheme 

In this section we show the improved CORBA event service, and then, propose a way 
of implementation and design of the communication mechanism between the agent 
platform and CORBA event service. 

3.1   Information Bus Adapter 

Asynchronous communication is needed to design and program distributed applica-
tions used in ubiquitous environment. Existent event service processes event data 
exchanged between the supplier and consumer through statically created channels. 
However, the contexts in ubiquitous environments are generated in various forms 
according to the type and role of the sensors attached to the users and devices.  There-
fore, we need dynamic channel creation and management based on the context so that 
the events triggered by various sensors can be managed systematically and efficiently. 
This paper thus proposes a context-based dynamic channel creation and management 
scheme. The proposed event service called information bus adapter supports context-
based channels between the suppliers and consumers using the channel context  
management module. The added module provides more sophisticated functions for 
channel management than the existing event service [4, 5]. 

The information bus adapter is developed based on omniEvents which is in charge  
of event service in omniORB [7]. The existing event service creates and manages 
static channels without considering the amount of data processed. Such manner can 
cause static occupation of computing resources. Therefore, it is not suitable for han-
dling the dynamic event messages generated by the sensors and RFIDs. When the 
omniEvents service is in use, the information bus adapter provides the system with  
various interfaces as the means of converting complicate codes into a capsule like  
 

 

 

Fig. 3. The interfaces of information bus adapter 
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Fig. 4. Improvement of reliability of the existing CORBA Event Service 

 

Fig. 5. The sequence diagram of channel connection 

Figure 3. The developers can take advantage of easy implementation; even they do 
not need to figure out the inner structure. In addition, this guarantees integrity of data 
transmission by adding new logic for upgraded reliability which the existing event 
service does not support yet. 

The interfaces of the information bus adapter provide automatic creation/deletion/ 
administration of the channel and channel-name look-up service by adding the logic 
that can associate the name of the channel to the ORB naming service. Such functions 
automatically create independent channels according to the type and contents of the 
event context. Also, they extract data for the consumer wishing to receive a specific 
service. The adapter shows better performance than the case of adding the filtering 
logic to the consumer and supplier as in TIBCO [15]. Figure 4 shows that the proposed 
adapter enhances the reliability of the existing CORBA event service. Here, event 
channel, consumer, and supplier has an event queue storing the messages, respectively. 
Reliable communication is provided by letting the sender store data in a temporary 
storage before it sends them. Retransmission of data occurs from the storage if they are 
lost. The receiver transmits an ACK signal if a message is received, and then the data 
stored in the sender are erased. With this mechanism, the performance might decrease 
slightly while the reliability of the system is improved significantly. 

Figure 5 shows the sequence of the operations required for a channel connection. 
First of all, the adapter registers the URL of the naming server using uTRegis-
try_NameService() interface. Then, the uTAdapterInit() interface initializes and  
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creates a channel, and then, registers the name of the channel to the naming server. 
The returned object is used in the communication. 

Figure 6 shows the process of passing event messages from a local object to the 
remote one after creating a channel. The event message is passed to the adapter using 
uTMessage_Send(Event) interface if an event occurs. The passed message is pushed 
to or pulled from the event channel by the ProxyConsumer object. If an event mes-
sage arrives at the event channel, the ProxyConsumer delivers it to the ProxySupplier. 
The consumer wishing to receive the event passes it using the CALLBACK interface 
of the information bus adapter. 

 

Fig. 6. The sequence diagram for sending an event message 

We have developed the adapter for linux and Windows platform, including the 
pocket PC adapter for mobile computing. With this, we can satisfy the requirements 
of ubiquitous computing environments of dynamic attributes for various platforms 
and languages. 

3.2   The Message Transport Interface 

Figure 7 shows the interface used by a client for accessing the server using the inter-
face definition language (IDL). The interface Event is defined in the IDL and it is 
possible to access the server from outside using the IDL. The passing_message(in 
EventData data) method receives event data from the adaptor, and delivers the mes-
sage to the agent platform. In addition to the MTI, there exist some methods acting as 
the assistants that look for an agent or get the agent list. The IDL is compiled by  
 

 

Fig. 7. The definition of MTI 
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Fig. 8. The overall architecture of the system including the proposed MTI 

precompiler and creates the skeleton for the implementation of server class and stub 
code for the client. The created code defines the implementation of server object 
called servant. With the technique defining the interface using the IDL, the client is 
able to easily connect to the server through the ORB regardless of the language used. 

Figure 8 shows the overall structure of the communication between the JADE plat-
form and non-agent platform. It consists of the information bus adapter of the client 
side, JADE platform, and MTI of the server side that acts as a bridge between the two 
platforms. 

Client side: If a specific event occurs in the information bus adapter, a channel for 
transmitting the event message is created. The channel is classified and created auto-
matically according to the type of the event message and contents. Also, the size of 
the channel is increased or decreased dynamically according to the number of events 
to minimize the overhead of channel administration. The object to which the gener-
ated message needs to be passed is found using the omni naming service. Next, the 
message is delivered to the servant object through the ORB. The adapter basically 
supports push or pull model. 
Server side: In the server side, an instance of MTIServant class is created to initialize 
the ORB and MTI, and register the name context to the omniORB naming service. It 
also constructs MessageList to store the result of the event message at the agent plat-
form. The MTI creates a local agent to communicate with the remote agent of JADE 
platform using createNewAgent() after the server is initialized. The local agent in the 
server side receives the agent list from the AMS agent of the remote agent platform. 
After that, it is able to communicate with the corresponding agent. An agent has the 
state of activated and suspend mode. 
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Agent platform: Information exchange among the agents may occur very frequently 
in the multi-agent system. This is controlled by the AMS (Agent Management Sys-
tem). An agent is executed according to the context and type of event data from the 
server side. After the agent platform finishes the required operation, the results are 
stored at arrayList in order to be returned to the client using an instance of MessageList 
class in the MTI. 

The MTI consists of the following modules processing the event messages re-
ceived from the client. 

IS (Initializing System): The IS initializes the MTI for the communication between 
the agent platform and information bus adapter. It constructs arrayList to store the 
result returning from the agent platform and message queue to store the message, and 
activates the scheduler. 
IFM (Interface Monitoring): The IFM monitors the overall MTI. It checks the over-
head of message passing threads to balance the overheads. 
ML (Message List): The result obtained from the cooperation among the agents in 
the agent platform is passed by the server again through the MTI. The ML prevents 
the problem occurring frequently due to data damage and improves the stability by 
storing the returned data at the buffer in arrayList.  
MS (Message Scheduler): The MS schedules the tasks using multi-threads. When it 
is started, getEventMessage() is executed which brings a message from the message 
queue. Also, it extracts and processes the message stored in the message queue after 
checking the type and context of it. 
MQ (Message Queue): In the MTI, there exits variable queues where messages are 
stored temporarily. The agent managing the MQ extracts the relevant message, grasps 
the type and attribute of the message, and then communicates with the remote agent. 

4   Performance Evaluation 

In this section the proposed scheme with the proposed MTI is evaluated by experi-
ment, and compared with the existing omniEvent service concerning the efficiency of 
message transmission. The test platform includes 5 Windows XP-based PCs as the 
clients and 1 Solaris 8-based Sun blade 2000 as a server. The client systems used for 
the experiment have Intel Pentium 4 processor and 1GB main memory. In case of the 
proposed event service and omniEvents service 5 PCs host a supplier and the Sun 
blade hosts a naming server and consumer, respectively. 

Figure 9 compares the process time per event. Here the Push model of Event Ser-
vice is used. The proposed event service has five channels while the existing event 
service has five suppliers that use a default channel. Observe from the figure that 
process time of the proposed event service is much smaller than that of the existing 
event service. Notice also that, as the number of events increases, the difference gets 
more substantial. Observe that the average processing time of the first 10 events is 
slightly higher than with 20 or 30 events. This is because some delay occurs for look-
ing up and connecting relevant agents by sending query messages to the AMS agent 
of the JADE platform. 
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Figure 10 shows that event delivery time of the proposed event service is almost 
same as the omniEvents service, except for relatively large size messages of 1Mb or 
more. This is because the proposed scheme guarantees reliable communication using 
buffered messages while the omniEvents does not. 
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Fig. 9. The comparison of process time Fig. 10. The comparison of event delivery 
time 

5   Conclusion 

In this paper we have proposed a scheme which supports interoperability between 
the agent framework and event service without changing the internal platform. This 
paper has also presented an improved OMG CORBA Event Service which reduces 
the channel bottleneck by dynamically creating the channels and managing them 
based on the context referring to the events of the suppliers. The proposed event 
service has been implemented in a middleware called CALM(Component-based 
Autonomic Layered Middleware)[16] developed by us. It reduces the load of 
CORBA-based event servers through reflective filtering, and allows efficient event 
service by employing the context-based dynamic channel management. The objec-
tive of the proposed MTI is to provide a bridge between the proposed event service 
and agent framework. It allows transfer of the event message occurred in the infor-
mation bus adapter to the JADE platform. The modules in the MTI support monitor-
ing its interface, allow load-balancing of the messages, and improve the reliability in 
providing the results using the Message List. Through performance evaluation with 
an actual experiment, we have verified that the reliability is guaranteed and the per-
formance is improved significantly compared to the existing omniEvents in terms of 
message processing time. 

We need to take various characteristics into consideration along with the perform-
ance issue when designing an agent system for new applications. We will investigate 
the trade-offs between the performance and reliability. As the future work, on the 
basis of this study, we will support agent security and authorization in the proposed 
interface. Additionally, we will optimize the proposed scheme and develop a mecha-
nism enhancing the QoS of the OMG CORBA Event Service. More research will also 
be performed on the integration of the proposed event service with other middleware 
such as light-weight CORBA and web service. 
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Abstract. This paper introduces an ontology-based context model in ubiquitous 
computing environment. We describe a Getting up scenario to show whether 
the model is valuable for description of context information in a home domain. 
We modeled context metadata as well as context information. Context metadata 
are defined for the use of additional context information such as probabilistic or 
fuzzy logic reasoning, rich understanding, or efficient context information col-
lection. In addition we developed a context ontology server that manages and 
processes context information and metadata, and it is based on the ontology-
based context model which is introduced in this paper. We used OWL (Web 
Ontology Language) for modeling the context, and extended the OWL language 
to represent context metadata. 

1   Introduction 

Ubiquitous computing environment is a computing environment which provides use-
ful services to users by embedding computers in the physical environment and being 
aware of the physical circumstances. Therefore, the situational information is very 
important for deciding service behaviors in the ubiquitous computing environment. 
The situational information of entities is called context. An entity is a person, place, 
or object that is considered relevant to the interaction between a user and an applica-
tion, including the user and applications themselves [1]. A ubiquitous computing 
system consists of various components that acquire, interpret, process, transfer, or use 
the context. A context model, which is shared by the components so that they can 
process their tasks, should be required. 

This paper suggests a context model based on ontology in smart home domains. 
Ontology is a formal explicit specification of a shared conceptualization, and it is 
applied many areas such as information retrieval, medical systems, biology informa-
tion, artificial intelligent agents, e-commerce, semantic web, and so on. Ontology 
provides semantic interoperability between heterogeneous components in an associ-
ated smart space. The model in this paper consists of context information ontology 
and context metadata ontology, and uses OWL [2] which is a web ontology language. 
In addition a context ontology server is designed and implemented to manage and 
process the context ontology. The process includes reasoning and retrieval of the 
context ontology.  

This context model describes context information as three concepts such as En-
tity, contextType, and Value. This approach is suitable for description of context in 
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application programs and for reasoning from low-level context to high-level con-
text. Context metadata is described using annotation properties of OWL. The anno-
tation properties are not used in a reasoning process of OWL DL reasoner, so the 
properties don’t affect the reasoning time and can deliver the context metadata to a 
context infrastructure or other applications. 

This paper consists of 6 sections. Section 2 discusses the related works for this area. 
Section 3 explains advantages that ontology can provide when we model context. Sec-
tion 4 suggests context ontology in a home domain, and shows how to model the con-
text information and context metadata in a Getting up scenario. In this section, we also 
explain reasoning that uses the context model. Section 5 describes the system structure 
of Context ontology server, and explains the facilities of each component, and describes 
the implementation. Section 6 includes the conclusion and suggests future work. 

2   Related Works 

Recently many researches for context model in ubiquitous computing environment 
have been done. E-R model uses graphic notations which are extended E-R diagram 
to represent various characteristics such as association of context information, de-
pendency between contexts, and quality of context [3]. E-R model and other graphical 
context models using UML and ORM [4,5] provide conceptual models that give  
understanding about context information, context characteristics, and relationships 
between contexts, but they lack formality.  

[6] introduces an object-oriented context model for web applications in ubiquitous 
computing environment. This object-oriented context model is available for explicit 
representation of context attributes and behavior, and makes it easy to develop the 
ubiquitous computing applications. Both an object-oriented model and an ontology-
based model define context concepts as classes, and employ the main benefits of 
encapsulation and inheritance. However, the objected-oriented model has a weakness 
that lacks logical expressiveness about context information such as symmetric, transi-
tive, and complemented information, and so on.   

COBRA-ONT [7] is an ontology-based context model which is shared by all 
agents of CoBrA system. COBRA-ONT models ubiquitous domain knowledge, such 
as people, agents, devices, events, time, and space, rather than modeling context in-
formation. CONON (OWL Encoded Context Ontology) [8] is also an ontology-based 
context model, but it models context information only. 

In this paper, we present an ontology-based context model to overcome these 
shortcomings. Our model is formal and can represent rich logical characteristics of 
context information because it is based on ontology. Moreover, we modeled not only 
context information, but also context metadata for providing additional context infor-
mation, rich understanding, or efficient context information collection.   

3   Ontology 

In general, ontology is the study or concern about what kinds of things exist in the 
area of philosophy. In information technology, ontology is the working model of 
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entities and interactions in some particular domain of knowledge or practices. Ontol-
ogy is, according to Tom Gruber, “the specification of conceptualizations, used to 
help programs and humans share knowledge” [9].  Recently, ontology-related re-
search proceeds actively in the semantic web area to process web resources automati-
cally using semantic information (to get machine-interpretable resource information). 
W3C, a web consortium organization, recommends OWL that is developed from 
DAML-OIL (DARPA Agent Markup Language-Ontology Inference Layer) as a lan-
guage to represent ontology.  

OWL is based on RDF (Resource Description Framework) that describes web re-
sources as triples: subject, predicate, and object. OWL can define classes and proper-
ties of object, and can describe unions or intersections between classes, hierarchical 
relationship between properties or between classes, and constraint, complement, 
equivalence, differentiation, transitiveness, symmetry of classes or properties. This 
logical expressiveness provides the ability to deduce new information from other 
information which is explicitly described.  

The context model based on ontology in ubiquitous computing environments has 
the following advantages:  

− Semantic interoperability between heterogeneous hardware or software compo-
nents such as devices, applications, context infrastructure, sensors, actuators by 
sharing common concepts of context.  

− Semantic deduction facility for derived context by using ontology reasoning. 
− Better understanding of the context by annotating metadata of context. 

4   The Context Model 

4.1   Getting Up Scenario 

There are life patterns repeated everyday in human life, for example, getting up, tak-
ing a shower, eating, going out, returning home, and sleeping. Many works for ubiq-
uitous computing applications define basic human activities in these life patterns, and 
support more comfortable and efficient services for basic activities. This paper intro-
duces a Getting up scenario that helps human activities in a smart home domain. In 
this section, we will explain how to define and process this context information with 
the scenario.  

Mr. Kim sets the getting up time at 6:00 am, and goes to bed late. He must go to 
his office early. The getting up application checks Mr. Kim’s getting up time, and 
provides an alarm service at 6:00 am the next morning. Then the application opens the 
curtain to provide fresh morning air and sunshine. The application connects to a 
weather network service and receives local weather forecast. If it isn’t rainy, the ap-
plication system opens the windows. If it’s rainy, the system activates the air cleaning 
service and then provides a light service to supply enough brightness. This getting up 
application checks Mr. Kim’s schedule, and displays it on an output device near Mr. 
Kim. The system also turns on a display device to show Mr. Kim a morning TV news 
program. The program information is referred from the preference list which stores 
Mr. Kim’s favorite TV program list. This service is based on follow-me service. 
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4.2   Modeling of Context Information 

In this model, context information that describes the situation of entities consists of 
Entities, contextTypes, and Values. Entity represents an element of context, such as 
person, schedule, activity, TV, bed, and curtain. ContextType describes an attribute of 
the entity, such as location, power status, current activity, weather, and lighting. 
Value includes real data value of the contextType. For example, if we want to de-
scribe the information of a TV’s power status, we can define the entity as “TV,” the 
contextType as “powerStatus” of the TV, and the value as “ON” or “OFF” of the 
power status. We describe entities as owl:class constructs, and describe contextTypes 
as owl:datatypeProperty or owl:objectProperty constructs. In some cases, context 
value might contain an absolute numerical value (25.5, 0) or feature describing con-
text (ON/OFF, Hot/Neutral/Cold). In addition, we define that ‘locatedIn’ and ‘con-
tains’ are transitive, ‘nearbyPerson’ and ‘atTheSameTime’ are symmetric, ‘locatedIn’ 
is the inverse of ‘contains’, and ‘uses’ is the inverse of ‘user’.  

 

Fig. 1. Entities and ContextTypes in a Home Domain 

Fig. 1 shows the structure of context information in a home domain. We define the 
highest level class, ‘Entity’, and it has subclasses (child nodes): ‘Agent’, ‘Physi-
calObject’, ‘InformationObject’, ‘Place’, and ‘Time’. We define ‘contextType’ as 
super property, and the other contextTypes are sub properties of this ‘contextType’. 
These names of properties are shown on the arrow. 

4.3   Modeling of Context Metadata 

Context metadata are additional information which explains context information to 
improve certainty, freshness, and understanding of the context information. We  
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suppose that all sensors can produce an error value [10]. Context information is 
driven from the error value; therefore the context information includes errors. This 
uncertain context information can affect the behavior decision of the application. 
Therefore, the context model needs additional elements describing confidence, accu-
racy, and precision of context information. Especially, ubiquitous computing envi-
ronment is very dynamic and heterogeneous, so the context information is changed 
very rapidly, and the updating intervals also vary with context types. For freshness of 
context information, we need more information such as production times and average 
life times. We also require more information for context dependency, context sources, 
and context categories for better understanding of context. 

Context metadata are categorized as two kinds of metadata: global and local. We di-
vide these two categorized context metadata because of the difference of the portion 
where we describe the annotation. Global context metadata have values depending on 
contextTypes, but local context metadata have values depending on entity individuals as 
well as contextTypes. Therefore, we annotate global context metadata in contextType 
description: on the other hand, we annotate local context metadata in entity individual 
description. To describe context metadata, we define several owl:annotationProperties 
as follows. Context metadata is described using annotationProperties, and these context 
metadata are not interpreted nor used in OWL DL reasoning process. This information 
is delivered to applications or ontology servers. We will explain global and local context 
metadata in detail. 

1) Global context metadata 

beClassifiedAs. ‘beClassifiedAs’ annotation property type is used for classifying the 
context acquisition methods. There are three types of context: ‘profiled’, ‘sensed’, and 
‘derived’. Profiled context means data predefined by users. Sensed context acquires data 
from various sensors. Derived context means indirect information which is processed 
from other context data. Fig. 2 shows a definition part of annotation property 
‘beClassifiedAs’, and Fig. 3 shows an example of ‘beClassfiledAs’ annotation in 
‘locatedIn’ description, in which we can see that ‘locatedIn’ is classified as ‘sensed’ 
context. 

 

Fig. 2. The description of ‘beClassifiedAs’ annotation property 

hasSource. ‘hasSource’ is an annotation property in which source we can get the 
context data. Fig. 3 shows an example of ‘hasSource’ annotation in ‘locatedIn’ 
description. In this figure, the source of context data is ‘ActiveBats’, Active Bats 
Indoor Location System. 

hasAccuracy / hasPrecision. ‘hasAccuracy’ and ‘hasPrecision’ are annotation prop-
erties which describe accuracy of context information. For example, we can describe 
the accuracy of ActiveBats as follows: “Within the given indoor area, ActiveBat is 
found to be accurate to within 14cm for 95% of measurement.” This means that the  
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Fig. 3. The global context metadata-annotated encoding for 'locatedIn' 

precision of ActiveBat is 95% and the accuracy of ActiveBat is 9 centimeters. As you 
can see in Fig. 3, we can describe the accuracy and the precision value of ‘locatedIn’; 
value of ‘hasAccuracy’ is 9 (centimeter) and value of ‘hasPrecision’ is 95.0 (percent).  

beDependentOn. ‘beDependentOn’ is an annotation property for describing depend-
ency between contexts. The ‘range’ of OWL annotation properties includes ‘URI-
reference’, ‘dataLiteral’, and ‘individual’. To add information about dependency 
relationships between contexts, we extend the ‘range’ of owl annotation properties to 
include a ‘property’ type. For this, we introduce ‘owl:beDependentOn’ to link a prop-
erty to other properties. [11] introduced the idea of the extension. ‘currentActivity’ 
contextType, described in Fig 4, is used for description of current human activity. 
This type is a derived contextType from ‘locatedIn’, ‘lighting’, ‘powerStatus’, and 
‘uses’ contextTypes. It means ‘currentActivity’ is dependent on these four con-
textTypes. If ‘locatedIn’ value (of Kim) is ‘bedroom’, ‘uses’ (of Kim) is ‘bed’, ‘pow-
erStatus’ (of bedroom TV) is ‘OFF’, and ‘lighting’ (of bedroom bedroom) is ‘Dark’ 
or ‘VeryDark’, then we define Mr. Kim’s ‘currentActivity’ is ‘sleeping’. 

 

Fig. 4. ‘beDependentOn’-annotated encoding for 'currentActivity' 

2) Local context metadata 

hasConfidence. ‘hasConfidence’ annotation property is defined for certainty of con-
text information. The certainty value measures probability (in case of probabilistic 
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measurement approach) or membership value (in case of fuzzy logic measurement 
approach), and its value is usually between 0 and 1.  Fig. 5 shows the description of 
‘hasConfidence’. In the description, we can see the confidence value is 1.0 and it uses 
probability measurement approach. 

productionTime. ‘productionTime’ is an annotation property for metadata descrip-
tion of context information creation time. In Fig. 5, the information creation time of 
bedroom lighting is 5:50 a.m. 

 

Fig. 5. The local context metadata-annotated encoding for ‘bedroom’ 

averageLifeTime. ‘averageLifeTime’ is an annotation property to describe an aver-
age interval of valid information updating. For example, ‘averageLifeTime’ value of 
bedroom lighting is 15 minutes in Fig. 5. 

4.4   Context Reasoning 

Logical characteristics of contextTypes and logical relationship information between 
contextTypes deduce new context information through an ontology reasoner. We use 
a simple ontology description method, a triple of (Entity, contextType, Value), for 
simple explanation of context reasoning. We defined ‘locatedIn’ contextType as a 
transitivity property. If property P is tagged as transitivity, then for any x, y, and z: 
(x,P,y)∧(y,P,z) iff (x,P,z). For example, context information (windows1, locatedIn, 
bedroom) and (bedroom, locatedIn, KimsHouse) can deduce other information (win-
dows1, locatedIn, KimsHouse) using an ontology reasoner. Transitivity characteristic 
properties, symmetric and inverseOf peroperties explained in Section 4.2 are used.  

We used a rule-based inference reasoner to produce derived context from context 
ontologies. As we explained in the ‘beDependentOn’ part of subsection 4.3, depend-
ency information of the derived context is described as ‘beDependentOn’ annotation 
property. The rule to deduce (Kim, currentActivity, Sleeping) is as follows: 

(Kim, locatedIn, bedroom) ∧ (Kim, uses, bed)  
 ∧ (bedroom, lighting, Dark or VeryDark) ∧ (bedroomTV, powerStatus, OFF) 

(Kim, currentActivity, sleeping) 
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‘beDependentOn’ metadata, described in the derived contextType, provides a hint 
for dependency between contexts to users who define rules. Besides the metadata, 
‘hasConfidence’ metadata of context can be used for reasoners which use probabilis-
tic or fuzzy logic mechanism. 

5   Context Ontology Server 

In this paper, we design and develop a context ontology server in a smart home do-
main to manage and process context ontology. The context ontology server consists of 
Context ontology processor, Context query processor, and Context retrieval com-
mandline interface. Fig. 6 shows the structure in detail. Fig. 6 consists of three parts. 
The top part describes Getting up scenario diagram, lower-left part shows Scenario 
editor, and lower-right part is the layout of Context ontology server. 

Context ontology processor consists of two modules: Context ontology reasoning 
module and Rule-based context reasoning module. Context ontology reasoning mod-
ule reasons using context schema and current context information. Context schema is 
an XML representation of context model which is suggested in Section 3. Context 
aggregator collects current context information from various sensors in a home do-
main. Rule-based context reasoning module has facilities to deduce derived contexts. 
The processor also uses productionTime and averageLifeTime context metadata for 
updating context ontology. 

 

Fig. 6. Context ontology Server, Scenario editor, and Getting up application diagram 
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Context query processor is a query engine and provides context retrieval services 
requested by applications and a scenario editor. Context retrieval commandline inter-
face is a Windows-based interface which can be used  to search context information 
or metadata. To search for context information or metadata, the commandline inter-
face provides users with RDQL which is a query language for RDF.   

Scenario editor is a tool for describing the flow of services in ubiquitous applica-
tions. The execution, termination, and transition of services depend on the context 
information. Therefore, Scenario editor requests available context from Context query 
processor for describing pre-condition, post-condition, and transition condition of the 
services. Getting up application diagram shows the flows of services in the applica-
tion which is produced by scenario editor, and it also shows context information re-
lated to the services. Our Context ontology server is implemented by using Jena 2.2 
ontology API which is developed by HP. We implemented the Rule-based context 
reasoning module using GeneralRuleReasoner which includes RETE engine or one 
tabled engine supported by Jena, and Context ontology reasoning module using Racer 
which is a well-known OWL DL reasoner.  

6   Conclusion 

This paper suggests an ontology-based context model in a home domain. This model 
has an advantage in that it can represent context metadata as well as context informa-
tion. By using context metadata described with OWL annotation properties; this con-
text model can provide additional information for applications, reasoners, or context 
infrastructure which need context metadata for probabilistic or fuzzy logic reasoning, 
rich understanding, or efficient context information collection. Using annotation prop-
erties doesn’t affect the reasoning process of OWL DL reasoner, so it doesn’t increase 
the reasoning time.  

This context model is different from CONON or COBRA-ONT because it uses 
metadata. These two models use only context information. E-R Model also provides 
metadata modeling method like our model, but it is not formal because it uses graphic 
notations. Our model is formal because it uses ontology language OWL. [6] uses an 
object-oriented context modeling method. The object-oriented method makes it easy 
to develop ubiquitous computing applications, but as we mentioned in Section 2 it has 
a limitation of representation of context’s logical characteristics. On the other hand, 
our model is available to represent the logical characteristics of context information.  

Our model has a limitation because our model extends the range of OWL annota-
tion properties to describe dependency between contexts. It causes decreasing com-
patibility between OWL languages, but it is not a serious problem because annotation 
properties are only used during the annotation process.       

As a related work, we are developing a context infrastructure. It uses the Context 
ontology model and the Context ontology server which are introduced in this paper. 
In the near future, we will develop an integrated model that includes a sensor, actua-
tor, and service model. These ontology-based sensor, actuator, and service model are 
strongly related to our context model in this paper, so context metadata or context 
information can be used for a variety of purposes. 
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Abstract. The Open Services Gateway Initiative (OSGi) attempts to meet the 
ubiquitous computing environment by providing a managed, extensible frame-
work to connect various devices in a local network such as in a home, office, or 
automobile. By defining a standard execution environment and service inter-
face, the OSGi promotes the dynamic discovery and collaboration of devices 
and services from different sources. The OSGi offers a unique opportunity for 
ubiquitous computing as a potential framework for achieving interoperability 
between various sensors, home appliances, and networked devices. The OSGi 
framework supports a remote installation of a bundle, which is a unit that in-
stalls and deploys services. However, in order for the service in execution to 
move, a specific form of bundle such a mobile service manager is needed, one 
which is able to move through a heterogeneous network.This paper proposes a 
method that can manage bundles for supporting dynamic service’s mobility be-
tween frameworks, in order to ensure the mobility of services in a multiple the 
OSGi framework environment. For our purposes, we have designed the mobile 
service management system for managing the lifecycle of the bundle and for the 
mobility of services in the OSGi framework. The mobile service management 
system we are proposing implements a bundle form which can perform in an 
OSGi framework as well as manage the mobile services. As a result, mobility in 
a ubiquitous computing environment will be supported more efficiently. 

1   Introduction 

OSGi is an industry plan regarding the standards for allowing sensors, embedded 
computing devices and electronic appliances to access the Internet, and it provides a 
Java-based open standard programming interface for enabling communication and 
control between service providers and devices within home and small business net-
works[1,2]. Whereas previous technologies focused on interoperation among devices, 
OSGi places emphases on service delivery, allocation and management for the de-
vices. Furthermore, linkage services concerning Jini or UPnP can be deployed or 
interacted based on development of OSGi-based applications. OSGi is already provid-
ing connections for various devices in local networks such as the home, office and 
vehicle and providing manageable and expandable frameworks, expediting the arrival 
of the ubiquitous computing environment. Moreover, by defining standard execution 
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environments and service interfaces, OSGi enhances dynamic findings and collabora-
tion among various heterogeneous resources[3][4]. 

An OSGi-based system has a structure for distributing new services, and the struc-
ture consists of only the elements on the local network, giving it relatively closed 
characteristics. However, while service management and distribution can be dynami-
cally executed within such single OSGi framework, there is insufficient support for 
applications with mobility among multiple frameworks. Therefore, there must be 
sufficient consideration for mobility of the users, devices and sensors among multiple 
OSGi frameworks in the expanded smart space, calling for research efforts in services 
supporting such mobility. Since the user, devices and sensors have mobility in a smart 
space, the services need to be mobile with their execution statuses stored. Also, mo-
bility management must be efficiently supported for such service elements in the 
expanded smart space where multi-dimensional OSGi frameworks are located. 

For example, let’s say a user is heading toward home while listening to an mp3 
music files on the PDA. Upon arrival at home, if the user wishes to listen to the same 
music on the PC, there is a cumbersome task of having to select the music play list 
from the PC directory. Even if there is an identical music play list in the PC, which 
eliminates the need for the user to select each individual song, there would not be the 
satisfaction of continuously listening to the music that had been playing on the PDA. 
However, if the mp3 player can be moved from the PDA to the PC, the music play list 
and song information can be maintained, allowing the user to appreciate the music 
without interruption[5][6][7]. 

This study deals with designing an OSGi-based framework using a mobile agent 
technology that supports mobility and duplication with status information in the dis-
tribution environment. By supporting bundles in the form of a mobile agent, the de-
signed framework also supports mobility of the bundles within multiple OSGi system 
environments. Therefore, it can support mobility of various elements such as services 
for specific components or users as well as device drivers. In order to do so, the OSGi 
framework’s open source Knopflerfish 1.3.3 is expanded and a mobile agent man-
agement system is designed to support the bundles’ mobile lifecycle[8][9]. 

2   OSGi (Open Services Gateway Initiative) 

OSGi is a non-profit organization that defines standard specifications for delivering, 
allocating and managing services in the network environment. In its initial stage, 
OSGi was focused on the home service gateway, but it has recently expanded from a 
specific network environment to the ubiquitous environment. In turn, the objective of 
OSGi has become implementation of the service gateway for diverse embedded de-
vices and their users[10]. 

The OSGi service platform displayed in Fig. 1 consists of the OSGi framework and 
standard services. The OSGi framework signifies the execution environment for such 
services and includes the minimum component model, management services for the 
components and the service registry. A service is an object registered in a framework 
used by other applications. For some services, functionality is defined by the inter-
faces they implement, allowing different applications to implement identical “service” 
types. 
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Fig. 1. The Overview of OSGi 

The OSGi framework installs an OSGi component called a “bundle” and supports a 
programming model for service registration and execution. Furthermore, the frame-
work itself is expressed with a bundle, which is referred to as a “system bundle”. The 
roles of the OSGi framework that provides the hosting environment for the bundle can 
be summarized as follows. 

• Bundle lifecycle management 
• Resolution of independence among bundles 
• Registry management for services 
• Event processing for bundle status modification, service registration/removal 

and framework actions 

Bundles are service groups using services registered in the service registry as well as 
component units. Service implementation is delivered to and allocated in the frame-
work through a bundle, which is a physical and logical unit. From the physical per-
spective, a bundle is distributed in a Java archive file format (JAR) that includes 
codes, resources and manifest files. The manifest file informs the framework of the 
bundle class execution path and declares Java packages that will be shared with other 
bundles. It also has information regarding the bundle’s activator class. The concept of 
a single bundle is similar to that of a single process in an operating system. From the 
logical perspective, it is a service provider for a certain service or a service requester 
that intends to use a particular service within the framework during the execution 
time. The OSGi framework provides the mechanism for managing the bundle lifecy-
cle. If a bundle is installed and executed in a framework, it can provide its services. 
Moreover, it can find and use other services available on the framework and can be 
grouped with other bundle services through the framework’s service registry. When 
registering a service in the OSGi framework’s service registry, a bundle stores the 
service attributes in the form of the attribute-value pair. Such service attributes are 
used so that they can be distinguished among multiple service providers. 

Once installed and started, a bundle distributed as a JAR file is operated by the Ac-
tivator class. The bundle lifecycle is depicted in Fig. 2. In most cases, it is directly 
affected by the framework’s management mechanism. After installation and prior to  
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Fig. 2. The lifecycle of the bundle 

execution, a bundle must be prepared in the resolved state. The framework checks 
dependence on external Java packages to place the bundle in the resolved state. This 
is for the framework to check whether the requested bundle can be used or ap-
proached in case there is any dependence present. A bundle carries out a particular 
task designed by the developer by implementing a BundleActivator interface of the 
Activator class. The Activator class called by the framework is implemented along 
with start and stop methods. Once called, such methods obtains the execution envi-
ronment (bundle context) that allows framework functions such as access to other 
bundles, bundle management task execution, service registration, search for other 
services and listener registration for different events, enabling the bundle to indirectly 
access the OSGi framework functions[11][12]. 

3   System Design 

Service Mobility Manager consists of Mobility Interface, Service Serializer, SOAP 
Manager. Fig. 3. describes Service Mobility Manager. The overall structure consists 
of the mobile interface for managing mobility, elements for processing serializa-
tion/deserialization and elements for SOAP message transmission/reception. When 
the Mobility Interface receives a mobility request from a bundle service, it manages 
the service bundle’s lifecycle. The status information prior to mobility is marshalled 
into XML by the ServiceSerializer, and the SOAPClient delivers the SOAP message 
to the destination. The class file is installed through the destination BundleInstaller, 
and the ServiceDeserializer resumes the service by unmarshalling the SOAP message 
into an object. 

3.1   The Extended Lifecycle for Service Bundle  

In this paper, we extend the status of bundle in OSGi which compose of ‘Resolved’, 
‘Starting’, ‘Active’ and ‘Stopping’, adding ‘DEAD’, ‘Movable’, ‘Moved’. ‘Dead’ 
status is different from ‘Unistalled’ which means that bundles are omitted automati-
cally. ‘DEAD’ is used for checking information of service before it is received move  
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Fig. 3. The structure of the Service Mobility Manager 

Fig. 4. The extended lifecycle for service bundle 

request. The status of bundle is changed ‘Movable’ to ‘Moved’ for the service which 
is received move request. ‘Move’ status is used for the process which OSGi frame-
work sends service to other OSGi framework. If OSGi framework would finish send-
ing of service to other OSGi framework, service status is changed to ‘Uninstalled’, 
and this bundle is removed.  

3.2   Mobility of Service 

Upon receipt of a mobility request, the service is switched to the mobility request 
state and execution suspension is requested. The service receiving the request returns 
after completing the action currently in process. If converted to the mobile state, the 
status information is serialized into the XML format using the Serializer, and service 
mobility is requested to the SOAPClient. The SOAPClient verifies the destination and 
generates an SOAP message to call SOAPService to the destination. If mobility is 
successful, the service currently being executed is deleted from the registry. 

At the destination, the SOAPService waiting for the SOAP message receives the 
URL information regarding the class location as well as the serialized data and delivers 
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them to the MobileBundleManager. Prior to deserializing the received object, the Mo-
bileBundleManager installs the bundle from a remote location through the BundleIn-
staller. Upon successful installation, the object is deserialized and restored to the state 
prior to mobility. Finally, the service is converted to the RUNNABLE state and regis-
tered at the service registry. Algorithm 1 describes the process of service transmission 
between OSGi frameworks. 

Algorithm 1. Sending ServiceObject with ServiceID

Input
ServiceID : ServiceID registered in Service Registry-
Variables
ServiceRef : Service Reference 
ServiceDes : Service Description 
ServiceStatus :  Service Status Information 
SOAPMessage :  SOAPMessage used in Service Transmission 
Begin Algorithm 
  ServiceRef = 
  ServiceManager.ServiceFinder.GetServiceRef(ServiceID) 
  ServiceDes = 
  ServiceManager.ServiceFinder.GetServiceDes(ServiceID) 
  res = ServiceRef.beforeMoving() 
  If (res is true) 
  Begin If 
    ServiceStatus = ServiceSerializer.serializer(res) 
    SOAPMessage = SOAPService.makeSOAPMessage(URL,
                  ServiceStatus, ServiceDes) 
    sendMessage(TargetURL, SOAPMessage) 
  End If 
End Algorithm 

4   System Implementation 

Table 1. displays the overall software configuration used for implementing the OSGi-
based mobile agent management system proposed in this paper.  

During SOAP transmission from Knopflerfish using the Apache Axis, a minor bug 
was found in Java 1.5 or later, so the version 1.4.2 was used. 

Table 1. The software configuration 

Software configuration Description 
SOAP Apache Axis 1.2 
Java Binding Castor 0.97 
OSGi Framework Knopflerfish 1.3.3 
Java Virtual Machine Java 1.4.2 
Operating System Microsoft Windows XP 

When moving an object, it was sent to the SOAP Body element was a parameter by 
serializing it into an XML format as below. Castor and Apache Axis were used for 
serialization and SOAP transmission, respectively. Other resource and class files were 
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not sent as attached files to the SOAP message. Rather, a mobile agent bundle was 
installed using the bundle allocation function at the remote location. 

The example of the trasferring SOAP message 

<soapenv:Envelope ....> 
  <soapenv:Body> 
    <ns1:service xmlns:ns1="http://webserivce.ema"> 
      <obj xsi:type="xsd:string"> 
      &lt;agent&gt; 
        &lt;status&gt;5&lt;/status&gt; 
        &lt;action&gt; 
          &lt;name&gt;Simple Action&lt;/name&gt; 
          &lt;msg&gt;goodluck&lt;/msg&gt; 
        &lt;/action&gt; 
      &lt;/agent&gt;</obj> 
    </ns1:service> 
  </soapenv:Body> 
</soapenv:Envelope>

The procedure and configuration for creating mobile bundles using the framework 
implemented in this paper are as follows. 

First, in order to implement a user-defined agent class, an XML schema must be 
created afterwards for object serialization using Castor in a format where the agent 
class defined in the agent bundle is inherited. 

The Manifest file of the user-defined agent designated the Bundle-Activator as the 
MobileBundleActivator, for which the ema.core.activator package in the agent bundle 
was imported. The MobileBundleActivator class reads the Agent-Class and Agent-
Name header values indicated in the Manifest using the bundle objective and registers 
them in EAR. In order to register a user agent as a service from the AgentManager 
bundle, the agent class registered in EAR must be dynamically loaded. For this pur-
pose, the user-defined agent was limited to the agent.impl package. 

The example of the Manifest file 

Bundle-Activator:ema.core.activator.
 MobileBundleActivator 
Agent-Name: MyAgent 
Agent-Class: agent.impl.MyAgent 
Import-Package: org.osgi.framework, 
 ema.core.activator 
...

5   Experiment 

In order to test the service mobile framework proposed in this paper, an MPlayer 
bundle was developed for playing MP3 music files. JVM and OSGi mobile agent 
framework bundles were installed in a PDA and PC, respectively as an experiment 
environment as shown in Fig 5. 
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Fig. 5. The mobility of the MPlayer bundle 

When a user listening to music from the MPlayer installed in the PDA moves into 
the space where the PC is located, the MPlayer service was moved to the PC and the 
file was resumed from the point where it had been playing from the PDA, providing a 
continuous MPlayer service to the user. 

Fig. 6 (a) displays the MPlayer in use from the PDA prior to service mobility. The 
state data serialized during mobility is the offset information regarding the music play 
list and the music file currently being played. The MPlayer does not have a GUI, and 
it is a bundle that plays the mp3 play list through a simple configuration file. 

Fig. 6 (b) is the result screen after bundle mobility. The MPlayer bundle is auto-
matically downloaded and installed using the bundle’s class loading function, the  
service is initialized with the music play list offset data, and the music is played. Im-
plementation of the prototype displayed that the OSGi-based mobile agent system 
proposed by this paper can operate as intended without much problem. 

   (a) Before moving of service                                 (b) After moving of service 

Fig. 6. The mobility of the MPlayer service 
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6   Conclusion 

Service mobility manager is inevitable in order to provide object mobility among 
OSGi frameworks constituting the ubiquitous computing environment such as the 
home network. This paper proposed a bundle in the form of a mobile service that can 
be autonomously executed in the OSGi framework, for which a mobile service lifecy-
cle and a service mobility management system were designed and implemented for 
managing mobility. The designed mobile agent management system was implemented 
in a bundle format to operate in the OSGi framework, and it also allowed dynamic 
management of autonomous services to provide mobility in a more efficient manner. 

In order to provide intelligent services in the future, there should be research ef-
forts regarding OSGi-based situation recognition frameworks using the mobile service 
technology as well as security considerations for the mobile agent. 
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Abstract. In ubiquitous environments, all services head for context-
awareness to provide appropriate services for a user’s situation. However,
it is hard to implement all kinds of things related to context manage-
ments. In this paper we propose a ubiquitous workflow service framework,
named uFlow, based on a structural context model and uWDL, which is
a ubiquitous workflow description language. Service developers can eas-
ily describe context-aware services using the uFlow framework so long as
they only select available services based on Web Services and describe
context information as a transition condition of workflow services. In or-
der to verify the effectiveness of the uFlow framework, we designed and
implemented a service scenario described with uWDL, and demonstrated
that the scenario provides users with appropriate services according to
a user’s situation in ubiquitous computing environments.

1 Introduction

WfMC (Workflow Management Coalition) states that a workflow expresses flows
of subtasks until a process is completed using standardized methods [1]. Between
the subtasks in a workflow, there exist various relationships such as dependency,
ordering, and concurrency. Workflows describe flows of subtasks using a work-
flow language. A workflow management system manages and controls flows of
subtasks using state-transition constraints specified in the workflow language.
Modeling a workflow can help software designers better understand how to sup-
port users when they design applications.

An application or a service that uses context information or performs context-
appropriate operations is called a context-aware application or a context-aware
service [2, 3]. In order to provide a context-aware service in ubiquitous environ-
ments, an appropriate service is selected and executed based on context infor-
mation. Service developers should describe and handle context information to
build context-aware services. However, it is so difficult to implement all sorts of
things related to context managements such as context wrapper, context query
system, ontology server, and so on.

In this paper, we propose a ubiquitous workflow service framework, named
uFlow, based on a structural context model and uWDL. uWDL is a ubiquitous
workflow description language and it can specify the context information on
the transition conditions of workflow services to provide users with adaptive
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services for a user’s current situation, and the structural context model is used
to express context information in uWDL. Service developers can easily design
context-aware services using the uFlow framework so long as they only select
available services based on Web Services and describe context information as a
transition condition of workflow services.

2 Related Work

Gaia [4] supports a service environment in which ubiquitous applications can
communicate context information to each other. It depends on a specific protocol
which is not widely used because it is based on CORBA middleware. LuaOrb,
that is Gaia’s script language, can instantiate applications and interact with
execution nodes to create components and easily glue them together, but it
can’t express dependency or parallelism among the services because it describes
only a sequential flow of specific services. The uFlow framework is a workflow
system based on Web Services which are platform- and language-independent
standard service interfaces, so it can express dependency and parallel execution
among the services in heterogeneous ubiquitous computing environments.

BPEL4WS [5], WSFL [6], and XLANG [7] are Web Service-based workflow
languages for business processes and distributed computing environments. They
support service transition, and use XML-typed messages defined in other ser-
vices using XPath. Context information is a complex data set that includes data
types, values, and relations among the data types. XPath cannot sufficiently de-
scribe diverse context information because it can use only condition and relation
operators to decide transition conditions. uWDL uses a context triplet - subject,
verb, and object - in order to express high-level context information as transition
conditions, which can not be supported by existing workflow languages.

3 The Key Components for uFlow

A context in ubiquitous computing environments indicates any information that
is used to characterize the situation of an entity [3]. In ubiquitous environments,
all services head for context-aware services to provide appropriate services for
a user’s situation. In order to provide context-aware workflow services in ubiq-
uitous environments, an appropriate service is selected and executed based on
context information. Therefore we designed two components, which are a struc-
tural context model and a ubiquitous workflow description language to use the
context information as the constraints of the state transition in ubiquitous work-
flow services. The two components are designed based on knowledge structure
to express the context information in a simple and flexible way.

3.1 Structural Context Model

A structural context model expresses ubiquitous context information from a
viewpoint of knowledge structure. Because it has an information structure to
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express complex context information, it is possible to describe contexts to specify
the context information on a transition condition of services in uFlow scenario
documents. Figure 1 shows a class diagram of the structural context model.
Context information can be any information that describes a situation of an
entity. An entity is a person, place, physical, or logical thing which is considered
in ubiquitous computing environment. We designed the structural context model
which is an ontology-based context model for uFlow using OWL (Web Ontology
Language), and it describes context information as entities having context types
which have its values. The ontology language OWL builds on RDF (Resource
Description Framework) [8], and a RDF statement is always a triple of resource,
property and value, in that order. Because our model is based on ontology using
OWL, our core concepts which are subject, verb, and object can be mapped into
resource, property, and value on RDF, respectively.

Fig. 1. Structural context model

3.2 Ubiquitous Workflow Description Language

A workflow management system manages and controls flows of subtasks us-
ing state-transition constraints specified in a workflow language. Although cur-
rent workflow languages such as BPEL4WS, WSFL, and XLANG can specify
the flows among services based on Web services, these workflow languages do
not support the ability that controls the state-transition constraints using con-
text, profile, or event information in ubiquitous computing environments. uWDL
(Ubiquitous Workflow Description Language)[9] is a Web Services-based work-
flow language that describes service flows, and provides the functionalities to
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select an appropriate service based on high-level contexts, profiles, and events,
which are obtained from various sources and structured by Ontology [10]. To
provide these functionalities, uWDL specifies context and/or profile information
as a triplet of {subject, verb, object} based on the structural context model for
rule-based reasoning which can effectively represent the situation in a simple
and flexible way. Figure 2 shows the schema structure of uWDL.

Fig. 2. uWDL schema

4 Ubiquitous Workflow Service Framework

Service developers have to describe and manipulate context information for
context-awareness of services. However, they have a great difficulty in imple-
menting all kinds of things related to context managements such as context
wrapper, context query system, ontology server, and so on. We propose a ubiq-
uitous workflow service framework named uFlow based on the key components
in Section 3. Service developers can easily design context-aware services using
the uFlow framework so long as they only select available services based on Web
Services and describe context information as a transition condition of workflow
services. The uFlow framework consists of uFlow scenario editor, uFlow engine,
and uFlow context processor as shown in Figure 3.

A service developer can use the uFlow scenario editor to create a scenario doc-
ument written with uWDL. The service developer can query context information
to the ontology server through context browser to obtain standard vocabularies
of context information for a specific domain and specifies the context information
as a transition condition of workflow services. The scenario document created
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Fig. 3. uFlow framework

by uFlow scenario editor is delivered into uFlow engine in order to parse and
manipulate the context information according to the service flows. The uFlow
engine collects context information through a context wrapper in uFlow context
processor and compares these context information with the context information
described in the scenario document. If the matching result is true, an appropri-
ate service is executed by the uFlow engine. The detailed explanations are as
follows.

4.1 uFlow Scenario Editor

uFlow scenario editor is a tool for developers to easily design scenario docu-
ments without detailed understanding of uWDL schema. Developers can select
currently available services based on Web Services and describe context informa-
tion as a transition condition of the services. The uFlow scenario editor provides
drag and drop capabilities to <node> and <link> elements in uWDL and con-
sists of available services, element explorer, and context information obtained
from current sensing environments. A scenario document is created by uflow
scenario editor, and translated and executed by uFlow engine. Figure 4 shows
uFlow scenario editor.

4.2 uFlow Engine

A uWDL document designed for a specific scenario should be translated and
executed to provide adaptive services for a user’s situation. For this purpose,
we need a process to manipulate contexts aggregated from a sensor network.
Figure 5 shows uFlow engine for handling context information expressed in
uWDL. uWDL parser parses a uWDL scenario document and produces a DIAST
(Document Instance Abstract Syntax Tree) [11] as a result. A DIAST represents
the syntax of a scenario document, and is used to compare contexts expressed



A Ubiquitous Workflow Service Framework 35

Fig. 4. uFlow scenario editor

in a scenario with entities aggregated from a sensor network to verify their co-
incidence. A context is described by one or more constraint elements, and each
constraint is represented by a context triplet of {subject, verb, object} in a se-
quence. In Figure 5, a partial subtree in dotted lines indicates a subtree that
makes up context constraints in the scenario.

A context mapper extracts types and values from objectified entities aggre-
gated from a sensor network, and composes a subtree which consists of subject,
verb, and object information. It then compares the type and the value of an
entity with those of the constraint element in the DIAST subtree, respectively.
If the type of the entity matches with its counterpart in the constraint element,
the context mapper regards it as a correct subelement of the constraint element.
If each entity has the same type, it may be ambiguous to decide the context’s
constraint according to its entity type only. The problem can be resolved by
comparing the value of the objectified entity with that of the constraint element
in the DIAST subtree.

4.3 uFlow Context Processor

uFlow context processor takes a responsibility of providing context information
with uFlow scenario editor and uFlow engine. uFlow context processor con-
sists of context browser, context wrapper and ontology server. Usually a Con-
text infrastructure treats low-level context information that is raw contextual
information which comes from sensors such as temperature, noise level, and lo-
cation. However, uFlow needs not only low-level context information but also
high-level context information that is combined by two or more low-level con-
text information. Ontology server has functions which reason high-level context
information from some low-level context information, and which reason explicit
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Fig. 5. uFlow engine

context information from implicit context information through our Ontology-
based context model and ontology reasoner.

Context wrapper transforms context information obtained from a sensor net-
work into a form of structural context model adequate to uFlow Engine. Con-
text information structured using the structural context model consists of a
enity(subject), a type of the entity(verb), and a type of the value(object). uFlow
scenario editor is a tool which defines a sequence of services using context in-
formation. uFlow scenario editor requests context browser to browse available
context information provided by ontology server, and context browser delivers
them to uFlow scenario editor.

5 Experiments

In this section, we show a process to decide a state transition condition according
to context information. For testing, we simulated a ubiquitous office in Figure 6
using uFlow framework. The purpose is “implementing a service which prepares
an office work automatically according to a user’s situation.” Context information
is simulated in a virtual office environment based on GUI according to a variation
on the schedule, time, and/or user’s location and preference. These context infor-
mation is structured using the structural context model in Section 3 and transmit-
ted to uFlow engine in order to identify current situation. uFlow engine executes
related services which exist in a form of Web Services according to the user’s sit-
uation. The scenario context tab in Figure 6 shows the progress of uFlow engine
how to select a service according to dynamically incoming context information.
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Fig. 6. The Simulation of a Ubiquitous Office

Fig. 7. A scenario document and a DIAST’s subtree produced by uWDL parser

Figure 7 shows a scenario document designed using the uFlow scenario ed-
itor. If uFlow engine receives context data objectified as (SituationType, pre-
sentation), (UserType, Michael), (UserType, John), and (LocationType, 313), it
compares the contexts’ types and values with the subtree’s elements. In this case,
the context (UserType, Michael) is not suitable for anywhere in the subtree’s
elements, so uFlow engine removes the context. For the experiment, we named a



38 J. Han et al.

Fig. 8. A hit-time for hit-position and the number of OCs

context of a scenario document as UC(uWDL Context) and a context obtained
from a sensor network in ubiquitous computing environments as OC(Objectified
Context). uFlow engine decides a service transition through a comparison be-
tween UCs and OCs. A context described in the scenario document consists of
a limited number of UCs. On the other hand, contexts obtained from a sensor
network can be produced as innumerable OCs according to a user’s situation.
Therefore, uFlow engine should select quickly and correctly an OC coinciding
with a UC from such innumerable OCs.

In Figure 8, we generated a lot of OCs incrementally, and measured how fast
the suggested uFlow engine found the OC of the produced OCs that coincided
with the UCs of the scenario document shown in Figure 7. To get the hit-time,
we placed the OCs coinciding with the UCs in the middle and the end of the
OCs that we produced randomly. We used a Pentium 4 2.0 GHz computer with
512MB memory based on Windows XP OS for the experiment. We increased
the OC’s amounts by 50, 100, 200, 300, 400, and 500 incrementally.

In Figure 8, 1/2 hit-position means the position of the OC coinciding with the
UC is the middle of the randomly produced OCs, and 2/2 hit-position means
the position of the OC is the end of the randomly produced OCs. As shown in
the result, the hit-time is not increased greatly regardless of the OCs’s consider-
able increase. This result shows that the suggested uFlow engine can sufficiently
support context-aware services.

6 Conclusion

In this paper, we proposed a uFlow framework for ubiquitous computing envi-
ronments. The uFlow framework was designed based on uWDL which can easily
describe service flows and the structural context model to express context in-
formation in uWDL. uWDL can specify the context information on transition
constraints of a service workflow in ubiquitous computing environments, and is
designed based on Web services. The uFlow framework consists of uFlow sce-
nario editor, uFlow engine, and uFlow context processor. It is able to integrate,
manage, and execute various heterogeneous services in ubiquitous environments.
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Therefore, uFlow framework provides users with appropriate services accord-
ing to the user’s context information. We developed a scenario described with
uWDL, and we demonstrated that the uFlow framework can provide users with
autonomic services in ubiquitous computing environments. In the near future,
we will expand uWDL schema to express more detailed situations by assigning
semantic information to Web services.
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Abstract. Minimization of the number of cluster heads in a wireless sensor 
network is a very important problem to reduce channel contention and to im-
prove the efficiency of the algorithm when executed at the level of cluster-
heads. This paper proposes a Self Organizing Sensor (SOS) network based on 
an intelligent clustering algorithm which does not require many user defined  
parameters and random selection to form clusters like in Algorithm for Cluster 
Establishment (ACE) [2]. The proposed SOS algorithm is compared with ACE 
and the empirical results clearly illustrate that the SOS algorithm can reduce the 
number of cluster heads. 

1   Introduction and Related Research 

Research in wireless sensor networks has been growing rapidly along with the devel-
opment of low-cost micro devices and wireless communication technologies [1]. 
Some of the research related to scientific, medical, military and commercial usage has 
gone to the background [4].  

Sensor networks are composed of hundreds to myriads of sensor nodes, which ap-
pear to be sprinkled randomly by a car or airplane. Each node has strict limitation in 
the usage of electric power, computation and memory resources. They typically util-
ize intermittent wireless communication. Therefore, sensor networks should be well-
formed to achieve its purposes. Clustering is a fundamental mechanism to design 
scalable sensor network protocols. The purpose of clustering is to divide the network 
by some disjoint clusters. Through clustering, we can reduce routing table sizes, re-
dundancy of exchanged messages, energy consumption and extend a network’s life-
time. By introducing the conventional clustering approach to the sensor networks 
provides a unique challenge due to the fact that cluster-heads, which are communica-
tion centers by default, tend to be heavily utilized and thus drained of their battery 
power rapidly. Algorithm for Cluster Establishment (ACE) [2] clusters the sensor 
network within a constant number of iterations using the node degree as the main 
                                                           
* Corresponding author. 
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parameter. Some of the weaknesses of ACE are: First, ACE randomly selects candi-
date node in each iteration which creates different results each time on the same  
sensor network. Second, spawning threshold function is used in ACE to control the 
formation of new cluster by using two manually adjusted parameters. ACE perform-
ance relies on these parameters which are usually manually adjusted according to the 
size and shape of a sensor network.  

In the literature, besides ACE, there are some related works on forming and man-
aging clusters for sensor networks. For example, LEACH [5] rotates the role of a 
cluster head randomly and periodically over all the nodes to prevent early dying of 
cluster heads. Guru et al. [6] consider energy minimization of the network as a cost 
function to form clusters. Mhatre and Rosenberg [7] take into account not only the 
battery of the nodes but also the manufacturing cost of hardware.  

In this paper, we propose a new clustering algorithm that does not require manually 
adjusted parameters which could also provide identical results in each test on the 
same sensor network to overcome the weakness of ACE. Rest of the paper is organ-
ized as follows. In Section 2, we present the clustering problem followed by Section 3 
wherein the new algorithm is illustrated. Experiment results are presented in Section 4 
and some conclusions are also provided towards the end 

2   The Clustering Problem 

Clustering problem can be defined as following. Assume that nodes are randomly 
dispersed in a field. At the end of clustering process, each node belongs to one cluster 
exactly and be able to communicate with the cluster head directly via a single hop [3]. 
Each cluster consists of a single cluster head and a bunch of followers as illustrated in 
Figure 1. The purpose of the clustering algorithm is to form the smallest number of 
clusters that makes all nodes of network to belong to one cluster. Minimizing the 
number of cluster heads would not only provide an efficient cover of the whole net-
work but also minimizes the cluster overlaps. This reduces the amount of channel 
contention between clusters, and also improves the efficiency of algorithms that exe-
cutes at the level of the cluster-heads. 

�

Fig. 1. Clustering in a sensor network 
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3   Self Organizing Sensor (SOS) Networks by Minimization of 
Cluster Heads Using Intelligent Clustering 

3.1   Global Level of Clustering Algorithm  

This Section presents the proposed clustering algorithm in a global scale, and the 
following section describes the algorithm at a node level. The following steps illus-
trate an overview of the suggested algorithm. 

1. Find the node (No), which has the maximum number of followers, and make 
a cluster with it. 

2. Include clustered nodes into a clustered node set G. 
3. Selects the next head node (Nf), which can communicate with a node in G 

and has the maximum number of followers, and make a cluster with it. 
4. If there exist an unclustered node or nodes then go to step 2  
5. Else terminate the algorithm. 

At first, it makes a cluster with the center node which has the maximum number of 
followers. We assume that there is a coordinator which controls globally in the entire 
network (for easy understanding). So it does not matter to locate the center node dur-
ing step 1. In step 2, it includes the selected cluster head node and its followers to the 
clustered node set G. And in step 3, it selects the node, which can communicate with a 
node in G and has the maximum number of followers, and makes a cluster with it as a 
cluster head and include it and its follower to set G. Figure 2 illustrates step 3. A node 
'a' is ‘No’ node and node 'b' is the node which can communicate with the next head 
node (that is, node 'c'), which has the maximum number of followers. Then it elects 
node 'c' as a next cluster head node and makes a cluster with it. The process is then 
repeated until all the nodes are clustered. 

 

Fig. 2. Clustering example 

3.2   Node Level of Clustering Algorithm 

Node level algorithm is mainly divided into two parts, first part for finding out a node 
which has the most number of followers and makes it as the first cluster head, and the 
second one for the actual clustering process.   
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Table 1. Message and methods 

Message Structure: (command, data, node_id) 
Methods description : 
 broadcast(message) : send a message to everyone which it can communicate with 
 send(message, destination) : send a message to a destination

To implement the algorithm, we introduce ‘message’ which has three parts, (com-
mand, data, node_id) and  two methods which are used frequently, broadcast (mes-
sage), which sends a message to everyone, to which it can communicate with and 
send (message, destination) which sends a message to a destination. The concept of 
message and methods is illustrated in Table 1. 

We also define two concepts: 

Super-node: The node which is selected as a head of first cluster, to decide which 
node will be the new cluster head (for example, node 'a' in Figure 2). 
Linker node: The node which communicate between two cluster heads. This node is 
included in two clusters which it connects (for example, node 'b' in Figure 2). 

Table 2. Algorithm for finding the super-node 

myState Super Head
n number of my neighbors
c myID
while myState is Super Head and c is not 0  
 c c 1 
 if notEmpty msgQueue  
 message find best one msgQueue  
 if message data n  
 myState Unclustered 
 broadcast message  
if myState is Super Head broadcast n  
d n 
t sufficient time myID 
While t is not 0  
 t t 1 
 message wait for a message  
 if message data n  
 myState Unclustered 
 if d message data  
 d message data 

broadcast message
if myState is Super Head broadcast recruit myID  
Purge msgQueue

3.2.1   Discovery of Nodes Which Has the Most Followers 
To find the node which has the maximum number of followers, we suggest a method 
as illustrated in Table 2. In the first stage, state of every node is considered as a super-
head. Each node counts the number of its neighbors and it sets variable c as its unique 
identification number (ID) to execute the algorithm one by one without collisions. 
This unique ID for the individual sensors is decided when the sensors are spread.  
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�

Fig. 3. Illustration for finding the super-node 

For the sensor network illustrated in Figure 3 (the number in each circle is a unique 
ID for each sensor), we present how the proposed algorithm could set up node 4 as a 
super-node. It is important to remember that each node performs its own algorithm 
operation independently to setup the super-nodes. At first, node 1 sends message to its 
neighbors and nodes 5, 4 and 9 will receive the message which node 1 sent. Message 
queue of nodes 5, 4 and 9 are shown in Figure 4 and node 1 will get into the state of 
waiting for a message. After that, node 2 broadcasts its number of neighbors to its 
neighbor node 10, and node 3 to nodes 7, 9 and 10.  Node 2 and 3 will also get into 
the state of waiting for a message as shown in Figure 5.  

 

Fig. 4. Message queue of nodes 5, 4 and 9 after node 1 broadcasts 

 

Fig. 5. State after nodes 2 and 3 broadcast a message 
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Fig. 6. After node 4 broadcasts a message 

By turn, node 4 performs its operation and its message queue is not empty. So, 
node 4 finds the message, which has the biggest data value, in its message queue and 
compares it with its number of neighbors. In this case, node 4's number of neighbors 
is 4 and the biggest one in message queue is 3, so node 4 broadcasts its number of 
neighbors as shown in Figure 6.  Node 1 will now receive the message, which node 4 
sent, and it changes its status as unclustered since arrived 'message.data' is bigger 
than its number of neighbors and broadcast arrived 'message.data' again. The proce-
dure is illustrated in Figure 7.  

 

Fig. 7. After node 1 broadcasts a message which it received 

Node 5 executes its algorithm and the number of its neighbors is 3 and the big-
gest one in message queue is 4, so it changes its status as unclustered and broad-
casts 'message.data', which is 4. Node 6 executes its algorithm and its number of 
followers is smaller than the biggest one in queue, and it changes its status as un-
clustered and broadcasts the biggest 'message.data'.  After doing all of procedures, 
node 4 will remain as super-node and all of rest will be unclustered status. And 
finally, node 4 broadcasts a recruit message to its neighbors to make a cluster with 
node 4 as cluster head.  

3.2.2   Self Organizing Sensor (SOS)Clustering Algorithm 
Table 3 illustrates the pseudo code of the SOS clustering algorithm and it consists of 5 
parts. 
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Table 3. SOS clustering algorithm 

myHead := NONE    // my cluster head 
nextHead := NONE   // for linker node, which has two head  
 

// for unclustered node 
while (myState is Unclustered)  
 message := wait_for_a_message() 
 if (message.command is "survey")  
  uf := calculate_number_of_followers(myID) 
  send(("report",uf,myID),message.node_id) 
 if (message.command is "recruit")  
  myHead := message.node_id 
  myState := Clustered 
 if (message.command is "notify" and message.node_id is myID)  
  myState := Cluster_Head 
  broadcast(("recruit", ,myID)) 
 

// for clustered node 
while (myState is Clustered)  
 message := wait_for_a_message() 
 followers := NONE          // array for follower nodes 
 if (message.command is "survey")  
  followers := update_my_followers(myID) 
  if(followers is not NONE)  
   send(("survey", ,myID),followers) 
   msgQueue := wait_for_followers_reports() 
   nodeBest := find_best_node(msgQueue) 
   message := (message.command,message.data,myID) 
   send(nodeBest,myHeader) 
   purge(msgQueue) 
   else  
   send(("report",NONE,NONE),myHead) 
   terminate() 
 if (message.command is "notify" and message.node_id is myID)  
  myState := Linker 
  nextHead := nodeBest.node_id 
  send(message,nodeBest.node_id) 
  

// for super-head 
while (myState is Super_Head)  
 broadcast(("survey", , )) 
 msgQueue := wait_for_followers_reports() 
 networkBest := fine_best_node(msgQueue) 
 if(networkBest.node_id is NONE) terminate() 
 else broadcast_to_follwers(("notify",,networkBest.node_id))  
 purge(msg_queue) 
 
// for cluster head 
while (myState is a Cluster_Head)  
 message := wait_for_a_message() 
 if (message.command is "survey")  
  broadcast_to_followers("survey", ,myID) 
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  msgQueue : = wait_for_followers_reports() 
  clusterBest := find_best_node(msgQueue) 
  send(clusterBest,message.node_id) 
  if (clusterBest.node_id is NONE) terminate() 
  purge(msgQueue) 
 if(message.command is "notify" and message.node_id is clusterBest.node_id)  
  broadcast_to_followers(message) 
  

// for linker 
while (myState is a Linker)  
 message := wait_for_a_message() 
 if (message.command is "survey")  
  message.node_id = myID 
  send(message, nextHead)  
 if (message.command is "notify") send(message, nextHead) 
 if (message.command is "report")  
  send(message, myHead) 
  if(message.node_id is NONE) teminate() 

The clustering process is illustrated in Figure 8. Every node, whose status is un-
clustered, waits for a message. The super-node (node ‘a’ in Figure 8) broadcasts 'sur-
vey' message to its followers. Every node, which receives 'survey' message from its 
cluster head (include super-node), investigates that how many unclustered nodes exist 
within the area of its communication range. If there are no existing nodes that can 
communicate with, then it reports it to their head and terminates its algorithm. If some  
 

 
(a)     (b) 

 
(c) 

Fig. 8. Illustration of (a) ‘survey’ process (b) ‘report’ process and  (c)  ‘notify’ process 
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nodes exist, it send 'survey' message to every follower and waits for its 'report' mes-
sages as shown in Figure 8. When every follower reports about it, the node selects 
follower's ID, which has the biggest number of neighbors, and save that follower's ID 
and sends a 'report' back to its head recursively. This works in a recursive way and 
every 'report' message arrives in super-node (Figure 8-b). If super-node get all report 
from every follower, then it selects a message contains the follower's id, which has 
the biggest number of neighbors, and broadcasts 'notify' message with that follower's 
ID to its followers. Every clustered nodes, which receive 'notify' message, compares 
'notify.node_id' with saved id and if it is same, then it changes its status as 'linker' and 
set its next-head as saved node id, and sends a 'notify' message to its next-head. If 
cluster-head received a 'notify' message, then it compares ‘notify.node_id’ with stored 
ID and if it is same then it broadcasts otherwise just drop it. If unclustered node re-
ceived 'notify' message then it changes its status as cluster-head and broadcasts a 
'recruit' message to its followers to make a cluster with it. If super-head get every 
'report' message with 'none' then it terminates its algorithm (Figure 8-c).  

Table 4. Test results for 2500 nodes 

Case of 2500 nodes (500*500 rectangle space) 
Number of generated clusters Communication 

distance of a node ACE 
(k1=2.3,k2=0.1) SOS 

Improvement 
((ACE-SOS)/ACE) 

30 308 255 17.21% 
50 126 114 9.52% 
70 68 59 13.24% 

100 38 35 7.89% 
Average   11.97% 

4   Experiment Results 

The proposed SOS algorithm was implemented and compared with the ACE algo-
rithm. We randomly scattered 2500 nodes in a 500*500rectangle space. Table 4 illus-
trates the performance results for 2,500 nodes. For comparison purposes, we set the 
communication range of each node as 30, 50, 70 and 100. In case of ACE, we manu-
ally adjusted k1 and k2 to achieve the best results. As shown in Table 4, the number of 
cluster heads could be reduced by about 11.97% (average) for 2,500 nodes when 
compared to the ACE approach. By using the SOS approach, we can efficiently re-
duce the routing table sizes, redundancy of exchanged messages, energy consumption 
and extends the network’s lifetime.  

5   Conclusions 

In this paper, we presented a new clustering algorithm for minimizing the number of 
cluster heads. The proposed algorithm produces identical results every time for same 
network without using any network dependent parameters. Empirical results clearly 
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show that the SOS algorithm could reduce the number of cluster heads by about 
11.97% for 2,500 nodes when compared to the ACE approach.  

Although our algorithm efficiently formulated the required clusters, there are sev-
eral things to consider such as problems related to fast dying cluster heads and so on. 
We are also planning to incorporate more heuristic techniques to make the clustering 
process more efficient. 
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Abstract. Web services are currently one of the main technologies employed to 
create a systematic and extensible framework for application development. This 
is done by means of allowing the interaction among the applications of an or-
ganization. However, due to the large number of web services that may exist 
nowadays, locating one or several web services to fulfill the functional re-
quirements of a user, an organization or a business entity, is a complex and time 
consuming activity for application developers. It also reduces their productivity. 
One possible solution for this problem is the implementation of a semantic 
component, structured as a library and populated with cases represented by web 
services in such a way that it may extend the functionality of the existing web 
services directories. The semantic component must provide a mechanism for 
classifying and selecting web services based on their functionality and support-
ing the search of WSDL description files of selected web services in a non se-
quential order within the directories. This paper describes a model for searching 
and selecting web services in UDDI directories supported by case based reason-
ing. Advantages and limitations of the model are also described. 

1   Introduction 

According to their functionality, web services are defined by [1] as “software systems 
identified by a URL, whose public interfaces and bindings are defined and described 
using XML”. 

Organizations may encapsulate their business processes and publish them as web 
services, subscribe to others and exchange information with other organizations. The 
model in which some companies participate with themselves in order to realize their 
business processes is getting to an end, because of the growing need to interact with 
other entities. Web services are also becoming the basis for electronic commerce. Or-
ganizations invoke other companies’ services in order to complete their business 
transactions. In this context, how can organizations find or discover other companies 
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to interact with in order to complete their business processes? if this is done by hand, 
no one can get the confidence of knowing all potential partners.     

Same as any other internet resource, it is not possible to find a particular web ser-
vice without the help of some tool that supports the searching activity. Nowadays this 
is done through interfaces provided by different operating nodes of web services reg-
istries, for which potential clients must know some precise data of the web service 
such as: the name of the service, categorization and name of the company. Other 
types of interfaces are similar to internet search engines, they use keywords and the 
result is a large list of web services. Because of this, in the web services discovery 
process, current searching methods are not enough, they lack precision in selecting 
required resources, affecting this way the relevance of the result, part of which is not 
of interest to the clients. Therefore, developers invest a considerable amount of time 
in understanding, discriminating and selecting those web services that are relevant for 
their application. According to this problem, it could be asked if technologies that fa-
cilitate the representation of domain knowledge,  necessary to determine the similarity 
degree among the functionality of the web services useful for satisfying the clients re-
quirements, such as the ones that employ case based reasoning “CBR” could improve 
searching precision and thus obtain smaller sets of relevant web services. 

This paper proposes to employ CBR as a classification and selection mechanism to 
improve the precision in search results when looking for web services.  

The model described in this paper uses structures and algorithms from case based 
reasoning as the underlying web semantic technology. This technology facilitates the 
representation of knowledge necessary to determine the similarity degree among the 
functionality of the web services stored in the library of cases and the requirements of 
the clients. 

2   Case Based Reasoning CBR 

In case based reasoning, the solution of past cases are remembered to solve a new 
problem. A case represents specific knowledge linked to a specific situation. It repre-
sents knowledge to an operational level; it makes explicit how to solve a task or how a 
piece of knowledge was applied in the solution of a problem [2]. In this context, web 
services are cases designed and implemented to solve specific problems. Because of 
their reusability property, they can be useful to solve new cases or particular situations.  

The representation of organizational structures required in CBR and the translation 
of their implementation into the web context, requires the employment of techniques 
or tools that allow expressing the distinct association relationships among the ele-
ments of such structures. At the same time, they must provide the facilities to deter-
mine the similarity degree of the web services stored in a library of cases and the re-
quirements of the new problem. Because of this, the use of the semantic web such as 
ontological languages for the representation of the structures is proposed, since estab-
lishing relationships among the elements allows enriching the structures in such a way 
that the determination of the similarity degree is less complex.   

The CBR paradigm covers a range of different methods to organize and retrieve in-
formation, using indexed knowledge from past cases [3]. However, category schemes 
are those that have been applied mostly for retrieving and classifying components. 
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One of the first case based reasoning systems was developed by Kolodner [4] 
from the University of Yale. The system used a dynamic memory model that works 
basically as a query answer system. Bareiss and Porter [5, 6] proposed an alterna-
tive way for organizing the cases in a library using a network of categories. The 
psychological and philosophical base of this model is that natural concepts in the 
real world must be defined in such a way that they can be extended. In addition 
each category contains characteristics that define what cases may belong to it or 
what cases do not. 

Case based reasoning has delivered satisfactory results in the acquisition and re-
trieval of information. Because of that, some CBR systems have been developed for 
critical domains. An example is the system developed by Plaza [3] for medical diag-
nosis and the system for selection and adjustment of valves for pipes on board [7] de-
veloped for General Dynamics in USA. 

3   Semantic Web and Related Works 

The objective of semantic web is to create a universal mean to interchange informa-
tion by representing the meanings of the web resources in a format legible for ma-
chines. This pretends to widen the interoperability among the information systems 
and to reduce the intervention of human operators in the intelligent processes of in-
formation flows. It is expected that the semantic web helps to widen the capacity of 
the World Wide Web by using standards, markup languages and other tools applica-
ble to their processes [9]. 

Several works on search and selection of web services have been developed; some 
of them employ web semantic techniques showing its applicability in the concrete de-
scription of the web resources. 

Bernardi and Guninger [10] show a small set of test cases that motivate and illus-
trate the necessity for the creation of process models that can be interpreted by a com-
puter and that enables the automatization of the searching and composition of web 
services. They propose that the process models be described as first order ontologies. 

Mandell and MacIlraith [11] present an integrated technology for the customized 
and dynamic localization of web services, in addition to its interoperation through 
semantic conversion. They extend the BPWS4J with a mechanism denominated se-
mantic discovery service “SDS” to provide semantic translation to match the user re-
quirements. 

Bilgin and Singh [12] developed a repository of web services that extends the UDDI 
(Universal Description Discovery and Integration) current search model. This reposi-
tory combines an ontology of attributes with evaluation data. It is based on a language 
for manipulating the searching of web services based on DAML. The DAML language 
provides a wide variety of operations that are necessary for the maintenance of the on-
tology such as the publication of services, costs of services and services selection based 
on their functionality. 

Benatallah [13] proposes a matching algorithm that takes as input the requirements 
to be met by the web services and an ontology of services based on logic descriptions. 
The outputs of the algorithm are the services that best comply with the requirements 
given as input to the algorithm. 
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Wang and Stroulia [14] developed a method for assigning a value of similarity 
on WSDL (Web Services Description Language) documents. The method may be 
used jointly with the API that accesses an UDDI in order to support an automatic 
process to locate web services, distinguishing among the services that can be poten-
tially used and the services that are irrelevant to a given situation. The proposed 
method uses vector-space and WordNet to analyze the semantic of the identifiers of 
the WSDL documents in order to compare the structures of their operations, mes-
sages and types, and in this way to determine the similarity among two WSDL 
documents. 

With the exception of Wang and Stroulia, most revised related works do not show 
experimental results. Therefore, a comparison among these works can not be objec-
tively made. 

4   Proposed Model for Searching and Selecting Web Services in 
UDDI Directories Supported by a Library of Cases 

The model proposed in this paper is a case based reasoning model using category-
exemplar organization, structured in such a way that allows service providers to  
describe their web services based on their functional characteristics. Functional 
characteristics are keywords relative to the domain and the function that the ser-
vices perform. Also, the customer of the web services may search for the services 
based on functional characteristics, instead of on the company name, service or 
category name as UDDI actually does. The characteristics used in the library of 
cases are used either to index a new case or to locate a given web service. The 
model also requires a description of relevant characteristics to be used in the match-
ing and selection process of the web services that cover most of the functional  
requirements given as input. 

4.1   Components of the Model 

The components of the proposed model are an UDDI, WSDL documents and a library 
of cases, which classifies the web services based on their functionalities. The library 
is supported on a module identified as reasoner in figure 1. The reasoner module con-
tains two algorithms; one for locating the cases within the library and the other for 
matching the cases against the requirements of the user. The output is a set of cases 
classified in descendent order according to the level of similarity calculated by the al-
gorithm. The model is shown in figure 1. 

A library contains the knowledge of cases from a specific and well defined domain. 
The library has a structure known as discrimination network [2]. This network has a 
hierarchical organization whose objective is to group cases that are similar. The ser-
vices of a group are the ones considered as the cases that best match the requirements 
input by the customer. 

The algorithms of the reasoner module locate the cases directly on the appropriate 
places within the library, accessing only the cases that can be potentially used to solve 
the situation. 
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Fig. 1. Proposed model overview 

The network is implemented using OWL (Ontology Web Language). The OWL al-
lows representing the association relationships that exist among each of the compo-
nents of the structure and the properties of each category and case. An example of a 
class definition using OWL is shown in the code below. 

Example of the OWL code that implements a category in the structure of a library 

<?xml version="1.0"?> 

<rdf:RDF 

    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-  
ns#" 

    xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 

    xmlns:owl="http://www.w3.org/2002/07/owl#" 

    xmlns="http://www.owl-ontologies.com/unnamed.owl#" 

  xml:base="http://www.owl-ontologies.com/unnamed.owl"> 

  <owl:Ontology rdf:about=""/> 

  <owl:Class rdf:ID="Email"> 

    <Authentic 
rdf:datatype="http://www.w3.org/2001/XMLSchema#int" 

    >2</Authentic> 

    <Validator 
rdf:datatype="http://www.w3.org/2001/XMLSchema#int" 

    >3</Validator> 

    <rdfs:subClassOf rdf:resource="#Servicios"/> 

  </owl:Class> 
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<owl:DatatypeProperty rdf:ID="Verify"> 

    <rdfs:domain rdf:resource="#Email"/> 

    <rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#int"/> 

    <owl:equivalentProperty> 

      <owl:DatatypeProperty rdf:ID="Check"/> 

    </owl:equivalentProperty>   

  </owl:DatatypeProperty> 

4.2   How the Model Works 

The proposed model respects the UDDI actual mechanism. While UDDI works as a 
universal directory, the model described here works as specific directory of a domain. 

Figure 2 shows how the model works when a web service is registered. The first 
step is to provide the information required by the web interface (1) including the 
WSDL document and the functional characteristics of the web service. The connec-
tion module generates a unique identifier (2.1) and stores the information in the  
corresponding UDDI (2.2). When the service is registered in the UDDI, the unique 
identifier is sent to the reasoner module (3), which determines the category where the 
new case represented by the web service may be indexed based on the characteristics 
input in step (1) plus the unique identifier generated in step (2.1). When step 4 is 
completed, the web service registers in a UDDI and the library of cases is updated. 

Figure 3 shows how the model works when a customer wants to search for a  
given service. First the customer must provide the requirements through the web  
 

 

Fig. 2. Sequence to register a Web Service using the proposed CBR supported model 
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Fig. 3. Sequence to find a Web Service using the proposed CBR supported model 

interface (1). The interface then sends the characteristics to the reasoner module (2). 
The reasoner module uses the characteristics of the required service and with the help 
of the searching and matching algorithms selects a set of cases relevant to cover the re-
quirements specified by the customer. The reasoner also sends to the connection mod-
ule the set of identifiers that reference the services as registered in UDDI (3). Then the 
connection module queries the UDDI (4) and shows the results in the web interface (5). 

5   Advantages and Limitations 

The model proposed in this paper seems to have some advantages against other related 
works. First, customers may obtain the service or set of services relevant to the problem 
that wants to be solved. Second, the requirements may be expressed by the customer in 
terms of the functionality of the web service needed, instead of for example the name of 
the service, the name of the organization that provides the service, or the categories 
specified in a UDDI. Third, this model provides a form to describe web services speci-
fying the functionality they implement, and fourth, the model does not modify or elimi-
nates the standards used nowadays for publishing and searching web services. They are 
only extended to offer a description of the functionality of the web services. 

The model has also some limitations, the most important has to do with the fact 
that the library of cases works on well defined domains, the quality of the searching 
and indexing may be affected by the maturity of the domain employed to populate the 
library of cases. A solution to this problem is to encapsulate well defined application 
frameworks as web services. The lack of validation of the functional characteristics 
expressed by the service provider is also a limitation. This could be solved by means 
of matching algorithms such as the one employed by Wang and Stroulia [14], so that 
the veracity of the information given by the provider of the web services is tested. 
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Also by means of natural language comprehension algorithms to obtain the descrip-
tions directly form the WSDL documents. 

6   Conclusions 

The UDDI model was developed to support the interaction among organizations. Al-
though, it has a limited mechanism for publishing and searching web services, it is not 
necessarily a disadvantage since it may be extended with a search engine to return the 
web services that fulfills the user requirements. The extension to the UDDI model is 
the work described in this paper, and corresponds to a mechanism for searching and 
selecting web services based on category-exemplar type of CBR. CBR has shown to 
be useful for retrieving and classifying information of other domains, therefore it may 
be considered as the technique to extend the UDDI model.  

Unfortunately, there is not a fair way to compare different approaches due to the 
lack of standard test cases. However, due to CBR advantages, it is expected that pre-
cision in searching and retrieving relevant web services be improved.   
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Abstract. Recent advances in micro sensors and wireless communications have 
enabled the wireless sensor networks. Also, a number of routing protocols have 
been proposed for the sensor networks. Especially, the directed diffusion is a 
data-centric and application-aware routing algorithm in which all communica-
tion is processed by the attribute-value pairs of the named data. In the directed 
diffusion, an interest message is propagated through all the nodes within the 
network. However, the propagation to all the nodes is inefficient in terms of en-
ergy consumption. To solve this problem, we propose a new data propagation 
method in which the data transmission area is limited according to a threshold 
value for reducing the energy consumption in the network. The fuzzy rule based 
system is exploited to determine the threshold value by considering the energy 
and density of all the deployed nodes. 

1   Introduction 

Recent advances in MEMS (micro-electro-mechanical systems) and low power highly 
integrated digital electronics have enabled the development of low-cost sensor net-
works [1,2]. Wireless sensor networks consist of small nodes with sensing, computa-
tion, and wireless communications capabilities. Sensor nodes are usually scattered in 
a sensor field, which is an area where the sensor nodes are deployed. These sensor 
nodes have the ability to communicate either among each other or directly to an ex-
ternal base-station (BS) [3]. As a result, sensor networks have emerged as an impor-
tant new tool for tracking contamination in hazardous environments, habitat monitor-
ing in the nature preserves, enemy tracking in battlefield environments, etc [4]. In 
order to realize these various applications, it is necessary to solve the energy con-
sumption problem and meet the requirements. Especially, since the sensor nodes are 
generally deployed in hazardous area and run unattended, the batteries used the nodes 
are irreplaceable. Therefore the efficient energy consumption becomes one of the 
most important issues to be concerned with. Generally the sensor network is com-
posed of hundreds or thousands of sensor nodes, and a BS, or BSes. Each sensor node 
can collect environmental information by sensing unit and then it transmits sensed 
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data to neighbor nodes or to a BS [1]. However, inter-sensor communication is nor-
mally within short transmission ranges due to energy and bandwidth limitations. 
Therefore, it is most likely that a route will consist of multiple wireless hops [3]. Be-
low Figure 1 shows the architecture of wireless sensor network. 
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Fig. 1. Architecture of Wireless Sensor Network 

A number of routing algorithms and protocols have been proposed for wireless 
sensor networks in recent years, with the goal of achieving more efficient and reliable 
data dissemination in wireless sensor networks [2,3]. The directed diffusion that is 
one of these routing protocols is a data-centric and data dissemination protocol to 
transmit a data between the BS and sensor nodes. This communication paradigm 
makes requests for collecting data of specific region as it propagates interest messages 
that were generated in the BS [5,6]. In this phase, the directed diffusion uses flooding 
to inject the interest message to all nodes in the sensor field. However, flooding may 
suffer from significant redundancy with many duplicated messages. To reduce the 
energy consumption due to the redundancy the BS can limit the flooding or transmis-
sion area to specific region [3,6-9]. To solve this problem, we propose a new fuzzy 
logic based routing method. The method limit the propagation or flooding area ac-
cording to the result of the fuzzy logic that uses the factors like energy, density, and 
location information as its input. 

The remainder of the paper is organized as follows: Section 2 introduces the di-
rected diffusion as background knowledge. Section 3 briefly describes the routing 
algorithms for energy-efficiency and motivation of this work. Section 4 shows the 
details of the fuzzy logic based propagation limiting method. Section 5 reviews the 
simulation result. Finally, conclusion and future work is discussed in Section 6. 

2   Directed Diffusion Overview 

Generally, sensor network routing protocols can be classified into three types. These 
are flat network routing, hierarchical network routing, and location-based routing. In 
flat network routing, each sensor node typically plays the same role and collects data 
to perform the sensing task. This routing is an efficient way to reduce the amount of 
energy within the specific application, as performing data aggregation and elimination 
of redundant data [1-4]. Especially, the directed diffusion, one of these flat network 
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routing is a data-centric routing algorithm, where the BS sends queries to specific 
regions and waits for data from the nodes in the specific regions [6]. An interest mes-
sage is a query which specifies what a user wants. In order to create a query, an inter-
est message is defined using a list of attribute-value pairs such as object type, interval, 
selected region, and etc. Figure 2 (a) shows the interest message propagation. 
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(c) Data delivery along reinforced path 

Fig. 2. The simplified process of directed diffusion 

After the interest message is propagated throughout the sensor field, gradients are 
setup to draw data satisfying the query towards the requesting node. The gradient speci-
fies an attribute value and a direction of data flow [6,7]. This process continues until the 
gradients are set up from the target regions back to the BS. Here is a Figure 2 (b) which 
shows setup of gradients. When a sensor node in the target region receives the message, 
it activates its sensors and begins to collect events. If the node discovers the event for 
query then the sensed data are returned in the reverse path of the interest message. The 
best paths are reinforced to prevent further flooding. We see from Figure 2 (c) that an 
example of the data delivery along reinforced path [3,4]. 

3   Related Work and Motivation 

This section describes existing routing algorithms which consider energy-efficiency 
with or without localized query propagation. More researches related to energy-
efficiency not introduced in this section can be found in [9-13]. 

The gradient-based routing (GBR) has proposed a slightly changed version of the 
directed diffusion [10]. The key idea is to record the number of hops when the interest 
message is propagated through the entire sensor network. As such, each node can 
discover the minimum number of hops to the BS, called the height of the node. The 
difference between a node’s height and that of its neighbor is considered the gradient 
on that link. A packet is forwarded on a link with the largest gradient. These gradients 
indicate the goodness of the different possible next hops and are used to forward the 
sensed data to the BS [2,3]. This scheme strives to achieve an even distribution of the 
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traffic throughout the whole network, which helps in balancing the load on sensor 
nodes and increases the network lifetime. 

The geographical and energy aware routing (GEAR) [9] uses the geographic in-
formation while propagating the interest message to specific regions since the query 
data often includes geographic attributes. The key idea is to restrict the amount of 
flooding of the interest message in the directed diffusion by restricting the flooding 
area. As a result the GEAR can conserve more energy in the nodes than the directed 
diffusion [3,4]. In this algorithm, all the deployed nodes keep an estimated and 
learned costs to propagate the message through its neighbor nodes according to the 
location information, remaining energy level, that of neighbor nodes. 

GBR upgrades the directed diffusion to setup gradient and reinforce path by hop 
count scheme. However, since this algorithm simply propagates the interest message 
to whole nodes in the network, it causes energy dissipation of nodes. This fact reaches 
a conclusion, since the BS needs not propagate the data throughout the network and it 
receives only a small amount of data from nodes in the target region, the use of flood-
ing is unnecessary [1-3,6,9]. 

4   Propagation Limiting Method (PLM) 

PLM uses the energy and density of sensor nodes to determine transmission area. The 
BS needs a threshold value to limit the transmission area. The threshold value is de-
termined by a fuzzy logic system with the consideration of the energy and density. To 
archive a threshold value, the BS needs to store the information about the energy and 
density approximately. The BS creates a new interest message for queries, and the BS 
also needs two factors for this message creation. The energy and density become 
important factors to determine a threshold value that it limits propagation area of the 
interest message. Another factor is location information. If nodes desire to determine 
data propagation path through neighbor to neighbor, all nodes need to know their 
locations. We assume that the location of nodes may be available directly by commu-
nicating with a satellite using low power GPS and GPS cards [3,6,14]. 

4.1   Factors That Affect the Propagation Region 

The energy is the most important and scares resource that should be considered first 
in sensor networks. Generally, sensor nodes are limited in power and irreplaceable 
since these nodes have limited capacity and are unattended. Therefore, it is impor-
tant to consider the efficient energy dissipation scheme in the sensor networks [1]. 
If an interest message is propagated through the narrow propagation area that is 
comprised of nodes with low energy, then alternative paths to enable recovery of 
transmission failure will be not constructed [15]. So we have to decide the propaga-
tion area based on the energy level and density of the nodes. How this calculation is 
done is shown in the next section. Figure 3 illustrates the difference between the 
propagation area regarding the target region A (about 89% energy level and 92% 
density) and the propagation area regarding the target region B (about 46% energy 
level and 56% density). 
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Fig. 3. Difference of transmission area based on remaining energy and density of networks 

The number of nodes within the propagation area is used to indicate the network 
density [16]. Since communication between sensor nodes is normally done within 
short transmission ranges due to energy and bandwidth limitation, density is an im-
portant factor that is related to data reliability [3]. Therefore, the density is utilized to 
calculate the threshold value for determining propagation area in PLM. The propaga-
tion area of target region C, where the density is lower than the propagation area of 
target region A, is broader than region A. 

4.2   Fuzzy Logic Based Threshold Value 

In PLM, BS can limit propagation area of interest messages by adding a threshold 
value to the messages by fuzzy logic based selector. The selector determines a thresh-
old value using input parameters of the energy and density stored in the BS. A propa-
gation area low energy level covers a wide transmission scope. On the other hand, if 
density of nodes is high, although remaining energy is low, the propagation area is 
constructed on the narrow scope. 
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Fig. 4. Architecture of the fuzzy-based selector 

Figure 4 shows the architecture of the fuzzy-based selector for creating an interest 
message. As shown in the figure the fuzzy selector is located in BS and calculated the 
threshold value that is propagated to the deployed sensor nodes within the interest 
message. 
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Figure 5 illustrates the membership functions of two input parameters, energy and 
density, of the fuzzy logic. The labels in the fuzzy variables are presented as follows. 

• ENERGY = {VERY SMALL, SMALL, HALF, MUCH, VERY MUCH} 
• DENSITY = {VERY LOW, LOW, MEDIUM, HIGH, VERY HIGH} 

The output parameter of the fuzzy logic is THRESHOLD = {VERY SMALL, 
SMALL, MEDIUM, LARGE, VERY LARGE}, which is represented by the member-
ship functions as shown in Figure 5. The rules are created using the fuzzy system 
editor contained in the MATLAB Fuzzy Toolbox. 

 

Fig. 5. Membership functions for input and output variables 

If the ENERGY is SMALL and the DENSITY is VERY HIGH, then the threshold 
can take on a value below or above SMALL.  Some of the rules are shown below. 

R08: IF (ENERGY is SMALL) AND (DENSITY is MEDIUM) 
     THEN (THRESHOLD is LARGE) 

R09: IF (ENERGY is SMALL) AND (DENSITY is HIGH) 
     THEN (THRESHOLD is LARGE) 

R10: IF (ENERGY is SMALL) AND (DENSITY is VERY_HIGH) 
THEN (THRESHOLD is MEDIUM) 

4.3   Interest Message 

When information on a specific region is requested, the BS can strategically select a 
subset of the network to sense the environment at a specific time. The BS determines 
a target region (Source) based on location information of deployed nodes, and it adds 
an optimal path d that is calculated by equation (1) to an interest message with the 
threshold value obtained by the fuzzy logic. 
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• BS’s Location: B(bx, by) 
• Source’s Location: S(sx, sy) 

( ) ( )22
yyxx bsbsd −+−=  (1) 

Figure 6 shows the nodes on straight line that is the optimal path between the BS 
and target region. In this case, the BS propagates interest messages along the nodes on 
straight line for reducing the communication cost in terms of energy. However, if the 
BS propagates the interest messages through the nodes on the straight line, it will not 
guarantee reliable transmissions. 

 

Fig. 6. The optimal path and intermediate node’s real transmission distance between the BS and 
source point in target region 

For this reason, the BS not only uses the nodes on the optimal path but also has to 
send the messages through the nodes near the path. The nodes to be included in the 
path are calculated based on the optimal path d and threshold value t (output of the 
fuzzy-based selector). That is, the BS creates the new threshold value t’ which is a 
criterion value for determining the nodes that should be included within the propaga-
tion area. Equation (2) shows how the new threshold value t’ is calculated. The equa-
tion is formulated considering the desired minimum and maximum values of t’. The t’ 
becomes d and 2d when t is 0 and 1 respectively. 

( )1' +×= tdt  (2) 

Finally, the BS creates an interest message according to a threshold value, location 
information of nodes, and other information as explained in section 2. 

4.4   Node Selection for Inclusion Within the Propagation Area 

The interest messages created within the BS are forwarded toward the neighbor 
nodes. After an intermediate node receives the message and stores it in its interest 
entry, the node calculates distance using location information of the BS, itself, and a 
source point within the target region. 
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• Intermediate node’s Location: N(nx, ny) 
22 )()( yyxx bnbnl −+−=  

22 )()(' yyxx nsnsl −+−=  

'' lld +=  

(3) 

As described in equation (3), the distance value l and l’ are calculated, and then a 
value d’ is created by the sum of the two values. This value represents the real dis-
tance for transmitting an interest message from the BS to source point. The descrip-
tion of the real distance as mentioned above appears in Figure 6. After the intermedi-
ate node calculates d’ as in (3), it compares against t’ and then the node decides 
whether to itself in within the propagation area or not. 

• IF t’  d’ THEN Interior Node 
• IF t’ > d’ THEN Exterior Node 

If the node is an interior node then it continues the propagation toward the target 
point as shown in Figure 7 (a), otherwise the propagation is terminated as shown in 
Figure 7 (b). 

 

Fig. 7. Nodes selection in propagation from BS to target node 

After the nodes in the target region receive an interest message, then these nodes 
acquire requested data through their sensing unit. Thus acquired data is sent to the BS 
within a data message. BS uses the reinforce mechanism to select a high quality path 
for transmission of data message based on GBR [10] and GEAR [11]. The reinforce 
path is determined by the hop count and remaining energy. For the path creation, the 
interest message is required to record the hop count taken from BS. The data message 
is forwarded to a minimum hop neighbor node according to recorded interest message 
in the node. If the hop count of the neighbor node is equal to other nodes, the node 
selects a neighbor node by taking remaining energy into account. Finally, the BS 
receives the data messages and then reports the information to users. 

5   Simulation Result 

In this section, we evaluate the performance of fuzzy logic based propagation limiting 
method through simulations. We deployed sensor nodes in a rectangular area of 
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400×400 m2. We assumed that each node’s initial energy level is 1 J, the transmission 
cost for a message and reception cost for a message is 0.0001 J and 0.00005 J respec-
tively. A node has a transmission range of 40 meters. We used two graphs for evaluat-
ing the PLM versus GBR. 
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Fig. 8. Simulation result of energy consump-
tion as propagation round 
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Fig. 9. Simulation result of energy consump-
tion as network size 

Figure 8 shows a result of the energy consumption against the interest message 
propagation round. As shown in the graph, the energy level of GBR is reduced ap-
proximately by 0.07 J each time the propagation round is increased by 100, whereas 
that of PLM is reduced approximately by only 0.015 J. The simulation results show 
that GBR consumes more energy than the fuzzy logic based PLM. Lifetime of sensor 
network using PLM is increased by about 2.94 times. Figure 9 illustrates simulation 
results regarding the network size in two different methods. Note that the energy in 
PLM maintains higher level independent of the network size. 

6   Conclusion  

In this paper, we present a fuzzy logic based propagation limiting method for energy-
efficient data communication in wireless sensor networks. Our work is motivated by 
the directed diffusion protocol which propagates an interest message throughout the 
entire network to obtain the desired data without considering the efficient energy 
usage. The proposed PLM exploits the fuzzy logic system that uses energy, density, 
and location information as input in limiting the propagation area. The PLM con-
sumes the limited energy more efficiently since only part of the nodes participates in 
the propagation process. Thus the nodes that do not participate in the propagation can 
save their energy, which results in the prolong network lifetime. 

The security issues regarding the PLM are the next research topic. 
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Abstract. Future wireless/mobile system will be served streaming service to 
support various applications. In this environment, users can access all the 
required information whenever and wherever they may be. In this paper, we 
proposed a new scheme that minimizes the network bandwidth consumption 
and the service blocking rate in mobile network. Our proposed scheme consists 
of location estimation and caching strategy. To estimate node’s current location, 
we use hexagonal cellular based plane and cascading dynamic address scheme 
which make mobile equipments, mobile router (MR) and mobile node (MN), 
calculate the distance from sender and estimate the existence possibility of the 
alternative route toward sender. The service blocking can be minimized by 
using caching strategy. In evaluation, we examined our proposed scheme in the 
view of the total network bandwidth consumption and the connecting 
probability as well as the impact of each cache capacity. From simulation 
results, we confirm that the proposed scheme offers substantially better 
performance. 

1   Introduction 

In ubiquitous computing, individual users utilize several electronic platforms through 
which they can access all the required information whenever and wherever they may 
be. This application should be operated in mobile environment formed in wireless 
LAN and even on the human body called personal area networks (PAN). Mobile 
nodes (MNs) can communicate with their intended destinations that can be either in 
fixed or in mobile environment. This communication environment is Internet-based 
Mobile Ad hoc Networks (IMANETS) that consists of the wired Internet and Mobile 
Ad hoc Networks [1]. Under this scheme, MN can be linked directly when it wants to 
connect to Internet through access point (AP) of wireless LAN. When MN is located 
out of AP’s transmission range, the connection to Internet can be done with ad hoc 
protocol. 

This paper presents a new data delivery technique that adopts a spatial caching 
strategy to reduce the network traffic and the service latency, and an dynamic address 
allocation scheme that can simplify the route establishment and maintenance. In this 
paper, we use short distance vector algorithm based on the proactive and the flat 
topology routing protocol in MANET. Delivery tree construction sequence is started 
by a MN which wants to receive multimedia data from a source node or another MN. 
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The transmission sphere of MN can be divided into six regions at most similar to 
hexagonal plane of mobile cellular network. Basic idea of our address allocation 
scheme is to separate node identity and node address. Node address indicates node’s 
current location and is allotted by its parent node with a cascading address scheme. 
Under the proposed scheme, one of MNs is elected as address allocator (AA). We 
assume that AA is access point (AP) in IMANET. The transmission area of AA can 
be divided into six regions at most similar to hexagonal structure of mobile cellular 
network. MNs in each region have same address assigned by AA and one of them 
becomes a root node for each delivery tree. Thus six root nodes can make six different 
delivery trees. The address for MN 2-hops away from AA is assigned by its root node 
and becomes its root node address followed by newly generated region address. 
Therefore, the address for MN n hops away from AA is generated by MN n-1 hops 
away from AA on delivery route tree. MNs in the same region are classified by node 
identifications as IP address, MAC address, etc. With proposed address scheme, as 
the address of destination node indicates the entire multi-hop path from a source to 
destination, each MN maintains only routing information for MNs 1-hop away from 
itself to keep up-to-date route. 

To support seamless streaming service, we adopt caching system into MN. All 
nodes on delivery tree cache and forward the streaming data. If a request node can 
connect to the previously constructed delivery tree, the request item can be served 
with the data cached in MNs along the delivery tree. We assume that multimedia 
content consists of equal-sized segments and MN caches the same content by a 
segment. The data cached in MN n-hops away from a source is n’th segment of the 
content. If MN moves along the path delivering the same content, as it caches a series 
of segments, low service latency and blocking rate can be achieved. A cache 
replacement policy is based on a popularity and distance of cached item to improve 
the accessibility as multimedia data is time-sensitive. 

The remainder of the paper is organized as follows: The next section we 
summarize previous work. Section 3 describes a dynamic address allocation scheme 
and a mobility modeling with random-walk in hexagonal cellular architecture plane. 
Proposed real-time streaming service using caching technology is introduced in 
section 4. In section 5, we present the simulations and analysis of the results. Finally, 
we give out conclusion in section 6. 

2   Previous Work 

MANET operates in distributed manner as there is no control node such as AP and 
BN. If MN wants to communicate with another one, it should find the proper path 
between itself and that one. The routing protocols of MANET are split into two 
categories based on the routing information update mechanism; proactive and reactive 
routing protocols. In proactive [2], [3] called table-driven routing protocol, every 
node maintains the  entire network topology in the form of routing tables by 
exchanging routing information periodically and this information is flooded over the 
whole network. Though this method can achieve up-to-date route information, it 
consumes much more network bandwidth by generating unnecessary traffics. 
Reactive [4], [5] is called on-demand routing as it executes path finding procedure 
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only when MN wants to communicate with another one. So in reactive routing, every 
node does not need to maintain the whole network topology while proactive routing 
protocols do. This method can reduce the network traffic, not to flood routing 
information periodically, and thus increase network throughput. But since it should 
set up the route before sending a request data, service will be delayed until the route 
setup sequence will be completed. MANET can use of either a flat topology or a 
hierarchical topology for routing. In flat topology, address for MN is globally unique 
and routing information for updating and maintaining network topology is flooded 
over whole network. Hierarchical mechanism makes an entire flat topology a 
logically hierarchical structure called zone limited within a particular geographical 
region.  

Dynamic address allocation can simplify routing procedure. Thoppian et al. [6] 
propose dynamic address assignment that allots a unique IP address to a new node 
joining in MANET. In this scheme, each MN has some IP address block. When a new 
node (requester) join a MANET, one of the existing MANET nodes (allocator) within 
communication range of the requester allots the second half of the addresses from its 
free_ip set to the requester. Though this method guarantees unique IP address 
assignment under a variety of network conditions, it cannot reduce routing overhead 
as each node has the same length of address, i.e. 4 bytes in IPv4. Eriksson et al. [7] 
propose a variable length of dynamic addressing scheme based on a hierarchical 
binary tree structure of proactive distance vector routing. This scheme separates node 
identity from node address that indicates the node’s current location in the network. If 
there are n nodes, address length is log2n and average routing table sizes are less than 
2log2n. Node lookup information is distributed in the network as node lookup to find 
the current address of a node is done by hash function. As address length is 
proportional to the number of nodes in the network, it produces routing overhead in a 
dense network and data will be taken along a longer path instead of the shortest route. 
Chen and Nahrstedt [8] propose address compression scheme to reduce routing 
overhead with overlay multicast in MANET. This method also separates node 
identifier from node address called index. A node’s index is determined by the 
application server when it joins the multicast group. Node lookup is done by the 
application server and then this information is recorded in each node’s address lookup 
table. As this scheme assigns unique index to each node, it is not a proper scheme in 
dense network. 

Cao et al. [9] introduce a cooperative caching scheme in which multiple nodes 
share and coordinate cached data. Router node caches the data when it finds that the 
data is frequently accessed except all requests for the data are from the same node. A 
node caches the path to the caching node only when it satisfies the closeness 
condition that is defined as a function of distance to the data source, route stability, its 
distance to caching node, and the data update rate. This can reduce network traffic 
and even provide service if node can not connect to the server in the meantime. But 
nodes storing popular items are faced with heavier traffic than others. Lim et al. [10] 
propose an aggregate caching mechanism that same data items are cached at least  
hops apart, where  is a system parameter. To increase accessibility, they try to cache 
as many data items as possible as it is meaningless to reduce access latency when a 
set of nodes is isolated from other nodes or AP. In this scheme, when a number of 
data item will be requested, accessibility will be decreased due to the limited size of 
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cache. Also there is unbalanced load among caching nodes storing the same data 
items as the amount of data cached among them is different. 

3   Address Allocation 

In MANET the route can be frequently changed due to the node’s movement. 
Hexagonal plane makes the analysis of mobility and connectivity of mobile nodes 
easy. To evaluate the mobility of MN, there are some proposals [11], [12], [13] over a 
hexagonal cellular networks structure. In these papers, each cell has same size and is 
managed under a fixed control node. Each ring ri, where i  1, is composed of 6i cells. 
The ring r0 is called the center cell or central ring comprising a single cell. The ring ri-

1 is surrounded by ring ri, where i is the distance calculated by means of the number 
of cells from the center cell r0. Therefore the number of cells up to ring rR in 

hexagonal cells is
=

+R

i
i

1
16 . MN can remain within its current cell or move to 

another adjacent cell, i.e. neighboring cells if there are no cells between two cells 
mentioned above. If p is the transition probability of MN, the remaining probability is 
1 – p. In hexagonal cellular model, there are 6 neighboring cells at each one and MNs 
have equal probability that they move to one of the adjacent cells and their probability 
is equal to 1/6. But the transition probabilities to cell i – 1, i or i + 1 are changed to 
p/6, p/3 and p/2, respectively. 

To make user mobility model, we use random-walk mobility model. This model is 
suitable when MNs move within a geographically limited area with frequently change 
in their moving directions. To evaluate the mobility of MN, we use Markov chain 
model shown in Fig. 1(a). The transition probability i, i+1 represents the probability 
that MN moves from cell i to cell i + 1, i.e. moves away from the center cell. i, i-1 
represents the probability that MN moves from cell i to cell i - 1, i.e. moves toward 
center cell. i, i represents the probability that MN remains its current ring. If MN 
locates in the ring ri, the probabilities that a movement will result in an increase or 
decrease in the distance from the center cell or remain at its current ring, denoted by 
p+(i), p-(i) and p0(i), respectively, are 
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But, since MN can move to only outer side of its location when it locates in the 
center ring r0, the total transition probability p is equal to p+(0), i.e. 0,1, and the 
remain probability 1-p becomes 1- p+(0), i.e. 0,0. It is hard to identify MN’s current 
location as there is no coordinator node or infrastructure to verify location such as 
GPS in MANET. Fig. 1(b) shows the communication links among MNs <a, b, c, d, e, 
f> with short distance vector routing protocol. Let MN a be the source node and MN 
<b, d, e, f> be the requesters. MN <b, c> become the child nodes of MN a, and MN 
<d, e, f> become the child nodes of MN c. MN c becomes switch node to forward the 
data requested by MN <d, e, f>. MN <d, e, f> have the sibling relationship since they 
have same distance from MN a as a source node. Fig. 1(c) shows the link-based 
current location when communication links are mapped into hexagonal cellular plane. 
Let N(n) be link table consisted of the adjacent nodes called neighbors that can 
directly communicate with MN n. From Fig. 1(c), N(a), N(b), N(c), N(d), N(e) and 
N(f) are <b, c>, <a >, <a, d, e, f>, <c, e>, <c, d, f>  and <c, e>, respectively. Each 
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node periodically broadcasts link table which is consisted of the adjacent nodes only. 
When node receives link tables of neighbors, it can estimate the current locations of 
the adjacent nodes. For example, MN c knows the existence of MN d, e and f. From 
received link tables from MN d, e and f, MN c can perceive that MN d and f do not 
know the existence of each other but MN e knows the existence of MN d and f. Thus 
MN d and f locate out of each transmission range and MN e locates at between them. 

 

 

  
(a) Markov chain model (b) 

Communication 
links 

(c) Mapping into 
hexagonal plane 

Fig. 1. Location estimation plane based on hexagonal cellular architecture 

We assume that AP or a source MN is located in cell r0, and it splits its 
transmission region into equal-sized 6 hexagonal cells, and transmits the data to each 
cell independently and identically. Delivery tree can be constructed only when two 
connecting MNs are located in different and adjacent cells. If more than two MNs are 
located in same cell, basically they cannot connect each others except they cannot 
reach their parent MN in which locates a different cell. Let H(n) be the number of 
hops away from center cell based on short distance vector routing algorithm. H(n) of 
MNs in cell <a>, <0, 1, 3, 4, b, c> and <2, 5, 6, 7, d, e, f> are 0, 1 and 2, respectively, 
where H(n) = 0 means itself. In hexagonal plane, MN can move only 6-directions 
from its current location. Let Pr(c) and Pe(c) be the remaining probability of MN in 
cell c and the existence probability of the route from BN to cell c, respectively. Pr(c) 
can be calculated as the function of the probabilities that MNs in cell c will remain 
and the MNs in 6 adjacent cells of cell c will move to cell c. Let p(x, y) be the 
transition probability that MN y in a neighboring cells of cell x moves to cell x. 
Therefore, Pr(c) and Pe(c) in cell c which is h hop away from BN, are calculated using 
the following equations: 
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where n and a are the number of MNs and neighboring cells in each cell, respectively. 
After finishing route construction scheme described in next section, MNs may be 
connected with MNs in 2 adjacent cells at most. The route will be broken if there are 
no MNs in cell c due to the MNs’ movement. But the route can remain connecting if 
there is a detour via adjacent cells along the data path. Let Pd(c) be the existence 
probability of the detour alternating with cell c. Ph(c) in Eq. (2) can be modified as the 
following equation: 
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4   Spatial Cache Scheme 

In this paper, nodes can communicate with each others with tree-based short distance 
vector routing protocol. This model transmits data by forwarding to one of its 
neighbors which is closer to the destination node and node’s transmission range is 
fixed as R. These data therefore propagate from source to the destination by hop from 
one node to another until they arrive at the destination node. We assume that all nodes 
can communicate to any other nodes in the network. For this, we make a simulation 
model satisfying the condition mentioned in [14]. To estimate connectivity, we use 
following assumptions: 1) Nodes in the networks are placed in a disc of unit area. 2) 
The location of each node can be modeled as Poisson random process. 3) Each node 
can communicate with transmission range R at a power level so as to cover a unit area 
as a rectangular planer of which both height and width are D. 

We proposed a dynamic address allocation scheme to estimate MN’s current 
location described in previous section. The proposed scheme separates node identity 
and node address. Node address indicates the overall route from AP to node and 
represents a cell in which node locates. From Fig. 1(c), as one cell may have nodes 
more than one, it is needed the mechanism to identify among them. For this, we use 
IP address as node identifier. Since MNs in ring r1 locate at one of 6 cells, 3 bits 
address is sufficient to identify them. A cell in ring r1 may have 6 cells that are 
consisted of 1 parent cell, 2 sibling cells and 3 child cells according to their locations 
on the delivery tree. Therefore, the other cells locating at ri, where i 0, can have 3 
child cells at most and they can be identified with 2 bits. In Fig. 1(c), source node 
locates at cell a. Node b and node c are located at ring r1 and their addresses become 
001 and 010 as they can not directly communicate with each other. Node c has 3 child 
nodes <d, e, f> that locate at cells named the same notations. To identify child nodes, 
node c allots the address 01, 10 and 11 to them in order. As a result the address 
lengths of nodes <d, e, f> become 010-01, 010-10 and 010-11, respectively. The 
address of a MN at i hops away from AP can be represented by a cascade addressing 
algorithm which makes new address with a received address, indicating the address 
till i-1 hop, followed by its current location address.  

To support streaming the data, the time to keep up-to-date route information can be 
minimized but it is hard to implement. So we adopt cache system into mobile nodes to 
reduce the impact of delay to change the route and the amount of consumed network 
bandwidth to deliver multimedia contents [14]. Let MNi be the MN at i hops away 
from AP. Each MN can store the identical item by Sc = ItRCBR bits, where RCBR and It 
are constant bit rate (CBR) for streaming the data and the predefined time interval, 
respectively. AP can service the multimedia content of which size is nIt, i.e. 
multimedia content consists of n blocks and each block has the same size It. Node 
caches only i’th block if it is at a cell i hops away from AP. During the time interval It 
the total amount of consumed network bandwidth for delivering the data to MNi is i·Sc 
and the total amount of cached data among MNs is Sc. Assume that MNi started 
caching the incoming data at tscache and finished at tfcache. When t > tfcache, MNj requests 
the same item cached in MNi to AP. If request packet (REQ) from MNj, j < i, travels 
via MNi to AP, the route for MNj can be simply constructed by attaching to 
preexisting route as child node of MNi. 
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If j > i, REQ of MNj travels via MNs <MNj-1, …, MNi+1, MNi, MNi-1, …, MN1, 
AP>. When MNi receives this REQ, first it verifies whether REQ is a request for the 
cached data at its own cache or not. If requests for cached data, MNi sets its forward 
cache data bit (fwC) to one. And MNi adds its hop count i to the received REQ to 
indicate how much data have been cached among MNs over a delivery route, and then 
broadcasts REQ to the adjacent MNs. This modified REQ is delivered to MNi-1 as 
MNi has already known the route to AP. MNi-1 verifies it, sets its fwC, add its hop 
count i-1, and broadcasts it. This procedure is repeatedly done by MN-by-MN till 
reaching AP. When AP receives this REQ, it sends back an acknowledgement packet 
(ACK) to MNj if it is valid request. Since there are i cached blocks, iIt, among MNs 
over delivery route, AP does not send first iI(t) blocks and will send the rest parts of 
the data (n-i)It  after iIt  time.  

The ACK traverses the reverse route of REQ. When MN1 receives ACK from AP, 
it sends ACK to MN2 and starts streaming the request data which has already been 
stored in its own cache at time ts. The duration of sending cached data is It and the 
amount of delivered data is [0, It], to denote the data block from time 0 to time It. 
Both AP and MN2 can calculate the starting time of sending the request data by 
perceiving the radio signals from MN1, and synchronize their timer with MN1’s timer. 
At time ts + It, MN2 starts sending 2’nd It block as long as [It, 2It] for It. This 
procedure is repeated by MN-by-MN until MNi finishes sending the cached data. 
After time ts + iIt, since the rest parts of multimedia content [iIt, nIt] have not been 
cached among MNs over delivery route, AP starts sending these blocks. So the total 
amount of consumed network bandwidth, Bt, to send data as long as nIt can be 
calculated as the sum of Bc, Bf and Br, where Bc, Bf and Br are the total amount of 
consumed network bandwidth for sending cached data among MNs, for forwarding 
the cached data among MNs behind MNi, and for delivering the rest parts of data (n-
i)It, respectively. Bt can be calculated as follows. 
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Let Bnc be the amount of delivered data when not using caching. From the result of 
Eq. (4), the amount of reduced bandwidth for sending a request data compared with 
the case not using cache is 
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The REQ of MNj at j  i travels along the path <MNj-1, …, MN1, AP>. In different 
from the case j > i, j will be connected with a MN at j – 1. The request MNj can be 
located with another forwarding MNj in the same cell j at the same time. When MNj-1 
receives REQ of MNj, it sends REQ not only to MNj-2 but also to forwarding MNj to 
delivery the data cached among MNs from MNj to MNi. If MNj-1 receives ACK 
generated from AP, it sends reply packet (REP) to one of its child MNs that have sent 
ACK to confirm the procedure for sending cached data if their hop counts are j  i. 
From Eq. (4), the total amount of consumed network bandwidth can be achieved as 
follow; 
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The amount of transmission for sending cached data among MNs is much less than 
that of AP does. From Eq. (7), j should be less than (i+1)/2 because the amount of 
transmission data from MNy at y > j is much larger than the amount of transmission 
data from MNx locating x < j if MNj locates at a cell closer to AP. 
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The cached data should be deleted due to the cache capacity. For this, we use cache 
replacement policy based on a popularity and distance of the cached data. If a node 
moves along the path from cell i to cell i+n, it has cached the data [iIt, (i+n)It]. The 
popularity is measured by the access frequency of the cached data. When more than 
one cached data have the same distance, a victim is selected with their popularity. 
From the cut off zipf’s like distribution [15], as the request frequencies of unpopular 
items are almost same, the distance is used to remove these items. The distance is 
measured by the number of hops away from the current location. Thus a cached data 
with the highest distance is selected as a victim. 

5   Simulation and Analysis 

In this section, we show simulation results to demonstrate the benefit of proposed 
mobile ad hoc network with the caching and the location estimation mechanism to 
support robust streaming service, and analyzes on the results of performance using it. 
Let the size of cache at each MN be equal to 3It and It be 1 minute long. AP serves the 
multimedia contents of which sizes are 30 minutes long. We assume that simulation 
network is created within a 2000m x 2000m space with 400 MNs that are 
homogeneous and energy-constrained. The transmission range of nodes is selected 
from uniform distribution from 100m to 200m but we set this 150m default. Basically, 
the proportion of MNs to communicate with BN is 10% and the transition probability 
of MNs p is 0.3 and the service request rate  follows Poisson distribution.  

Fig. 2(a) shows the comparison between conventional scheme and proposed scheme 
in the view of the total network bandwidth consumption in entire network. The X-axis 
shows the time after simulation starts while the Y-axis shows the total network 
bandwidth consumption in entire MANET in the unit of bitrate as 128 kbps. Form the  
 

  
(a) Network bandwidth consumption (b) Connecting probabilities as the function of 

the various transition probability p 

Fig. 2. Simulation results 
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result, proposed scheme saves the total network bandwidth consumption compared to 
the conventional scheme all the time. Fig. 2(b) shows the variation in the connecting 
probability as the function of the various transition probability p ranged from 0.1 to 0.3 
under the proposed scheme. The X-axis shows the number of MNs while the Y-axis 
shows the connecting probability in entire MNs. This result is derived from calculating 
the number of blocking route after all routes for ReqMNs are successfully established. 
The result shows that the higher connecting probability can be achieve as the transition 
probability is lower. Also, if the number of MNs increases, the connecting probability 
also increases as the residence probability of MNs in each cell increases. Therefore the 
connecting probability is inversely proportional to the transition probability. 

Fig. 3 shows the variation in the network bandwidth consumption where the 
number of MNs is 200 and 400, in conventional scheme and proposed scheme. The 
X-axis shows the time after simulation starts while the Y-axis shows the connecting 
probability. The connecting probability means the probability that the ReqMN is 
continuously served even if the route to AP is broken due to the movement of MNs 
over delivery tree. From the result, proposed scheme reduces the duration of service 
blocking compared to the conventional scheme all the time, where cumulative 
average indicates the mean connecting probability from time 0 to time t. If MN 
locates at a cell c which is more than 10 hops away from AP, the amount of cached 
data among MNs over its delivery tree is 30 minutes long. Thus AP does not need to 
send the requested data because the length of content is 30 minutes long. If the pass is 
broken at hop 1, i.e. pass broken between AP and parent MN at 1 hop away from AP, 
since ReqMN can receive the request data from its parents which cached data [0, 
10It], a pass break does not influence the ReqMN. As this reason, the proposed 
scheme can achieve better connecting probability than conventional scheme. 

  
(a) MNs = 200 (b) MNs = 400 

Fig. 3. Connecting probability according to the number of mobile nodes in the network 

6   Conclusion 

In this paper, we proposed a content delivery scheme to achieve the robust streaming of 
multimedia contents, consisting of region-based dynamic address allocation scheme and 
caching strategy. The former makes MNs estimate their current locations determined by 
a hop-count and a relationship among adjacent nodes in hexagonal cellular architecture, 
without any infrastructure to support location information. MN can split their outer 
areas into multiple cells and establish alternative route by selecting another MN locating 
at inner cell when the route is broken. Proposed address scheme make MN calculate the 
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distance to AP and estimate the existence possibility of the alternative route toward AP. 
The latter can reduce the network traffic and the service blocking rate due to the pass 
breaks. Spatial caching scheme does not try to cache the entire data on an identical item 
but try to cache only one data block of item according to node’s current location on 
delivery route. Thus it can reduce the load of caching nodes and the heavier traffic near 
caching nodes. In evaluation, we examined our proposed scheme in the view of the total 
network bandwidth consumption and the connecting probability as well as the impact of 
each cache capacity. The simulation results indicate that the cache size is the critical 
performance factor in order to minimize the network bandwidth consumption. In our 
future works, we will consider more different mobility models and location estimation 
schemes. Also, distributed caching mechanism and multicast delivery which can support 
real-time service are currently underway. 
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Abstract. Usage analysis of a Web Information System is a valuable
help to predict user needs, to assess system’s impact and to guide to
its improvement. This is usually done analysing clickstreams, a low-level
approach, with huge amounts of data that calls for data warehouse tech-
niques. This paper presents a dimensional model to monitor user behav-
iour in Higher Education Web Information Systems and an architecture
for the extraction, transformation and load process. These have been
applied in the development of a data warehouse to monitor the use of
SIGARRA, the University of Porto’s Higher Education Web Information
System. The efficiency and effectiveness of this monitorization method
were confirmed by the knowledge extracted from a 3 month period analy-
sis. A brief description of the main results and recommendations are also
described.

1 Introduction

The Web is growing in the number of users [12], usage rate [12] and complexity
of its sites [5]. The use of this medium as an access interface to organizational
Information Systems (IS) and their applications is also frequent. As the expe-
rience and expectation of users increases, the need to know and meet user de-
mands becomes more pertinent. Monitoring users’ behaviour helps to know their
needs and allows system adaptation based on their previous behaviours [15]. Be-
sides system adaptation, it also: supports the evaluation of the system against
its initial specifications and goals, enables the development of personalization
strategies [1, 4, 6], helps increase system’s performance [6, 7], supports market-
ing decisions [3], helps detect business opportunities that otherwise could remain
unnoticed [10] and may contribute to increase the system’s security [4, 14].

Monitoring the use of Web Information Systems (WIS) involves analysing
clickstreams, a data source that aggregates information about all user actions
in a website. Log file analyzers, applications that extract data directly from
log files and generate several kinds of statistics, are one of the most adopted
solutions to monitor WIS usage [11]. However, with this technique it’s hard,
if not impossible, to obtain the level of analysis that other techniques allow.
Log file analyzers lack the ability to integrate and correlate information from
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different sources. They can’t, for example, correlate the number of accesses from
a student to the web site with the program he is enrolled into. An alternative
with more analytic potential, suitable to process large quantities of data (as
happens with clickstream data), involves using a data webhouse, this is, a data
warehouse that stores clickstreams and other contextual in order to understand
user behaviour [8].

In Section 2 a dimensional model suitable to monitor Higher Education Web
Information System (HEWIS) is presented. This has been the model used in
the data webhouse to monitor the usage of the University of Porto’s (UPorto)
HEWIS. The architecture and a description of the processes involved in the ex-
traction, transformation and load (ETL) are presented in Section 3.1. In the
following section, some of the main results and in Section 3.3 some recommen-
dations are presented. Conclusions and lines of future work are presented in the
last section.

2 Dimensional Model

Considering the HEWIS scenario, a dimensional model to monitor this specific
type of WIS usage has been defined. This process has begun with context analy-
sis, followed by the establishment of the granularity, the definition of the relevant
dimensions and facts identification.

2.1 Granularity

Not forgetting that dimensional models should be developed with the most
atomic information [9], when the business process is associated with very large
quantities of information, it is crucial to choose a granularity that is meaningful
to the user and that, simultaneously, adds value to the organization’s knowl-
edge. Since the main goal of the present data warehouse is the analysis of user
behaviour it has been decided to implement a granularity of web pages (see
Figure 1) and web sessions (see Figure 2). The web page grain will allow answer-
ing questions related to user actions inside sessions, which is not possible with
just a session fact table. The web session grain allows greater performance on
questions related to WIS sessions.

2.2 Dimensions

The model has 12 dimensions that will be described next. The Academic Date,
User, Page, Session Type and Institution dimensions are specific to the higher
education context.

Access Date. The Access Date dimension stores information about the day of
the civil calendar day in which the request was made. It only has one hierarchy
with four levels: Year, Quarter, Month and Day.
Time of Day. To avoid the size of a dimension that saves the time of day
for each day of the civil calendar, it has been decided to split time into a new
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Fig. 1. Web Page Fact Table Fig. 2. Web Session Fact Table

dimension. This dimension has one hierarchy with three levels: Hour, Minute
and Second. It has a record for each second of a day.
Academic Date. An academic calendar is usually associated with different
structures that differ on the number of modules (semesters, four month periods
and trimesters). Each of these structures is a different hierarchy, each with five
levels: Year, Module (6, 4 or 3 months), Period (classes or examination period),
Week (variable length, defined internally by each institution) and Day. It still
has another hierarchy related to academic sessions, which are specific periods,
of variable length, in an academic calendar. For example, the University Day
(UPorto’s anniversary day) is a one day academic session. All vacations are
academic sessions. This hierarchy has three levels: Year, Session and Day. The
Session level has information about the start and end date of the session, the
session type (with classes, without classes, vacancies) and the number of days in
the session.
User. This is a crucial dimension to the segmentation of users and to behaviour
analysis. Accesses can be made by human users (identified or anonymous) or web
crawlers. Identified users are students or workers (faculty or staff). Anonymous
users are those who access the HEWIS without signing in. Comparatively, with
WIS that gather information from online registration forms, HEWIS have the
advantage of having more trustworthy information about identified users, as
they usually obtain user’s information in the student’s school registration or
in workers’ act of contract. This dimension saves information about the user’s
academic degree, age group, gender, civil status, activity status, birthplace, role
and department/service.
User Machine. The User Machine dimension gathers information about the
physical geography (country) and web geography (top level domain, domain) of
the machine that generates the web request. It also has information about the
machine’s location regarding the institution and the university and the access
nature (for example: structured network, wireless network).
Agent. This dimension keeps information about the agent that has made the
request, either a browser used by humans or a crawler.
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Page. This dimension is an obvious one in WIS monitorization context. Al-
though it has been modelled having SIGARRA in mind, it can be easily adapted
to other types of HEWIS. It has one hierarchy with four levels: Application, Mod-
ule, Procedure and Page. An application is an autonomous software artefact with
one or more modules. Modules are logical units of the main functionalities and
can be seen as a set of related procedures. A procedure generates pages and
is the conceptual unit of interaction with the user. The same procedure gen-
erates different pages if the received arguments are distinct. For instance, the
official pages of department A and department B are both generated by the same
procedure.
Referrer. This dimension describes the page that has preceded the current ac-
cess. This information is gathered from log files and is related to the domain of
the referrer and the referrer itself: port, procedure (if it belongs to the HEWIS),
query (everything that follows the ’?’ in an URL), the identification and descrip-
tion of the search engine (if this is the case) and the complete URL.
HTTP Status Code. This dimension has the category of the HTTP Status
Code (Informational, Success, Redirection, Client Error, Server Error) and the
description of the HTTP status code returned in the request.
Session Type. Here, web sessions are aggregated into predefined types of ses-
sions. It has one hierarchy with several levels: session context (for example:
enrolment in a course), local context (for example: consulting information of a
course) and the final state of the session (if its main goal has been achieved).
Event Type. This dimension has just one hierarchy with one level and it de-
scribes what happened in a page at a specific time (for example: open a page,
refresh a page, click a hyperlink, enter data in a form).
Institution. Information about academic institution associated with the web
request is stored in this dimension.

2.3 Fact Tables

Each line in the Page Fact Table (see Figure 1) corresponds to a page served
by the HEWIS. The session id degenerate dimension is used to group pages
in sessions. The double connection to the User dimension is explained by a
SIGARRA’s functionality that allows a user to act on behalf of another user
(for example, course grades may be inserted by the faculty’s secretary). The
fact table has 6 measures: page time to serve (number of seconds taken by the
web server to process all requests related to this page), page dwell (number of
seconds the complete page is visible in user’s browser), page hits loaded (number
of resources loaded for the presentation of the page), page bytes transferred (sum
of the bytes loaded in all the resources related to this page) and page sequence
number (the sequence number of this page in the overall session).

A line in the Session Fact Table (see Figure 2) records the occurrence of a
session in the HEWIS. A session is a set of page accesses, in a single browser
session, by the same user, requested in intervals with less than 30 minutes.
The double connection to the Page dimension allows the identification of the
entry and exit pages of a session. The time related dimensions are associated to
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session’s first request. The referrer dimension records the session’s first referrer.
This fact table measures are: session span (number of seconds between the first
request and the complete load of the last request), session time to serve (number
of seconds taken to serve all the requests in the session), session dwell (number
of seconds of visibility of all the pages in the session), session pages loaded
(number of pages in the session), session procedures loaded (number of distinct
procedures in the session), session pages to authentication (number of pages until
authentication; if there isn’t any, this measure equals session pages loaded) and
session bytes transferred (number of bytes transferred in this session).

3 SIGARRA Case Study

Although SIGARRA is defined at the institution level and is supported by several
database and web servers, similarities between the HEWIS’s structure in the
several institutions and the nature of a data warehouse suggest the adoption of
a centralized architecture at the university level for the data webhouse.

A prototype of a data webhouse has been built to monitor SIGARRA’s us-
age in UPorto’s Engineering Faculty, the institution where it is most used. As
SIGARRA uses Oracle as its database management system (DBMS), this was
also the underlying DBMS used in the staging area and in the data webhouse.
They both co-exist in a single machine, independent of SIGARRA’s machines.

A three month period of clickstream data has been loaded into a data web-
house with the dimensional model described before. As expected, after the web-
house load, the fact tables are the largest tables (Page fact table has 8 607 961
records and Session fact table has 984 848 records), followed by the Page (497
865 records), Referrer (461 832 records) and User Machine (202 898 records)
dimensions. While log files from a 3 months period needed almost sixteen giga-
bytes of space (15,68 GB), the data webhouse with usage data from the same
period needs almost three gigabytes (2,57 GB), a meaningful reduction of 83,6%.

3.1 Extraction, Transformation and Loading

The ETL involves getting the data from where it is created and putting it into
the data warehouse, where it will be used. The architecture defined for the ETL
process has three types of data sources: clickstreams, SIGARRA’s database and
other sources. The first come from web servers logs. SIGARRA’s database is
essential to gather information about the institutions, their internal organiza-
tion (departments, sections, etc.), academic data (academic calendar, academic
events, evaluation periods), HEWIS application structure, users and other kind
of data (countries, councils, parishes, postal codes, etc.). The last data source in-
cludes data such as IP ranges of each type of access (wireless, structured network,
etc.), data relating IP addresses with geographical areas, domain names, HTTP
status codes, and information on search engines, browsers, crawlers, platforms
and operating systems.

The extraction phases are the first to occur. At this phase, all data is extracted
from its source and is transferred to the staging area with a simple file transfer.
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Then, web servers’ logs must be joined, parsed and transferred to the staging
area. Parsing is done by a Perl script that has a web log file as input and generates
a tab-delimited file with several fields and includes host IP address resolution,
URL and referrer parsing, search engine, browser, crawler and operating system
identification and cookies parsing.

After data loading into the staging area, clickstream is processed through
PL/SQL, using a relational database. This process involves IP address/country
resolution, session, page and user processing. Session and user tracking is based
on session cookies, thus it is necessary to overcome the absence of cookies in
first requests. A period of 30 minutes of inactivity will lead to a new session
as proposed by several authors [5, 2, 13]. A change in the user associated with
the session will lead to the same result. Users tracking must also deal with
authentications that occur in the middle of a session.

Dimensions have been built with information from the tab-delimited file gener-
ated by the clickstream parsing and from SIGARRA. Fact tables have been built
after dimensions due to the dependencies between them. The webhouse loading
is done by copying the data from the staging area to the posting schema. At the
end, all records that belong to a closed session are deleted from the staging area.
A session is closed if it does not have requests in the last 30 minutes of a day
(sessions going on near the end of the day may continue on the following day
and must be processed by the next ETL iteration).

3.2 Data Analysis

The data analysis process has been made using Structured Query Language
(SQL) and On-Line Analytic Processing (OLAP). Due to the star structure of
the dimensional model, the queries were simple and had a good performance.
Data analysis led to a detailed characterisation of SIGARRA’s usage in several
categories according to the main user types (students, faculty, staff, anonymous
users, crawlers). Some of the results will be described next.

Time Related Analysis of Sessions and Pages. The average number of
sessions by day is 10 942 and its distribution by user type is as presented in
Figure 3. Excluding crawlers, the average session time span is 10,89 minutes,
being the staff’s sessions the longest ones (Figure 4). The average number of
pages accessed by day is 95 575 and its distribution by user type is as presented
in Figure 5. Excluding crawler’s sessions, the average number of pages by session
is 7,7.

Session Referrers. In the overall sessions, 79,23% were direct entries and
15,50% had origin in search engines, being Google the most used (99,8% of all
search engines sessions).

User Machines. There were 155 distinct access countries. Staff and faculty
users access mainly from inside the institution and anonymous users from outside
(Figure 6). Inside institution, most accesses are from the structured network.
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Fig. 3. Distribution of sessions by user
type

Fig. 4. Session span in minutes by user
type

Fig. 5. Distribution of pages by user type Fig. 6. Access type by user type

Fig. 7. Platforms used by user type Fig. 8. Browsers used by user type

Access Agent. Windows is the most used platform. As it can be seen in Fig-
ure 7, faculty also use Unix and Macintosh platforms, although in a much smaller
scale. As can be seen in Figure 8, the most used browsers are MSIE (88,10%) and
Firefox (7,16%). Firefox use is growing and the inverse is happening with MSIE.
The crawler with more sessions and pages requested is Googlebot (47,86% of all
crawler’s sessions and 86,89% of all crawler’s requests for pages).

Number of Sessions by User Profile. There were 8 004 distinct users in
the analysed period, 7 169 were students, 416 faculty and 252 staff users. The
number of sessions is higher in users with less than 20 years, in undergraduate
programme’s students and particularly in the first curricular years of undergrad-
uate programmes.
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HEWIS Navigation. Student, programme and institution modules are the
most used ones. Students and anonymous users have similar preferences in pages
viewed. Two of the main entry pages are: Dynamic Mail Files (due to following
hyperlinks to files in dynamic e-mail received) and Computer labs first page (be-
cause it is loaded in the background of every lab’s computer). Authentication is
mainly done in home page’s authentication area (64,59% of all authentications)
and the main underlying motivations are access to Dynamic Mail Files, Legisla-
tion, Summaries and Courses. The Help module is mainly used by anonymous
users.

Specific Pages Usage. Home page connections most used are: authentication,
search and programmes. The two undergraduate programmes most viewed by
anonymous users are: Electrical and Computers Engineering and Informatics
and Computing Engineering and the two master programmes most viewed by
anonymous users are: MsC in Informatics Engineering and MsC in Information
Management. The main searchs are related to students, staff and courses.

3.3 Recommendations

The analysis has allowed the detection of some unusual access patterns: too
long anonymous user’s sessions (about 170 000 pages requested over 3 days)
with a name of an institution’s machine; abnormally large processing time in a
specific day of the period analysed. It has also allowed the production of some
improvement recommendations. It should be created a direct connection to study
plans of each programme in the programmes lists (due to the frequent path:
programme list / programme page / study plan / course page, that suggests the
course page is distant from the home page). The initial page of the student’s
module should be used to provide information and communicate with students
(this is the 6th page most viewed, specially by anonymous users and students).
Help module usage by faculty should be stimulated (these users rarely uses
this module, preferring the phone). The complexity and usability of the pages
from where an higher access to the help occurs should be analysed. Marketing
strategies to promote the programmes with less page views should be developed.
In order to minimise changes and 404 type error code (Not Found), it should
be used URL independent from the underlying technology (79,12% of 404 error
code are direct entries in the HEWIS which suggests the use of bookmarks with
broken links due to URL changes). The procedures where the 505 (Internal
Server Error) error code has most occurred should be analysed.

4 Conclusions and Future Work

Data webhouse systems are here presented as a solution to monitor the use of
Higher Education Web Information Systems (HEWIS). This paper pretends to
enlarge the application and study of webhousing systems to the academic con-
text. Despite the similarities between Web Information Systems, there are differ-
ences between HEWIS and e-commerce sites, being the last frequently used to
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exemplifications and instantiations of data webhouses. While HEWIS pretends
to archive and register higher education activity and has features adapted to
this scope, in e-commerce sites the main intent is to sell products and has a well
defined set of procedures is available (add to shopping cart, insert payment infor-
mation, etc.). As they have different goals and scopes, the relevant information
is different (for example: the Academic Date dimension doesn’t make sense in
an e-commerce site webhouse and its very important in an HEWIS webhouse),
what justifies a different dimensional model.

It was described a dimensional model to monitor HEWIS’s usage. This model
has been implemented in a data webhouse prototype to monitor UPorto’s HEWIS
usage. In the development of this prototype it has been defined an extraction,
transformation and loading architecture that, with adaptations to specific data
sources, can be used in similar contexts.

The prototype developed proved the usefulness of data webhouses to WIS
and more specifically to HEWIS. It allowed the generation of knowledge on
SIGARRA’s user behaviour, the detection of abnormal situations and the def-
inition of a set of recommendations. It was also possible to verify that there is
a significant reduction in the amount of disk space required to store web usage
data, what stimulates the storage of web usage data in a dimensional model. On
the other hand, it has demonstrated the analytic flexibility of data webhouses, an
advantage when compared to other monitorization techniques. Also, it showed
that queries executed on a star dimensional model with a meaningful amount of
data have a good performance.

Future work involves applying data mining techniques that allows user clus-
tering based on navigation paths or preferences, navigation patterns discovery,
detection of set of pages that have more probability of being together in the
same session and user classification based on predefined parameters.
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Abstract. A federated database system (FDBS) is a distributed system that 
consists of a number of autonomous and heterogeneous database management 
systems (DBMS). Administration of a FDBS is a challenging task due to the 
heterogeneity of database management systems in the FDBS, heterogeneous 
platforms these DBMS are deployed on, and non-standard access protocols 
these systems provide. One of the important tasks in the management of FDBS 
is user management. In this paper we propose a new architecture for user 
management in FDBS, based on the “web services” middleware. The system 
includes a Central Controller for maintaining a directory of component 
databases, database access roles, and users. Each database component and the 
Central Controller are accessed via web services providers that are deployed on 
each component site. These web services are lightweight interfaces hiding the 
heterogeneity of different platforms. The system is highly scalable and portable. 
New DBMS can be easily added to the FDBS after the web services interfaces 
for the regarding DBMS are installed on the component sites. 

1   Introduction 

Information integration and process automation are two top-priority challenges in the 
business world. These challenges are mostly met via customized programming which 
is expensive, difficult, and error-prone. In this paper, we address both issues in the 
context of federated database systems. 

Information integration problem is solved with two approaches. Either (1) all 
databases are consolidated into a central location, processed, and made accessible to 
the interested parties, or (2) data is accessed “in place” via technological solutions 
such as a federation technology. First solution, consolidation, is an expensive one and 
it also does not provide real-time data. With the recent developments in networks, 
technology, and distributed computing, now it is easier to realize the second approach. 
In this paper, we attempt to extend the federation technology via recent technological 
developments in distributed computing middleware. In our study, “web services” 
middleware is used as the enabling technology to advance the user management and 
access control in federated database systems. 

A Federated Database System (FDBS) is composed of a number of heterogeneous 
databases and is usually distributed [1, 3]. The differences among these component 
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databases could originate from different types of databases or from different versions 
of the same database system type. The heterogeneity in federated databases poses 
challenges in building a federated database management system (FDBMS) [4]. An 
FDBMS needs to support applications or users submitting SQL statements 
referencing more than one database in a single statement. Access control becomes 
quite important here. While applications or users try to access data from databases, 
FDBMS should check if the application or the user has the appropriate access 
privileges to specific DBMSs or not. User maintenance in a federated database system 
is also a challenging task. Typically, for different types of DBMSs, different client 
tools are needed to administer databases remotely. But, in a federated database system 
this becomes quite cumbersome; there is not a single integrated view over the whole 
system. 

While still in its early stage, web services [2] technology and the resulting Service 
Oriented Architecture (SOA) is becoming a popular choice in building distributed 
software systems. A web service is a remote application that is accessible via standard 
Internet protocols. Web services middleware is not a completely new idea, but it 
demonstrates a new way of using software over the Internet and has a promising 
future. 

In this paper, we propose a new infrastructure to solve the user management and 
access control problem in federated database systems using web services technology. 
In our design, each database server is equipped with a unique and secure add-on web 
services interface for user and access control. Once each member database system is 
enabled with this standard user and access control mechanism, managing databases 
can be done remotely from a designated central control mechanism, or from any other 
remote application. Due to the unique advantages of web services technology, our 
proposal is independent from any specific database management system technology 
and its propriety interfaces, therefore providing a standard and easy to use mechanism 
for user management and access control in federated database systems. 

The rest of the paper is organized as follows: in Section 2, we present the 
background on federated database systems and web services. Related work follows in 
Section 3. In Section 4, we discuss our proposed solution in detail. Finally, Section 5 
concludes the paper. 

2   Background 

In this section, we talk about access control in federated database systems first, and 
then give a brief background on web services. 

2.1   Access Control in Federated Database Systems (FDBS) 

A federated database system integrates existing and possibly heterogeneous databases 
while preserving their autonomy. Access control refers to the access rights and their 
control in a DBMS. Access rights are those such as read, write, update, delete 
operations on database artifacts such as tables and views, and the control of these 
privileges involves operations like grant and revoke for users and user groups. Access 
control is a difficult issue in a federated database system. Users may have different 
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privileges in accessing data in different databases; therefore, there should be some 
kind of access control mechanism to deal with the security problems in these 
distributed environments. 

In a loosely coupled federated system, security problems are similar to those in 
traditional databases; each component database handles its own access control [5]. 
Because there is no federation authority, a security policy for the federation does not 
exist. In a tightly coupled federated database system, on the other hand, a federation 
authority exists and it has its own access control mechanisms. Access to data can be 
seen at two different levels: at the federation level, where users explicitly require 
access to the federated data; and at the local level, where local requests 
corresponding to global requests must be processed. Access control can be executed 
at both levels [3]. 

2.2   Web Services 

Web services can be described as any functionality that is accessible over the Internet 
using XML messages in the communication protocol. The most important underlying 
architecture of web services is Service Oriented Architecture (SOA). An SOA focuses 
on how components are described, integrated and organized together to support the 
automatic and dynamic discovery, binding, and usage of web service functionalities. 
There are three major roles in a typical SOA architecture: a service provider, a service 
broker, and a service requestor. 

Currently, web services framework consist of at least the following protocols: 
SOAP, WSDL, and UDDI. SOAP (Simple Object Access Protocol) is a lightweight 
protocol based on XML for exchange of information in a decentralized, distributed 
environment. WSDL (Web Service Description Language) is also XML based. The 
purpose of WSDL is to describe web services in a standard way. After a web service 
is published, a Universal Description, Discovery and Integration (UDDI) registry 
serves as a public repository for web service information. 

3   Related Work 

Mehrotra and coauthors first proposed the idea of providing database as a service 
[14]. In that paper, they focused on how to provide services to access one single 
database. More recently, Thakar et al proposed SkyQuery [15], which utilizes web 
services to answer queries in federated databases. They suggest a good algorithm to 
evaluate a probabilistic federated spatial join query. Zhub et al try to exploit web 
services to support dynamic data integration in a federated environment [17]. 

Access control in distributed systems is also a popular research topic. Bertino et al 
propose an XML-based access control language (X-RBAC) which provides a 
framework for specifying mediation policies in a multi-domain system [16]. Bertino 
et al later extend the X-RBAC language to support temporal role based access control 
[19]. In [18] Barker et al exploit the usage of the formally specified RBAC policies to 
support federated relational database access over the network. For grid computing 
environments, Raman et al present a layer of services providing data transparency to 
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end users and enable ease of information access [12]. Other than the access control 
problem, in [11] Chun et al discuss the trust management problem in a federated 
system and propose a layered architecture to address the problem. 

There are also a number of commercial tools available as Federated Database 
Management Systems [6, 7, 8, 9, 10]. Unfortunately, these systems either do not 
address the user management problem or do not support access control policies across 
the whole federated system. 

4   Federated Database User Management System 

In the previous two sections, we covered the background and related work. Although 
there are some commercial products available as Federated Database Management 
Systems, they are either too expensive or do not provide a generic way to access 
databases remotely. 

Considering the benefits web services provide, such as the ability of invoking 
methods remotely via standard web protocols (like HTTP), in this paper, we propose a 
Federated Database User Management System using web services technologies. In 
this system a web service is deployed on each one of the component database system. 
Administrators or ordinary database users can access component database systems via 
standard web service calls. Only a simple web service client is needed to consume 
these web services deployed. There is no need for other remote access clients. Also, in 
our system services like granting global privileges to users at other databases are 
enabled. By combining access control abilities provided by individual databases and 
global privileges enforced by our system, we can realize a federated access control 
mechanism for the whole federated database system. 

In this section, we will first introduce the features of our system. After that, the 
architecture of our system will be presented. Then, the data that needs to be saved in 
the system will be discussed in detail. The next two subsections go over the deployed 
web services and the client program. How to deploy the system is discussed in the end 
of this section. 

4.1   Features 

The following are the main features of our Federated Database User Management 
System: 

a. Manage database users remotely as a database administrator. Most commands 
issued by DBAs are supported. 

b. Grant privileges remotely as an ordinary user. Privileges include local 
privileges granted to users residing on the same database and global privileges 
granted to users on other databases. 

c. Add new databases or delete existing databases from the Federated Database 
System. 

d. Access control support for global query execution. 
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4.2   Architecture 

The whole system is composed of three modules: Client, Central Controller, and 
Component Database (Fig. 1).  

In Figure 1, Web Service-I (WS-I) is the Central Controller Web Service. This web 
service is responsible for adding databases to the system, removing databases from 
the system, and storing access control information. Web Service-II (WS-II) is the 
Remote DBA Service. WS-II communicates with the component database directly via 
Java Database Connectivity API (JDBC), or similar technologies such as Open 
Database Connectivity (ODBC). 

WS Client 

WS-I, Central 
Controller 

       DB 

JDBC 

SOAP SOAP SOAP

WS-II 

DB

JDBC

WS-II 

DB

WS-II 

DB

JDBC

SOAP

 

Fig. 1. Architecture of User Management System 

With WS-II, database administrator could manage users and roles on individual 
databases and ordinary database users could grant privileges to other users located on 
the same database (or revoke them). After reading database information from Central 
Controller, the web service client talks to individual databases directly. In this 
framework, the Central Controller has a role similar to a directory service in SOA. 

4.3   Data Stored in Central Controller 

In order to keep database and user access control information, we need to have a 
database at the Central Controller to store that information. This information could be 
accessed and modified by the web services deployed on the Central Controller (WS-I). 
Three tables will be used to keep the information we need: dbs, ccusers, and 
ccprivileges. dbs table is used to store information about component databases. ccusers 
table holds information about those database users who have granted global privileges 
to users from other databases. ccprivileges table is used to store user access privileges 
information. Schemas for the three tables are given below: 

create table dbs ( 
  logicalname  varchar2(10) primary key, 
  type   varchar2(20),// database type 
  location  varchar2(30),// physical address 
  name   varchar2(20),// database name 
  portNumber    integer); 
create table ccusers ( 
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  logicalname  varchar2(10) references dbs, 
  username  varchar2(20), 
  password  varchar2(20)); 
create table ccprivileges ( 
  grantordb  varchar2(10) references dbs(logicalname), 
  grantor  varchar2(20), 
  privilege  varchar2(20), 
  objectname  varchar2(50), 
  granteedb  varchar2(10) references dbs(logicalname), 
  grantee   varchar2(20)); 

Both username and password are stored in the ccusers table such that whenever a 
user issues a global query to access another user’s object, the second user’s password 
could be utilized to get the requested object. Passwords are encrypted to enhance 
security. The ccprivileges table is to store all global privileges granted. Each time 
when a new global privilege is granted, grantor’s information in the ccusers table will 
be created if it does not exist or be updated if it exists. Each time a global privilege is 
revoked, the system will check the ccprivileges table to see if there are access 
privileges granted by that grantor. If there is no other access privileges granted by the 
same grantor, the grantor’s entry in the ccusers table will be removed for security 
reasons. 

In order to access the three tables stored in the database, we need to know how to 
connect to the database and more importantly, the username and password to access 
that database. We use an XML file for this purpose. Whenever it is needed, this 
information is retrieved by the web services deployed on the Central Controller and 
used afterwards. 

4.4   Deployed Web Services 

We present the two deployed web services in detail in this section. The Remote DBA 
Service is deployed on the site of each component database. Different types of 
database platforms will have different types of implementations for this service. The 
Central Controller Service is used for manipulating databases, and granting/revoking 
global privileges. 

4.4.1   Remote DBA Service 
Available methods in this web service are: createUser, deleteUser, modifyUser-
Passwd, viewAllUsers, createRole, dropRole, viewAllRoles, grantRole, revokeRole, 
grantPrivilege, revoke-Privilege, authenticateUser. 

Considering the similar syntax used while granting roles and granting system 
privileges (e.g. connect, resource), we use methods grantRole and revokeRole to take 
care of system privilege manipulations. Methods grantPrivilege and revokePrivilege 
will be used to manipulate object privileges (e.g. select, update, delete).  

To demonstrate parameters used in these methods, we give one example here. The 
following example shows the parameters used in method createUser. There are seven 
input variables: 

createUser ( 
  String dbLocation, String dbName, String portNumber, 
  String username, String passwd, 
  String newUsername, String newUserPasswd) 
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The first five parameters represent database location, database name, port number, 
user name, and user password respectively. These parameters are required for most 
methods in this web service. New user name as well as a password is needed for 
creating a new user. All other methods have similar input variables. 

4.4.2   Central Controller Service 
The following methods will be deployed in this service. 

a) grantPrivilege: This method is used to grant global privilege. For instance, user1 
at db1 wants to grant certain privilege (e.g. select) on his/her table1 to user2 at db2. 
There are seven input parameters for this method as shown below: 

grantPrivilege ( 
  String grantorDBLocation, String grantor, 
  String grantorPasswd, String privilege, 
  String objectName, String granteeDB, String grantee) 

Parameters grantorDB, grantor, privilege, objectName, granteeDB, and grantee 
will be stored in the table ccprivileges at the Central Controller. Parameters 
grantorDB, grantor, and grantorPasswd will be stored in the table ccusers at the 
Central Controller. 
b) revokePrivilege: The opposite of method grantPrivilege 
c) viewAllPrivileges: To view all global privileges in the whole FDB system. 
d) checkPrivilege: To check if the requested privilege exists or not. 
e) viewPrivilegeByGrantor: Used by the Central Controller’s administrator to view 
privileges granted by certain grantor. Grantor is identified by the username and the 
name of database where the user is located. 
f) viewPrivilegeByGrantee: Used by the Central Controller’s administrator to view 
privileges received by certain grantee. 
g) viewPrivilegeGrantedByMe: Used by grantors to check privileges that they grant 
to other users. 
h) authenticateUser: To authenticate Central Controller’s administrator. Only the 
Central Controller’s administrator has the privilege to add a new database or delete a 
database. 
i) viewAllDBs: To pull out all available databases in the whole FDB system. 
j) addDB: To add a new database to the whole FDB system. Only the Central 
Controller’s administrator has the privilege to invoke this method. 
k) deleteDB: The opposite of method addDB. 

4.5   Client Program 

Client program serves as a prototype tool to consume the two web services introduced 
above. The interface of the client program consists of a series of four screens. The 
first screen is called Login Screen, where a user or an administrator can access all 
databases in the FDB system, and then login into a selected database. The second 
screen is Administrator Screen, designed for the database administrator. The third 
screen is User Screen, which is for ordinary database user. The fourth screen is 
Central Controller Screen, which is used only by the Central Controller’s 
administrator to manage the whole system. 
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4.5.1   Login Screen 
After the client program is launched, user will be presented with the Login Screen 
(Figure 2). In this screen, user is asked to provide the address of the Central 
Controller web service. Then the user can select one database from the list and then 
login into the selected database either as a normal user or an administrator. From the 
database list, user can also choose the Central Controller server. In this case, user 
must login as an administrator to manipulate existing databases and view existing 
global privileges. 

 

Fig. 2. Login Screen 

4.5.2   Administrator Screen 
An administrator screen is provided for database administrators as shown in Figure 3. 
A series of commands are available to the administrator on the left column. 
Administrator can manage users, roles, and privileges. Administrator needs to select a 
command from one of these radio buttons on the left column. To make the user 
management task easier, our system also enables administrators to view all users/roles 
in a database. 

 

Fig. 3. Administrator Screen 
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4.5.3   User Screen 
If a user chooses to login into a database as an ordinary user, the User Screen is 
displayed. There are five options available to an ordinary user. User can grant/revoke 
local or global privileges and view all global privileges where the user acts as the 
grantor. Granting global privileges is to give users from other databases the 
permission to access data on this database, which is quite important for information 
sharing and access control in Federated Database Systems. 

4.5.4   Central Controller Frame 
While in the Login Frame, user could also choose the Central Controller to login in. In 
this case, user is required to login as an administrator since ordinary users do not have 
privileges to manage data in Central Controller. Central Controller’s administrator can 
view all databases in the whole FDBS. Administrator can add databases to the system 
or delete databases from the system. To help the management of global privileges, we 
provide three options here: view all global privileges in the system, view global 
privileges based on grantor’s name and view privileges based on grantee’s name.  

4.6   Implementation and Deployment 

We implemented this Federated Database User Management System using Java 
technology. Two different versions of client programs were developed. One is a 
stand-alone Java-based program, and the other one is a web-based system. Apache 
Axis [13] is used for the development, test, and deployment of the web services.  

To deploy web services in an Apache Axis environment, we need to write a Web 
Service Deployment Descriptor (WSDD) file first to specify the names for the web 
services, and use that file to deploy web services. Undeploying web services is just 
the opposite. An undeployment descriptor is needed to indicate the service names to 
be removed. 

5   Conclusions 

In this paper, we designed and implemented a Federated Database User Management 
System using Web Services technology. In this Federated Database system, a server is 
used as a Central Controller, where all information about individual databases and 
global privileges are stored.  

Two kinds of web services are developed to implement this system. The Remote 
DBA Service is for a database administrator or an ordinary user to access databases 
remotely via standard web services calls. This service is deployed on the server of 
each database component on top of Apache Axis platform. The Central Controller 
Service is for administrating the Central Controller of FDBS, accessing and 
modifying data stored on the Central Controller.  

To the best of our knowledge, Federated Database User Management System is the 
first implementation of its kind using Web Services technology. Web Services 
technology provides flexibility and interoperability to this system. Deployed web 
services can be integrated with other web services. Extensions can be easily made based 
on the original web services. The system is scalable and portable. To add an extra 
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database to the federated database system, one only needs to add the new database 
information to the Central Controller and deploy the corresponding RemoteDBAService 
on the newly added database machine. 
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Abstract. Due to the large variation in capabilities of mobile devices and the 
lack of true standards, it is hard to develop applications for the mobile environ-
ment that will behave similar on all devices and in different environments. This 
article introduces the concept of a Dynamic Evaluation Framework that uses 
several different implementations for one specific application. The performance 
of each implementation is evaluated at runtime ensuring that the optimal im-
plementation is always used. We describe the architecture and discuss the feasi-
bility of the framework. As part of the evaluation we have developed a simple 
chat application with a seamless connection that evaluates and selects the opti-
mal connection in real time. The evaluation technique is based on Goal-
Question-Metric. The test environment is a J2ME CLDC application that trans-
fers data with Bluetooth and GPRS over the JXTA network. 

1   Introduction 

Due to the rapid development of new technologies and the large diversity in quality of 
services provided to mobile users, it is increasingly complex to develop applications 
that will target all devices and environments. It is common to develop and maintain 
several instances of one application for different environments. Mobile devices are 
often used in such an environment that a single implementation can not work in every 
situation. It is for example common to say that you develop a Bluetooth application; 
the optimal would be to develop a P2P application, disregarding the method of con-
nection between the peers. 

We propose a framework that supports using several implementations for one spe-
cific application. The framework will evaluate the optimal implementation at runtime. 
The goal is to have the application optimised, based on few parameters passed to an 
evaluation component which will choose the optimal decision based on empirical 
values collected. It is basically a “try and fail” approach where the framework learns 
about the environment rather than the user configuring all the parameters for the ap-
plication. 

Imagine the scenario where a mobile user has a 3G subscription with fixed cost, 
and another user has a prepaid GPRS account with a very expensive usage cost. Even 
though the environment and device is similar, the application should be aware of this 
difference according to the environment. The application could download content for 
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the GPRS-user when the user is close to a WLAN or a Bluetooth connection, and stay 
offline when these connections is not available, but for a 3G-user the application 
could download content in real time. 

To evaluate the framework we have chosen to implement the Seamless Connec-
tivity component, as mobile connectivity is subject to a lot of change and often is 
unstable. Mobile connections are often lost, especially with short range connections as 
Bluetooth [1], Infrared [2] and Wireless LAN [3]. The challenge is to use the optimal 
connection in all time, and provide a horizontal handoff technique [4] so that the 
transfer continues on alternative connection if the preferred connection is lost or be-
comes too slow. In this case the user does not have to worry about which connection 
to use; he will be only concerned about the delivery of his content. The cost factor is 
introduced as a variable for choosing the optimal connection as described in section 2.  

The transfer protocol used in the evaluation is JXTA [5]. In JXTA peers can com-
municate regardless of platform, connection technology, firewalls and NAT’s. Peers 
can create their own groups in the JXTA network and peers are not dependent on a 
central server. The prototype is developed for J2ME MIDP 2.0 devices using JXME 
[6] communicating via Bluetooth and HTTP. 

Section 2 describes the architecture of the framework. In Section 3 Seamless Con-
nectivity case study is used for evaluation of our proposed framework. Seamless Con-
nectivity and the techniques used for switching between connections and choosing the 
optimal connection are described. Design and implementation is discussed in Section 
4, and an evaluation and conclusion is given in Section 5 and 6 respectively. 

2   Architecture 

The proposed framework will translate information from different sources and present 
it in a uniform way, abstracting the implementation issues away from application 
logic. Few mobile applications incorporate this kind of behaviour. Most applications 
have a single implementation and do not choose an optimal solution when the envi-
ronment parameters changes. By implementing one function in several different ways, 
one for each environment scenario, so the applications can achieve an optimal solu-
tion in different environments. It is necessary to evaluate which implementation is 
best for each case. An example of a dynamic evaluation framework function is chang-
ing from one transfer protocol to another due to varying transfer rates in different 
scenarios. Another function could be changing the connectivity due to breakdown or 
overload on the network. This behaviour would provide an optimal solution to the 
user regardless of changing conditions; the application becomes self-optimizing.  

A framework has been proposed in [7], as a dynamic lightweight platform but does 
not provide any real time evaluation. 

2.1   Components 

The goal of the framework is to develop applications with a holistic behavior where 
the users don’t have to specify the communication parameters, only the message. So if 
the user wants to send a message to a remote peer, he only specifies the message and 
the recipient, not the method of delivery. To achieve such a holistic behavior, the 
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component needs to be fully in control of different implementations. We have identi-
fied four logical components with different responsibilities: 

• Implementation: The implementation component is the component that per-
forms the actual task. If could be an implementation of a transfer interface like 
Bluetooth, a data access object, an algorithm or any other form of functionality 
that has a clearly defined interface. It may require some custom programming to 
enable the Observer component to collect the necessary values for the optimal 
evaluation. 

• Observer: An observer component is attached to each implementation and is 
responsible for recording data about the implementation component as it per-
forms tasks. This can be implemented in to ways, either the observer is placed as 
a facade for the implementation and records the data that goes through it or the 
observer can be a passive observer and the implementation pushes data to the ob-
server that stores it for easy retrieval for the Controller component. 

• Evaluation: The Evaluation component simply executes the evaluation algorithm 
when called upon. If necessary, it keeps a record of historical values for use dur-
ing the evaluation. 

• Controller: The controller is the decision maker. It collects data from the ob-
servers, and performs and uses the evaluation component to choose the optimal  
 

Application
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Controller

Observer

Implementation 1

Implementation 3

Observer

Observer

Implementation 2

Observer

Evaluation

Evaluation

 

Fig. 1. A hierarchical evaluation structure for choosing the optimal implementation for a spe-
cific scenario. This figure shows 3 implementations capable of performing the same task but 
using different implementations. Implementation 2 and 3 uses the same technology but with 
slightly different implementations that performs different in different scenarios and are there-
fore treated as one component for the main controller. 
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implementation for every scenario. It is also responsible for starting and stopping 
services at the implementation and acts as an adaptor for differences in the im-
plementations, giving the application and the user a uniform communication flow 
regardless of which implementation is being used. 

Figure 1 shows an application with 2 holistic components, each with 2 implemen-
tations. One of the implementations is a holistic component that again contains two 
implementations. This might be two slightly different implementations of the same 
technology that has almost the same properties, but might use different algorithms or 
protocols that give a different result for different scenarios. One holistic component 
has no restriction on number of implementations it can maintain, but only two is used 
in this evaluation. The observer calculates the holistic value for each implementation 
and the controller chooses the optimal implementation based on these values. 

These are examples of components that the proposed framework could contain. 

• Seamless Connectivity. A connection manager that provides handling of multi-
ple connections, vertical handoff and methods for choosing an optimal connec-
tion based on parameters such as connection speed and cost. See section 3. 

• Protocol translation. Protocol abstraction enables different applications to 
communicate with each other. It translates messages from one message to an-
other. (Example, a P2P client that transfers using several different P2P protocols).  

• Holistic Storage. Save files on device memory, memory card, or on a remote 
disk. Data is stored on the best medium available. 

• Algorithm interface. Use the observer to evaluate algorithms that behave differ-
ently in different scenarios.  

We have implemented Seamless Connectivity as a case study to evaluate the feasi-
bility of the Dynamic Evaluation Framework. 

3   Seamless Connectivity 

Imagine that you are transferring a file from your mobile phone to your desktop com-
puter. The transfer starts with Bluetooth because you have configured the application 
to use the cheapest connection available. But when you move out of range from your 
home computer, you would like that the transfer will not fail; instead it will complete 
the transfer using GPRS or 3G. 

The Seamless Connectivity component takes care of connection specific tasks, like 
Bluetooth pairing and managing several connections.  

For a connection manager to achieve a truly holistic behaviour it should have con-
trol over connectivity and be able to choose which implementation to use. It also 
should be able to adapt to environment changes, always using the optimal connection.  

Such framework have been proposed by the authors of [8] and [7], but they have 
not provided an evaluation using J2ME MIDP 2.0. 

3.1   Choosing the Optimal Connection 

Previous research have proposed an evaluation algorithm for the mobile environment 
[9]. We propose a high level, simpler empirical algorithm with real time evaluation 
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and with minimum configuration and also with an architecture supporting a hierarchy 
of controllers.  

Criteria for choosing the optimal connection has been discussed in [10] [11] [9]. 
We choose to narrow down the set of criteria to include data transfer rates, connection 
initiation/handshake delay, availability, cost, and user preference. Whether or not a 
connection is already connected is also considered. Battery consumption is not in-
cluded as a parameter at this point will not probably affect the final result. We present 
formula (1) for choosing an optimal connection. 

(( ) ( ))(1 )
/

kb
c i o b c
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V T C C K a

KB s
= + +  

 

(1) 

cV  is the optimal connection value. The connection with the lowest value is the 

preferred connection but the connection should only be considered if 0cV > . 

( )i oT C is the initiation time where iT  is the time to initiate in seconds, and  oC  = 0 

if there is a connection and oC  = 1 otherwise. oC  cancels out the initiation time if the 
connection already is connected. This is described in more detail in section 3.3. 

( )
/

kbM

KB s
 calculates how long transfer time that is left where kbM is how much of the 

message that is left to transfer and /KB s is the transfer rates in kilobytes per second. 

(1 )b cC K+  calculates the importance of cost. bC  is the price per kilobyte for this 

specific connection and cK  is the cost factor or the importance of the cost. The cost 
can be in any currency but the cost factor should be adjusted accordingly. A one is 
added to ensure that a connection with no cost doesn’t zero out the equation. The last 
variable in the equation is the availability factor. a = 0 if connection is unavailable and 
a =1 if available. If a connection is unavailable it will not be considered. 

 

Fig. 2. In stage 1, the Bluetooth connection will continue to be the preferred connection for a 
certain amount of time even though GPRS has higher transfer rates. In stage 2, GPRS gets a 

better cV  and a connection switch is performed. In stage 3, Bluetooth gets a better cV  again 
and eventually in stage 4 the Seamless Connection starts to use Bluetooth again. 
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3.2   Real Time Connection Switching 

The optimal connection process should continuously evaluate the optimal connection 
using formula (1) for every connection. At the initial stage each connection has as-
signed an initial value for the transfer rate based on tests performed in section 5, and 
the optimal connection is chosen. If a connection breaks down the evaluation is exe-
cuted again setting a  of the broken connection to 0 and the transfer will continue 
using another connection. Transfer rates are not constant but will vary due to chang-
ing conditions and numbers of users on the network, physical length from the re-
ceiver, interference on a wireless link etc. If the transfer rate decreases so much that 
another connection has a higher cV , the application will perform a connection switch. 
The transfer rate is calculated as the average of recently sent measurements. Figure 2 
illustrates this handoff process. 

3.3   Synchronized Switching 

If a connection between two peers breaks down, both peers need to do the connection 
switching. When a connection between two peers is established, a synchronization 
message containing the available connections and their cV  is sent. If a connection 
switch is known in advance, that is if the optimal connection chooses to switch due to 
a better alternative being available, all connecting peers are notified so that they can 
synchronize the switching. If the connection simply breaks down, the receiving peer 
simply has to try and listen on the sending peer’s next best connection alternative 
from the list.  

The Seamless Connection message is to make sure that the peers agree on the con-
nection routines. In this case the messages are wrapped inside a JXTA message. 

• Initiation message. This message is sent from the sender to the receiver the 
first time two peers establish contact. The message contains a list of available 
connections and ranking of the connections. Both peers store the new peer and 
its preferred connection values. If there are changes to the connection availabil-
ity at a later time, the peer will again send an initiation message that will over-
write the previous settings. 

• Switch connection message. A message stating that a connection switch will 
take place. Both peers will switch to the agreed connection. 

4   Design and Implementation 

The case study chosen for the evaluation of the framework is the Seamless Connec-
tivity. We have implemented a controller that manages connections with two imple-
mentations: GPRS, and Bluetooth connectivity, each with an observer that the  
controller uses to collect information about the connection. The observer records 
connection speeds, availability and keeps track of average connection speed. Based on 
this, the controller uses formula (1) to calculate cV  as described in section 3.  

The application starts by initialing the controller and requests to connect to the re-
mote peer. The controller evaluates all implementations it has control over and con-
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nects to the optimal connection. The application can then, through simple interfaces, 
communicate with remote peers.  

All data that are sent, is first passed on to the Seamless Connection before it is sent 
to the remote peer. The Seamless Connection caches the data and continues the trans-
fer using alternative connection if the current connection breaks down.  

5   Evaluation 

This evaluation consists of two parts; evaluation of the Seamless Connection compo-
nent and evaluation of the framework. 

5.1   Seamless Connection Evaluation 

The test environment consists of a smart phone and a laptop communicating via 
HTTP and Bluetooth. Nokia 6630 with Symbian OS [12] running J2ME MIDP 2.0 is 
used as the client and a laptop running Windows XP with J2SE 5.0 using BlueCove 
[13] API for Bluetooth communication is used as a server. The application is commu-
nicating using JXTA messages. The J2ME implementation contains source code from 
the chat application of the JXME project [14] and the JXME Bluetooth project’s sam-
ple application [15]. The server is based on BenHui’s SPP server application [16]. 

Table 1 shows the initial values of the Seamless Connection. cK  is set to 5 and 

Bluetooth is the preferred connection. cK  will vary depending on the currency that is 
being used. The prototype uses Australian dollars. 

Table 1. Chosing Otimal Connection 

 Bluetooth GPRS 

Ti 1,036 13,129 

KB/s 20 9 

M 1024 1024 

Cb 0 0.1 

Kc 5 5 

a 1 1 

V 52,236 126,91 

To evaluate the Seamless Connection, 50 messages are sent from the smart phone 
to the laptop, waiting one second between receiving one message until sending the 
next one. During the transfer the smart phone is moved away from the laptop until the 
Bluetooth connection breaks down (about 10 meters), the message then continues 
transferring using GPRS. After a while the smart phone is again moved into range of 
the laptop and the connection switches back to Bluetooth. This mechanism requires a 
real time evaluation of connections other than the active one.  
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Fig. 3. Test Results. The application starts using Bluetooth but when it gets unavailable it 
switches to GPRS. When the user gets within Bluetooth range the switch is made back. 

5.2   Framework Evaluation 

The proposed Dynamic Evaluation Framework will consist of several independent 
components that are built based on the same basic idea; that there is more than one 
way of performing a task, and you do not know the optimal method until you have 
evaluated the options. As described in section 2 we attach observers to the implemen-
tations to measure the performance of each implementation. This method requires 
some custom programming of either the implementation itself or at least the observer 
has to be custom made for each implementation. The observer for one implementation 
will be highly reusable for similar implementations. 

The framework contains components that continuously evaluate for the optimal 
implementations, using observers and controllers, and it presents a simple API for the 
application.A method for adding and removing components in real time is vital if a 
framework like this should be efficient in real life. A method for deploying compo-
nents on demand is out of the scope of this article but a context aware deployment 
[17] will be incorporated in further work. 

The hierarchical structure makes it possible to group implementations that are 
similar. This will minimise the evaluation overhead and it also makes it less compli-
cated to have two slightly different implementations of the same interface. For in-
stance two different routing algorithms in a MANET [18] that performs differently in 
different scenarios.  

6   Conclusion and Future Work 

Using the Seamless Connection as an example to evaluate the holistic framework we 
show that the method of attaching an observer to an implementation is an effective 
way to monitor components. The controller makes decisions based on reports from 
the observers and presents a uniform way of connecting to a peer for an application. 
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This abstracts away implementation specific configuration for the application; it 
chooses the level of control itself. Each new type of component needs a specific 
evaluation algorithm based on the parameters available although it is not possible to 
add new components real time. A hierarchical structure enables applications to have 
several implementations of interfaces for different scenarios and these implementa-
tions are monitored and evaluated real time, ensuring that the optimal solution for 
every scenario is used. 

The framework assumes values used in the evaluation of an implementation are 
measured real time. These measures can create some unnecessary overhead in scenar-
ios where there is no need to change implementation.  

Similar frameworks have been proposed in [7] [19]. They facilitate different as-
pects of creating generic applications, and a combination of these frameworks with 
the proposed Dynamic Evaluation Framework can prove to be a good solution. 

Continuous evaluation of the optimal connection creates some overhead and will 
use resources that could be avoided. A scheme for minimizing the evaluation while a 
connection is connected should be developed. 
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Abstract. Nowadays, there is a major interest in applying Web and
Semantic Web techniques for the creation of pervasive computing sce-
narios, where devices and objects communicate using these technologies.
The Web model has largely proved validity both in Internet-wide and in-
tranet scenarios, but it is starting to be applied in personal area networks
as a communication and knowledge reasoning system.

In this paper we present SOAM, an experimental model for the cre-
ation of pervasive smart objects that use Web and Semantic Web tech-
nologies in new ways – resulting in the novel concept of Pervasive Se-
mantic Web – for enabling personal area semantic communication and
reasoning processes in order to provide environment adaptation to user
preferences.

1 Introduction

The ultimate goal of Ambient Intelligence [1] is to create intelligent spaces to
empower users in everyday tasks at home, work, street, vehicle and others. In this
vision, environments are proactive perceiving users’ surrounding information,
often referred as context, and reacting in the appropriate way to facilitate user’s
activities. In fact, more and more designers are starting to think that the most
valuable resource in such environments are not computing power, communication
or storage capabilities, but user interaction [2].

Since intelligent objects are not isolated and should not act in their own, some
kind of infrastructure, communication and reasoning model must be provided to
guarantee that coordination and organisation activities among those objects are
performed to facilitate users’ experience.

Traditional Web technologies, such as HTTP, HTML and XML, have been
used for providing presentation and control mechanisms in pervasive computing
environments, creating a sort of Personal Area Web for interacting with devices
(e.g. UPnP [8]). We think that these models can be augmented with Seman-
tic Web technologies to provide reasoning processes at the devices and at the
environment itself.

In this way, full intelligent environments can be created where reasoning
processes are automatically performed, communicated and agreed upon between

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 108–117, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



SOAM: An Environment Adaptation Model for the Pervasive Semantic Web 109

intelligent objects, based on users’ context perceptions and other available in-
puts. The goal is to adapt the environment without user intervention [9] [11]
(maximizing intelligence by minimizing explicit user interaction).

In this paper, we present SOAM – Smart Objects Awareness and Adaptation
Model –, a proposal joining the forces of well-known Web-based communication
mechanisms with intelligent capabilities provided by Semantic Web technolo-
gies in a structured manner, so that smart objects, or smobjects the term we
coined, can be easily designed to create user-aware adaptive intelligent spaces
following simple principles. SOAM is a preferences-based environment adapta-
tion model in which part of user’s context is built up by semantic preferences
about environmental conditions. These preferences lead to adaptation on smob-
jects without explicit user intervention, yet allowing automatic reasoning over
those preferences.

There are a number of technologies and initiatives related to this field that con-
stituted the background for our work, such as Universal Plug and Play (UPnP)
[8], Task Computing [4] and SOUPA (Standard Ontology for Ubiquitous and
Pervasive Applications) [3].

In section 2, the smobject concept is detailed as well as the exchanged infor-
mation structures, while in section 3 the SOAM adaptation model and involved
entities are described. Finally, in section 4 some future research directions are
given.

2 Pervasive Smart Objects

2.1 The Pervasive Semantic Web Vision

We coin the term Pervasive Semantic Web to designate the result of applying
Semantic Web technologies to Pervasive Computing scenarios in order to perform
reasoning processes. The main representatives of those technologies are RDF
(Resource Description Framework) [6] and OWL(Ontology Web Language) [7].

These scenarios are populated by different kinds of devices with a number
of capabilities such as temperature sensing, video capturing, door opening, and
so on. Our strategy is based on using ontologies to represent knowledge about
different domains, so that we use appropriate ontologies for temperature, physical
access control, location and so forth.

In our vision, we pretend to create some kind of Personal Area Web, where
devices are interconnected, hosting knowledge about environmental perceived
conditions and using references to link resources inside and outside this space.
This vision determines the creation of a new type of logical environment in
ubiquitous computing scenarios: a personal area semantic web with information
flows back and forth among communicating devices, sharing their knowledge
about users inside the environment and coordinating their tasks via distributed
reasoning procedures in order to provide an ambient intelligence experience.

This point of view about future living and working environments is shared
with other research groups that provided similar viewpoints [5], but until now
there are no practical results or architectures developed and tested.
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SOAM – Smart Object Awareness and Adaptation Model – is intended to
fill this gap by providing a comprehensive architecture, easily replicable, to test
automatic environment adaptation scenarios by applying semantic annotation
techniques.

2.2 Smobjects: Smart Objects

In SOAM a major entity of the architecture is what we denominate smobject
as a short for “smart object”. A smobject is an agent in the form of a piece
of software, representing an intelligent device, several devices or event part of
a device. Smobjects capture a subset of environmental conditions, provide that
perceived context information under request, and act upon the same or other
subset of environmental conditions in order to modify them and adapt them
as needed. Smobjects need to access built-in sensors, effectors, communication
ports, maybe storage facilities if available on the device, and so forth.

The real strength of the smobject-based agent architecture in SOAM is that
standardizes the way sensors and effectors information is represented and ac-
cessed. Smobjects manage three different types of information structures that
illustrate the functions a smobject can carry out:

– Context Information: smobjects provide information about perceived state
of the environment via semantically annotated data under request. Context
Information is gathered through built-in sensors in the bounded device and
provided by the smobject to requesting parties.

– Capabilities: a smobject is capable of perceiving only some concrete en-
vironmental conditions depending on the bounded-device built-in sensors,
and it is also capable of operating over some (same or other) conditions de-
pending on the bounded-device built-in effectors. Perception and operation
capabilities are provided by the smobject to requesting parties.

– Constraints: smobjects can be influenced by other entities using some data
constructions called constraints, which declare valid ranges on the desired
state of the environment, so that the smobject is in charge of driving adapta-
tion honouring them. Smobject’s behaviour is defined by active constraints,
which represent existing influences over the smobject, and have a limited
lifespan. Smobjects can provide information about their active constraints
to requesting parties, as well as accept constraints from other entities that
desire to influence the smobject’s behaviour.

In SOAM, these data entities are exchanged through smobject standard com-
munication interfaces as shown in the figure 1. We can also notice how the
smobject interacts with the host device, using their built-in sensors and effec-
tors.

Capabilities and Constraints are represented and exchanged in XML using
structures declared in a grammar called SOAM Datatypes XML Schema, while
Context Information is represented using RDF and domain ontologies honouring
the OWL specification. Standard HTTP is used for transport and negotiation
purposes between other entities and the smobjects in order to retrieve and store
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Fig. 1. Smobject communication interfaces

these information structures in SOAM (HTTPS could be used to facilitate a se-
cure communication channel, providing every smobject has a valid and trustable
X.509 certificate).

2.3 Context Information

Context Information is probably the most important data a smobject can pro-
vide. Context Information is constructed using RDF, serialized in the form of
XML. It conveys perceived information captured through device’s sensors, anno-
tated via RDF and OWL. Captured data semantics is highly knowledge domain
dependent, for example temperature measures, an item location or an elevator’s
present position.

Since devices are specialized in domains (TV, temperature control system,
light), smobjects act as control processes deeply associated to the concrete de-
vice to act upon built-in sensors and effectors and programmed to semantically
annotate the perceived data using the most appropriate and standard ontology
for that purpose. It is up to devices’ and smobjects’ designers to select suitable
ontologies among available ones.

An example of a Context Information message conveying knowledge about
luminance is shown if figure 2. Probably, the smobject is installed in a lighting
device called light1, and it provides information about light1’s state upon
request (luminance, light color, ...).

As we can notice, a smobject normally does not only provide information
about perceptions obtained by sensors, but also the device identification and
type, that is, the full semantic description of available data. This annotation
is particularly useful to automate processes depending on device identification,
type or other device parameters.

2.4 Capabilities

A smobject can exhibit perception capabilities on some domains and operation
capabilities on the same or different domains. Perception capabilities represent
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<rdf:Description rdf:about="urn:uuid:light1">
<lit:luminance rdf:datatype="http://www.w3.org/2001/XMLSchema#int">
30

</lit:luminance>
<lit:color rdf:resource="http://www.awareit.com/onto/light#White"/>
<rdf:type rdf:resource="http://www.awareit.com/onto/light#Light"/>

</rdf:Description>

Fig. 2. An example Information structure provided by a smobject

sensing mechanisms the smobject is able to access on the host device about some
domains (for example, lighting conditions), while operation capabilities represent
control mechanisms the smobject features about some domains.

For example, a light sensor has perception capabilities about the “lighting
domain” in a room, while a switch has operation capabilities about the “lighting
domain” (via a lamp o light bulb). Usually, both devices would be modeled using
the same “lighting control system” smobject, thus featuring at the same time
perception and operation capabilities about the “lighting domain”.

Capabilities are generally not only bounded to a knowledge domain, but also
to concrete elements to which the information is related. For instance, a smobject
can perceive lighting conditions, but only those related to light1. Or maybe, the
electronic thermometer smobject measures the existing temperature, but only
in room1.

Of course, some smobjects can measure conditions related to undefined actors,
or unbounded at all. The SOAM Datatypes XML Schema defines data structures
to declare perception and operation capabilities, using even wildcards to denote
the “any” concept.

Figure 3 is an example of the capabilities file of the previous lighting smobject
with both perception and operation capabilities on a concrete light.

Basically, this document means that the smobject can perceive the state of
light1 in the “light” domain (with all the predicates included in the ontology)
and it can also adapt light1 dynamically in the same domain.

<capabilitiesCollection>
<perceptionCapability id="urn:uuid:light1_pcap1">
<subject resource="urn:uuid:light1"/>
<ontology resource="http://www.awareit.com/onto/light"/>

</perceptionCapability>
<operationCapability id="urn:uuid:light1_ocap1">
<subject resource="urn:uuid:light1"/>
<ontology resource="http://www.awareit.com/onto/light"/>

</operationCapability>
</capabilitiesCollection>

Fig. 3. An example Capabilities structure provided by a smobject
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<constraintsCollection>
<constraint expires="PT1M"

subject="urn:uuid:light1"
predicate="http://www.awareit.com/onto/light#luminance">

<objectLiteral datatype="http://www.w3.org/2001/XMLSchema#int">
10

</objectLiteral>
</constraint>
<constraint expires="PT1M"

subject="urn:uuid:light1"
predicate="http://www.awareit.com/onto/light#color">

<objectResource ref="http://www.awareit.com/onto/light#Yellow"/>
</constraint>

</constraintsCollection>

Fig. 4. An example Constraints information provided by a smobject.

2.5 Constraints

Smobjects receive requests to perform environment adaptation through effec-
tors. These requests come in the form of Constraints, represented by statement
patterns in the desired behaviour. A smobject can receive a number of this kind
of constraints over the time, so its behaviour is influenced and driven by them.
In fact, a smobject is in charge of managing the active Constraints and trying
to perform in such a way that Constraints are honoured.

The SOAM Datatypes XML Schema provides a way to represent and exchange
constraints. Those Constraints are generated by initial configuration settings
and/or adaptation requests sent by other actors.

Figure 4 illustrates an example of active Constraints on light1.
The previous Constraint could be read as “light1 must have a luminance of

10 and yellow color”
Constraints are the unique out of the three data entities (Context Information,

Capabilities and Constraints) that can be also injected into smobjects and not
only requested from them. As explained previously, in SOAM, any actor can
retrieve Constraints from the smobject to find out how its behaviour is being
driven, but also existing actors can send Constraints to the smobject to constrain
its behaviour and have the environment conveniently adapted.

Since HTTP messages are used in SOAM to negotiate information exchange,
HTTP Basic Authentication [10] or other standard web mechanisms can be used
for identification and authentication purposes if needed.

3 Environment Adaptation

3.1 Adaptation Profiles

The goal of SOAM is to achieve a comprehensive model for automatic adapta-
tion of the environment to user preferences, needs and behavioural patterns. As
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shown, smobjects are the entities in charge of performing the final operations to
achieve adaptation.

Adaptation Profiles are the information elements that conveys user’s adapta-
tion requirements that eventually drive smobjects behaviour. Adaptation Profiles
are stored and exchanged with the environment via the user’s personal device,
which contains an Adaptation User-Agent in charge of negotiating Adaptation
Profiles with surrounding entities as explained below.

An Adaptation Profile is a conditional preference or environment adaptation
requirement that contains two different sections:

– Preconditions: represent existing requirements about the environment’s
present state, that must be met for the Adaptation Profile to activate. It
makes the adaptation to have a conditional nature. Often, adaptation re-
quirements are not fixed, e.g. a user does not need his preferred temperature
to be always 22oC, but maybe only when he is at the car.

– Postconditions: represent desired patterns in the environment’s future
state that must be met for the adaptation to be considered as honoured.
Postconditions eventually generate constraints.

Variable substitution in Adaptation Profiles is possible to allow postcondition
elements to be bounded to precondition elements as shown in figure 5.

This Adaptation Profile can be read as “whatever the location Alice is in with
an ambient light, that ambient light should have a luminance of 90”, which is
a very simple but powerful mechanism to force every location’s lights to adjust
automatically as Alice gets in.

<adaptationProfile id="urn:uuid:prof1" expires="PT2M">
<variable id="x"/>
<variable id="y"/>
<precondition subject="urn:uuid:Alice"

predicate="http://www.awareit.com/onto/location#isLocatedIn">
<objectVariable ref="x"/>

</precondition>
<precondition subject="x"

predicate="http://www.awareit.com/onto/light#hasAmbientLight">
<objectVariable ref="y"/>

</precondition>
<postcondition subject="y"

predicate="http://www.awareit.com/onto/light#luminance">
<objectLiteral datatype="http://www.w3.org/2001/XMLSchema#int">
90

</objectLiteral>
</postcondition>

</adaptationProfile>

Fig. 5. An example Adaptation Profile with bounded variables
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Fig. 6. Diagram illustrating SOAM architecture

3.2 Other SOAM Entities

Despite smobjects play a fundamental role in the SOAM architecture, they just
act as intermediates with the associated device to fulfil adaptation requests.
There are some other entities needed in SOAM in charge of generating those re-
quests on behalf of the user and instructing smobjects to adapt the environment
in a coordinated way:

– Adaptation User-Agent: a piece of software acting on behalf of a user that
is aware of the user’s Adaptation Profiles and negotiates with surrounding
Orchestrators the adaptation process to exchange those profiles.

– Orchestrator: an entity that perceives and orchestrates existing smobjects
in the environment to perform the adaptation process following Adapta-
tion Profiles. Orchestrators feature semantic information reasoning and a
rule engine in order to generate Constraints from Context Information and
Adaptation Profiles.

Adaptation User-Agents act generally on behalf of a user, silently starting
the process of adapting the environment by finding an available Orchestrator to
which they send user’s Adaptation Profiles.

4 Conclusions and Future Work

SOAM is an effort to create a comprehensive model for automatic environment
adaptation to user’s preferences, based on existing well-proven technologies such
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as SSDP, HTTP and XML, as well as the Semantic Web (RDF, OWL) for
knowledge representation and reasoning. SOAM is based in a special kind of
pervasive agents called smobjects that interface with real devices via a standard
interface for exchanging information.

Our current prototype implementation is based in a single board computer in
the role of Orchestrator, using Jena libraries for semantic information process-
ing, and ARM9 embedded processors (UNC20) for smobjects. Adaptation User-
Agents can be implemented in PocketPC o cellular phones. Some experimental
scenarios, related to home and intelligent workplace environments are being cre-
ated to test SOAM feasibility and capabilities. SOAM can take advantage of
standard ontologies, such as SOUPA, for concrete domain knowledge represen-
tation.

SOAM illustrates the possibilities of the new paradigm emerging from the joint
forces of the Web and Semantic Web technologies applied to Pervasive Com-
puting scenarios, creating Pervasive Semantic Webs everywhere and augmenting
intelligence in environments.

There are some open research issues related to SOAM architecture that still
need to be studied such as conflict resolution with multiple users’ disjoint re-
quirements, usage of standard orchestration languages, or the possibility of re-
moving the Orchestrator element of the architecture to create true decentralized
choreography among smobjects.
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Abstract. MPEG-21 embeds the AQoS schema tool which describes and 
associates conceptually major utilities required during the adaptation process, 
for example, adaptation operators, constraints and qualities. Defining an AQoS 
model, i.e. possible adaptation operators, predictable constraints and qualities 
that will be included in an instance of AQoS which accompanies a media file, 
and consequently initialising its values is a complex process. In this paper, we 
present our conceptual model design for implementing the AQoS. 

1   Introduction  

Multimedia content adaptation aims to personalise multimedia content before delivery 
to individual users. Adaptation is necessary in order to make the content universally 
accessible (Universal Multimedia Access) since different networks (of varying 
capabilities with regards to bandwidth, data loss, flow control, error control, etc.), 
devices (with varying memory, resolution, refresh rates, etc.) and users (with varying 
individual preferences, usage history, etc.) exhibit different constraints and 
requirements in terms of quality of service, communication, processing, 
presentation[1][2]. Content adaptation involves a series of processes, such as selection 
of either a single or a combination of adaptation operations and population of their 
parametric values. However, the possible combinations of such operations are 
enormous since each combination will need to be optimised in consideration of the 
network and device characteristics. Each combination will most certainly yield a 
different level of satisfaction for each user. However, before searching for optimum 
adaptation solutions it is necessary to define the search domains (i.e. which adaptation 
operations will be included and what possible values they will have), constraints (i.e. 
which adaptation operations will be excluded as being non-valid) and the evaluation 
utilities (i.e. which evaluation factor will provide one or more valid solutions). Whilst 
MPEG-21’s AQoS tool caters for all the above, it, nevertheless, does not prescribe 
how AQoS should be build during each adaptation exercise. 

The objective of this paper is to present our design of a flexible AQoS model for 
video adaptation and our algorithms for automatic AQoS implementation. Section 2 
gives an overview of R&D in the area followed, in section 3, by our approach to 
implementation of AQoS. In section 4 we test our AQoS implementation. Finally, the 
paper concludes with our view of possible future R&D. 
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2   Research Overview 

Many researchers and research practitioners have investigated various methods for 
achieving content adaptability, for example, transforming a media file by changing its 
format, scale, rate, or quality [3]. In many such cases, either a manual or an automatic 
decision-taking process is deployed to choose the right set of parameters for the 
adaptation operation(s).  [4] and [5] emphasise the density of the adaptation process 
by defining a multidimensional space of “adaptation operations, resources and utilities 
(ARU) spaces”. An adaptation operation may include a number of adaptation 
methods, such as transcoding and summarisation, and their parameter values. Each 
adaptation operation in each dimension is represented by a set of co-ordinates and a 
point of reference in the multidimensional space represents a combination of 
operations from different dimensions. The resource space includes the resources that 
are available to the adaptation process, such as a device’s display resolution, colour 
depth and bandwidth. This kind of information can be used to describe the limitation 
and optimization constraints during the adaptation process. The utility space describes 
user satisfaction values. Collectively, the ARU spaces define a complete framework 
for adaptation decision making since it can formulate a constrained optimisation 
problem involving algebraic variables from the three spaces independently of what 
the variables represent [6]. The MPEG-21 framework suggests that during digital item 
consumption, content adaptation can be utilised through a resource adaptation engine 
and/or a descriptor adaptation engine [7, 8]. 

2.1   MPEG-21’s AQoS Tool 

The AQoS tool describes the relationship between Quality of Service constraints (e.g., 
on network bandwidth or a terminal’s computational capabilities), possible adaptation 
operations that may satisfy these constraints, and associated media resource qualities 
that result from adaptation. This set of tools provides the means to trade-off these 
parameters with respect to quality so that an adaptation strategy can be formulated 
and optimal adaptation decisions can be made in constrained environments. AQoS has 
been designed in a modular way, and therefore an instance of AQoS can be 
constructed using a number of interconnected modules of UtilityFunction, 
LookUpTable or StackFunction (table 1). 

Each module allows different interpolation. Figure 1a presents a Lookuptable 
example for a media file as defined by the AQoS schema, in which a selected value 
for the filesize axis will define the value of the other two values (media colour and  
 

Table 1. AQoS Module Types 

UtilityFunction Distribution of three key factors involved in media resource adaptation:  
• constraint (e.g., bandwidth, power, display resolution) 
• adaptation operation (e.g., frame dropping, spatial size reduction) 
• utility (e.g., objective or subjective quality, such as PSNR, Distortion 
Index (DI)) 

LookUpTable Matrix representation of data and their relationship (axes and content) 
StackFunction Mathematical relationships between the variables (IOPins) 
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scale). In figure 1c we attempt to provide a logical representation of the 1a 
lookuptable example. For a utilityfunction, a logical representation is given in figure 
1b. Globally a variable (IOPin) must have the same value. The AQoS is generated for 
each media file (since it provides different values for each media file) in a media 
resource server and is delivered along with the associated media resource to an 
adaptation engine located on a network proxy or a terminal. Using semantics and 
other referencing mechanisms, the AQoS can make reference to its internal variables 
and also to other external variables (e.g. to user characteristic –UED) and be 
referenced by other tools (e.g. by a constraint in the UCD)[1].  The Universal 
Constraint Description tool (UCD) describes limitation constraints and optimisation 
objectives on the AQoS parts that affect the adaptation decisions (e.g. on an 
adaptation operation, on a quality, or constraint). This tool is indented to be used by a 
consumer or a provider so as to specify their specific constraints and objectives for 
each digital item during the adaptation. Using references and semantic the UCD can 
make reference to user environment description data, AQoS data and video metadata. 

 

Fig. 1. AQoS example  

3   AQoS Implementation 

The process for determining the best AQoS model for a digital item is fuzzy since the 
possible combinations of all the factors involved is enormous and each user might 
request content based on different type of adaptation requirements. For example, 
whilst the resource space might be constrained by bandwidth, audio bit rate, video bit 
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rate, resolution, etc. at the same time audio bit rate adjustment may also be an 
adaptation operation alongside transcoding operations such as resolution dropping, 
FD-CD, audio channel configuration, format conversion, etc. An AQoS instance is a 
space of possible adaptation operations, constraints and user preferences. The 
definition of the AQoS for a media file should capture the following (i) a suitable 
AQoS model, i.e. adaptation operations, resource constraints and user preferences, and 
(ii) a population method for the AQoS final file. For example, if resolution dropping is 
such an adaptation operation that converts the original media into a degraded version 
observing resource limitations (e.g. bandwidth) or user's preferences then the 
operation would require values for bandwidth, the frame-width and frame-height and 
the PSNR of a media file to be generated. 

Table 2 presents a conceptual and flexible AQoS model that may be used during 
audio-visual content dynamic adaptation. Whilst this instance of the model uses only 
spatial transcoding (resolution dropping) and colour transcoding (colour depth, 
Colour/greyscale) techniques, it can be easily expanded for temporal transcoding 
(adjusting the frame rate or enforcing frame dropping), code transcoding (change 
compression/ coding standard) and semantic or object transcoding (different 
transcoding for each object that has semantically different value to the user). 

Table 2. AQoS Proposed Model 

Type Description Content 
Video Utility function video track of segmentation  filesize(constraint), video-bit-rate 

(adaptation), scale or resolution dropping
(adaptation), media-colour (adaptation) 

Audio Utility Function audio track of segmentation file-size (constraint), audio-bit-rate/
number-of-audio-channels (adaptation) 

Lookup table frame width/height for each scale Scale (scale=1  w=800/h=600) 
Lookup table possible channel configuration Channel-Configuration 
Stack Function total file size = sum of audio and 

video file size 
total-file-size

Stack Function required bandwidth Bandwidth
 

Generating AQoS model values is a complex process. Assuming an AQoS model 
(e.g. the table above), there are not algorithms for calculating automatically the values 
without exercising some degree of selection. Testing possible values, initially, is 
usually necessary since AQoS usually includes many adaptation operations with each 
adaptation operation using its own “prediction” algorithms. In this paper we propose a 
multiphase automatic process for implementing the AQoS, and consequently for 
generating the model values with minimum human effort. The basic phases are as 
follows:  

• Phase 1: Video Annotation 
• Phase 2: Video Segmentation 
• Phase 3: Audio and Video Track Separation 
• Phase 4: AV Track Variation Generation 
• Phase 5: AQoS Switch Values Estimation 
• Phase 6: AQoS Construction 
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PHASE 1: Video Annotation 
Annotating the media file is inevitable because it will provide useful metadata about 
the media file under analysis and it will also assist in creating the AQoS. The MPEG-7 
file describes the video file syntactically and semantically. Consider, for instance, an 
MPEG-4 sport video clip which illustrates a soccer player kicking the ball. Its MPEG-7 
file could include metadata on the video format, the event (e.g. date, time, occasion, 
location, player name, and playing field name), the objects of interest (e.g. player, 
manager, pitch, etc.). Video segmentation is usually driven by competing factors such 
as visual similarity, time locality, coherence, colour, motion, etc. Processing each 
video segment individually requires description of its characteristics independently, 
which in turn will require different adaptation options, e.g. no audio for the first shot, 
high video quality for the second shot, etc. 

 

Fig. 2. Video Annotation 

PHASE 2: Video Segmentation 
A video segmentation algorithm identifies the shot/scene boundaries of media stream 
(phase 1). An MPEG-7 file records all metadata about each segment of the stream. 
Whilst phase 1 is only executed once for the entire video stream, phases 3 and 4 
repeat for every video segment. 

 

Fig. 3. (a) Extracting the video segments (b) audio and video track separation 
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PHASE 3: Audio and Video Track Separation 
The video segments are separated into Audio and Video tracks. 

PHASE 4: AV Track Variation Generation 
The purpose of this phase is to generate different variations of the separated AV 
tracks using a predefined AQoS model like that of table 2. In the context of the AQoS 
model of table 2, the maximum resolution will be the video original resolution (scale 
0: 1024x768). Keeping the original aspect ratio of 4:3, three more degraded scales are 
generated, i.e. scale 1:800x600, scale 2:600x450 and scale 3:400x300), which are 
used in the first lookuptable (scale/resolution). Likewise, the domain values for the 
other adaptation operation variables (IOPins) are generated, i.e. video bit rate, colour 
or greyscale. A media generator process, loads all possible variation jobs so as to 
calculate them offline and thus discover depended variables, i.e. file size, PSNR etc. 

 

Fig. 4. (a) AV Track Variation Generation (b) AQOS Switch modules generation  

PHASE 5: AQoS Switch Values Estimation 
This phase aims to construct the individual AQoS parts, by using the values 
calculated in phase 4. We use the AQoS Switch mechanism for describing 
independently each of the video segments of the original video stream, since the 
resource requirements may vary across segments. Thus, by using the AQoS switch for 
each video segment, we are able to define in a greater detail the values of adaptation 
operations, constraints and user preferences. Universal values, such as video scales, 
can be described outside AQoS switch sections, specifically in the global area of 
AQoS.  For instance, if the AQoS model of table 2 is used, each switch section would 
have two utility functions (one for video and one for audio) and consequently, the 
global AQoS would include the lookup tables and stack function modules. For each 
segment, the possible adaptations are: 

#Video Segment Adaptations = #Audio adaptation  x  #Video adaptation 
Separating the audio and video tracks enables a minimum level of variation 

production and value calculation since: 

#Segment offline calculations = #Audio adaptation + #Video adaptation 
Thus by generating m + n variations we are able to provide m x n adaptations. 
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PHASE 6: AQoS Construction 
Phase 6 is the last step of the process and assumes a successful execution of all 
previous phases. In this step, each AQoS switch is integrated into one AQoS which 
includes global structures. The AQoS model used phase 4 is being used as a template 
for generating the final AQoS for the original media file. For instance, although the 
AQoS model defines the video scale module (lookup table, table 2) with 4 or more 
scales, it does not state what the exact resolution for each scale is. The maximum 
width and height depend on the original video and are, therefore, recorded only in the 
final AQoS. The possible adaptations for the entire media stream are: 

#Total Adaptations = #Segment Adaptation1  x ... x  #Segment Adaptationn 

And the offline processing is estimated as follows.  

#Total offline calculations = #Segment offline calculations1+...+#Segment offline 
calculationsn 

Therefore, by generating m + n variations for the k video segmentations we are 
able to provide (m x n)k adaptations.  

 

Fig. 5. Final AQoS Construction 

4   Phase Implementation Using Java and Java Media Framework 

In order to demonstrate the applicability of the proposed multiphase process, we have 
implemented and tested a multilayer architecture consisting of various video and data 
processing utilities. The open architecture can be easily expanded to include 
additional modules, such as video object detection, tracking, and extraction. For the 
first phase, we have implemented an MPEG-7 annotation tool which is able to read a 
video file and display its information (i.e. frames as thumbnails, frame number, total 
frames, etc.) so a user can easily assign the video segment boundaries (see figure 6a). 
General video information such as original video resolution and average video bit 
rate, and also segmentation boundaries are recorded in the MPEG-7 file which is the 
input to phase 2. We have also implemented a number of MPEG-7 and MPEG-21 I/O 
libraries. The I/O libraries consist of many modules that are responsible for loading 
data into JAVA structures, providing processing mechanisms (search, insertion, 
deletion). These are utilised by other modules, such as the AV segment extraction. 

Phase 2 utilizes the MPEG-7 I/O library for loading the MPEG-7 file and 
furthermore it executes a video extraction algorithm for each video stream with the 
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initial parameters being the video file URL, start frame number and end frame number. 
Although the particular extraction algorithm (cut and display) and also the audio/video 
split algorithm used in phase 3 use the Java Media Framework, JMF limitations forced 
the use of the FFmpeg [9] for phase 3. FFmpeg is a very fast video and audio converter 
which is able to support various transcoding operations, file formats and protocols as 
input. However, FFmpeg is programmed in the ISO C90 language and therefore we 
had to implement a java handler (java external executer) for passing the transcoding 
options and their parametric values in phase 4. The FFmpeg output is redirected 
through Java Output Redirector module to the FFmpeg Output Transformation module, 
which cleans the output data (i.e. results, average PSNR, audio file-size, video file-size 
etc.) and creates the AQoS switch parts for phase 5. Finally the AQoS file is 
constructed utilizing the AQoS MPEG-21 library functions.  

 

Fig. 6. (a) Application GUI – Video Segmentation (b) Abstract Architecture 

5   Assessing the AQoS in a Sample Dynamic Environment 

Methods of AV quality assessment are classified into two main categories: subjective 
assessment (which uses human viewers and audience) and objective assessment 
(which uses electrical measurements). Subjective quality measurement is related with 
a number of complex entities of the human AV system such as brain and eyes and 
ears. Although, the opinion of AV quality is influenced by human factors, how clearly 
parts of the scene can be seen and whether motion appears natural and ‘smooth’, a 
viewer’s opinion of ‘quality’ is also affected by other factors such as the viewing 
environment, the observer’s state of mind and the extent to which the observer 
interacts with the visual scene. In addition, a user carrying out a specific job that 
requires attention on part of a visual scene will have quite different needs for ‘good’ 
quality than a user who is passively watching a movie [10]. Another way for 
measuring the quality of video relies heavily on objective quality measures. Two 
conventional objective methods followed for measuring the video compression 
quality are the Peak Signal to Noise Ratio (PSNR) and Peak Error Calculation. The 
limitations of the PSNR metric have led to many efforts to develop more sophisticated 
measures that approximate the response of ‘real’ human observers. The DCT-based 
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video quality evaluation and evaluation based on Spatial and Temporal Information 
(SI-TI) metrics seem to be more reliable than PSNR and Peak Error calculation. 
However no metric can be relied blindly to come up with a fair judgement. So, a 
standalone extremely reliable video metric, of course with reduced complexity, awaits 
further research. The Objective Difference Grade (ODG) and the Distortion Index 
(DI) are used to measure the quality of audio. 

To demonstrate the different video variations for video AQoS utilityfunction we 
have implemented a number of AQoS instances, using different resolution scales, 
video bit-rates, and media colour types. Using the PSNR metric in the video utility 
function, we calculate the video quality. For doing that, we need both the original 
video stream and the adapted video segment frames. Experiments have shown that by 
tuning the scale, resolution, media colour and video bit-rate, the quality of the media 
is affected. For instance, we have noted that while resolution dropping does not 
always guarantee file size reduction, it may be used by clients with limited display 
capabilities in order to achieve a better screen quality. The greyscale factor decreases 
the file size and bandwidth for greyscale devices and based on content usage bit rate 
(Kbps) will also be optimally adjusted during adaptation. Even though in our 
experiments, adapted greyscale videos have greater quality (PSNR) than colour 
videos (figure 7), it doesn’t mean that these videos are better with respect to quality. 
The reason being that we do not use the standard RGB Euclidean distance when we 
compare a colour and a greyscale video. Instead, we only calculate the difference of 
one colour since we assume that both videos use 8 bits per pixel. Furthermore, a user 
can consume a greyscale video at original resolution rather that seeing a colour video  
 

 

Fig. 7. PSNR  
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in a smaller resolution. As illustrated in figure 7, by tuning the video bit rate at lower 
resolutions (scale 2), video quality (PSNR) is negligible. Nevertheless, each 
adaptation option has different total value for each user. The user can specify their 
constraints and optimization objectives in a UCD file. 

6   Conclusions and Future Work 

The vision for MPEG-21 is to define an open multimedia framework that will enable 
transparent use of multimedia resources across a wide range of networks and devices. 
The big picture of how the suggested tools and mechanisms fit together is still not 
obvious, since the standard is still under development. In this paper we present our 
implementation of one of the most important semantic MPEG-21 tools, the AQoS. 
We have developed a flexible AQoS model for video adaptation and a set of 
algorithms for generating its parametric values. This paves the way for the design and 
implementation of an automatic video adaptation architecture that uses the AQoS, 
UCD and UED tools of MPEG-21 framework. The architecture will search AQoS 
switch parts for an optimal adaptation solution to enable an adaptation processor to 
process the description solution so as to provide the adapted video content. 
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Abstract. Context awareness is a key part of ubiquitous computing.  Recent 
middleware supporting it have the architecture to provide a context model to 
represent context information.  The middleware recognizes contexts by using 
sensed and inferred information, applies them appropriately.  This implies that 
the middleware should be able to determine all contexts of applications running.  
But since context-aware applications will be applied to wider areas and their 
number increases, it has become difficult for the middleware to determine all 
contexts needed for various applications.  To overcome this, we propose archi-
tecture providing context definition by application using shared ontology.  The 
middleware makes and maintains the shared ontology base in a ubiquitous 
computing environment.  Applications write the context decision rule describ-
ing their own context and register it to the middleware.  Then the middleware 
generates context objects to make a context decision according to the registered 
rule. If the current situation satisfies the rule, the context object notifies context 
information to a relevant application.  Our application-defined context is mid-
dleware-independent so that it can make ubiquitous computing applications 
more capable. 

1   Introduction 

In the ubiquitous computing environment, context-aware applications must adapt to 
dynamically changing environments so that users can concentrate on their tasks with-
out interference.  Applications must be aware of their contexts in the environment [1].  
There are two types of context-aware applications to adapt to current contexts: con-
text-trigger and context-query.  The context-trigger type defines contexts in which 
they operate, and perform specific behaviors whenever the current situation meets 
their context defined previously.  The context-query type acquires the necessary con-
text information during its runtime.  In this paper, we have focused on context-
triggered application. 

The context-awareness in ubiquitous computing has been studied by both academ-
ics and companies for over 10 years.  There are many examples of middleware that 
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achieve context-awareness such as SOCAM [2], Aura [4], GAIA [5], and Context 
Toolkit [6].  Each middleware has its own context model to represent context infor-
mation.  Context-triggered applications should use the specific context information of 
middleware.  Each application has interesting contexts of the target middleware, and 
writes logic using them so that it can be aware of and adapt itself to the changing 
contexts of the environment.  The middleware in most recent research generate the 
context information for all applications by sensing or inferring information.  Then 
they inform applications of the relevant context information whenever it changes or is 
requested.  Under this architecture, the context-triggered applications should be de-
veloped after the context for applications have been defined and implemented by the 
middleware.  So the application is tightly coupled with the pre-defined context of the 
middleware, otherwise known as middleware-dependent context.  

Using the middleware-dependent context is not appropriate because it may be diffi-
cult, if not impossible, for the middleware to represent all contexts for ever increasing 
context-aware applications. The limitation of context scalability hinders context-
aware application development.  To make matters worse, if a new application is de-
veloped or an existing application should be changed in terms of using context, the 
middleware also might need to be modified.   

To overcome problems from the middleware-dependent context like tightly coupled 
context decision-making and limited context scalability, we introduce the application 
context which means the context defined by an application. The application context is 
described as a set of ontology-based rules.  Ontology is a common knowledge that 
represents all information of the ubiquitous computing environment [1, 2, 3]. It is shar-
able between the middleware and applications so that application developers can make 
rules to define application context without being dependent on a specific context model 
of middleware. The context-aware applications using application context is somewhat 
similar to context-aware services by pre-defined rules in SOCAM [2], but the differ-
ence is that applications using application context receive dynamically changing con-
text information from middleware according to the results of rule evaluation while 
context-aware services use just pre-defined information in the rule.  To adapt to  
dynamically changing contexts, applications should be able to receive dynamic infor-
mation according to context changes. 

The application should acquire interesting ontology information to make its own 
context decision by polling or asynchronous notifications from the middleware. The 
frequent communications between application and infrastructure may be a disadvan-
tage, as is the computation overhead of an application to determine the context.  As 
such, we have considered the delegation of making application context decisions.  The 
application delegates the decision responsibility to the middleware by providing a rule 
set to evaluate.  This rule set resides in the middleware and monitors the interesting 
contexts for applications by evaluating various pieces of simple context information.  
When the rule set is satisfied, the middleware notifies the interesting application. 

To achieve our key ideas on the application context and the delegation of making 
context decisions, we propose a new middleware architecture making context decision 
according to a set of rules for application context.  A context-triggered application has 
a context decision rule which defines its own context that an application wants to use.  
The context rule is written using a middleware-independent formal language based on 
the shared ontology.  Our proposed middleware generates a context object per appli-
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cation to make a context decision according to the context decision rule given by an 
application.  The context object provides the application with dynamically changing 
contexts whenever a current situation satisfies the rule. 

In Section 2, we describe the application context and shared ontology.  We present 
our proposed architecture in Section 3.  Then we show an application example in 
Section 4.  Lastly, in Section 5, we summarize the findings and provide a conclusion. 

2   Application Context and Shared Ontology 

The application context is the context which a context-triggered application is inter-
ested in.  Context-triggered applications behave specific alls when a current situation 
in environments is found to be interesting.  The Labscape application of one.world 
infrastructure defines application context as user’s location changes so that it transfers 
experimental data to a computing device around a user whenever a user moves to a 
new location [5].  The application context is described by using a rule set based on 
shared ontology and determined by middleware.  The rule and determination for the 
application context will be presented in the next section. 

The shared ontology represents all information of a ubiquitous computing envi-
ronment as sharable vocabularies.  The middleware maintains the shared ontology on 
its environment and the application describes the rule for application context using 
instances of shared ontology.  Recently, Semantic Space, SOCAM, and CoBrA have 
introduced the ontology to support knowledge sharing and context reasoning [1, 2, 3].  
They also have developed their middleware using semantic web technologies  
like OWL [7].  The key idea here is the ontology-based context modeling that repre-
sents the vocabularies of sharable context information about the dynamically chang-
ing situation in a ubiquitous computing environment.  Standardized ontology for  
 

 

Fig. 1. Shared Ontology 
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ubiquitous computing is the first step and now being created [8], as there is currently 
no common ontology.  We have used our own ontology-based context modeling for 
application context as a result. 

Our ontology model has 4 classes: environment, object, space, and activity.  The 
environment class represents computing and natural environmental information.  The 
object class represents information of all objects in a ubiquitous computing environ-
ment, which includes computing devices like display devices and persons like stu-
dents.  The space class represents domain information like rooms and buildings.  The 
activity class represents human activities in a specific domain like lectures and meet-
ings.  The relation between each class is described as properties.  For example, an 
instructor having a lecture is expressed by a hasLecture property between instructor 
class and lecture class.  Figure 1 shows our ontology model. 

3   UTOPIA Architecture for the Application Context 

In this section, we describe the architecture of middleware for supporting the applica-
tion context, to be called UTOPIA (UbiquiTous cOmPutIng Architecture).  UTOPIA 
allows each application to define middleware-independent contexts using shared on-
tology so that it can help developers create applications easily. 

3.1   Overall Architecture 

Our UTOPIA architecture consists of the following 5 components as shown Figure 2: 
Context Register, Context Object Generator, Shared Ontology Base, Ontology Event 
Provider, and Ontology Provider.  The Context Register authenticates applications 
and accepts an application’s context rules.  The Context Object Generator generates 
an application-specific context object which evaluates the application’s context rule.  
The Shared Ontology Base stores all context information in environments.  The Event 
Provider signals context objects to re-evaluate a context rule whenever context infor-
mation which context objects are interested in changes.  The Ontology Provider wraps 
sensed or predefined information into context information, and provides the Shared 
Ontology Base with the information. 

In terms of the steps of operation, an application first describes its application con-
text using rule-based shared ontology and then registers the rule to the context register 
in the infrastructure.  After authenticating an application, the context register hands it 
to the context object generator to generate an application context object.  The context 
object generator makes the ontology event list to acquire dynamically changing ontol-
ogy and registers it to ontology event provider.  If the event rule is registered success-
fully, the application context object can subscribe asynchronously to the change of 
ontology instances which are used in its context rule.  Whenever new information is 
received, the application context object evaluates whether changed situation meets the 
rule described in the context register.  If the situation meets the rule, the application 
context object will notify an application of the context through context notification 
messages.  The ontology provider stores sensed information from various and diverse 
sensors and pre-defined information into a shared ontology base.  Simultaneously, the 
ontology provider should asynchronously inform the ontology event provider of the 
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fact that ontology instances have changed in other words, that the situation of the 
environment is changed.  Then the ontology event provider publishes those events to 
the related application context objects, so the application context object receiving 
ontology events can be aware of the situation change and can re-evaluate whether the 
changed current situation meets the rule. 

 

Fig. 2. UTOPIA Architecture for the Application Context 

3.2   Context Decision Rule 

The context decision rule is a set of rules to define the necessary application context.  
We use a human readable and horn-like form to be read easily.  The context decision 
rule has the form: antecedent => consequent. The antecedent contains a sequence of 
conjunction of atoms written a1 ^ … an.  Atoms are classes representing sharable 
ontology between middleware and applications in ubiquitous computing environ-
ments.  Variables in the rule are prefixed with a question mark, e.g., ?x for variable x.  
The consequent is an application context statement that will be notified to an applica-
tion when the result of antecedent evaluation is true.  

Table 1 shows an example of the context decision rule of the ULecture application 
described later.  This application’s context is that lecture starts when an Instructor 
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enters a lecture room.  The isIn (?x, ?y) atom is a property between a person and a 
space which represents a person x in a space y.  The Instructor (?x) atom refers to 
person x’s identity as an instructor, and the LecutureRoom (?y) atom means that the 
space y person x enters is a lecture room.  If the antecedent of the context rule below 
is true, consequent, “Lecture start,” is notified to the ULecture application with names 
of instructors and rooms 

Table 1. Context Decision Rule Example 

horn-like context decision rule: 
isIn(?x, ?y) ^ Instructor(?x) ^ LectureRoom(?y)  =>  Lecture_start 

Semantics: 
When someone enters a specific space, 
 If (someone is an instructor and space is a lecture room)  
 Then a lecture will start 

3.3   Context Register 

The context register waits for a request from an application and authenticates the 
application with the ID and password.  The first step of an application is to contact the 
context register of middleware.  To do this, we have implemented a simple context 
register discovery protocol similar to DHCP.  After finding the location of the context 
register, with an IP address and port number, an application starts the authentication 
process.  If the authentication is successful, an application can register its context 
decision rule to the context register.  After verifying the registered rule’s syntax, the 
context register then hands the context rule and application’s location to the context 
object generator.  

3.4   Context Object Generator and Event List 

The context object generator has two roles: the first is to generate the application con-
text object, and the second is to make the event list for the ontology event provider to be 
able to notify the dynamic change of the environment to the application context object.   

The event list for each application consists of the ID indicating an application con-
text object and ontology properties described in the context decision rule.  Whenever 
environments change, instances of ontology property also change.  To recognize the 
change of environments, the application context object acquires events for property 
instances’ change according to event lists.  The ontology event provider monitors 
continuously the instances of ontology properties described in the event list. 

3.5   Application Context Object 

The application context object makes a context decision and responds to a context 
query from context-triggered applications.  All applications should have one context 
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object which is responsible for their context decisions and queries.  Each context 
object stores a set of rules describing application context, and listens to ontology 
instances’ changes and query requests.  The context object is generated when an ap-
plication registers rules to middleware and terminated when the application is over.  
The functions of application context object are shown in Figure 3. 

 

Fig. 3. Functional Architecture of Application Context Object 

The context object evaluates the rule set whenever an environment changes and 
makes a decision about whether a relevant application is interested in current context 
or not.  The context object listens to events from the ontology event provider.  When 
receiving events, the context object evaluates conditions in the rule’s antecedent part.  
The conditions are converted to query statements to query values of ontology in-
stances by a query engine.  If the result of a query is false, the context object deter-
mines that the current context is not the relevant application’s context of interest.  If 
the result has one more value, the context object determines that current context is the 
application context and notifies the application context including result values to the 
relevant application.  The application can adapt itself to dynamically changing envi-
ronments by behaving according to application context notified by the context object. 

The context object accepts the request for a context query from a relevant applica-
tion.  After receiving a query statement, the context object performs immediately the 
query through the query engine and transfers results to the application.  The applica-
tion then makes and delivers a query statement to the context object.  Figure 3 shows 
the function  

We have implemented the context object as a java object that evaluates the context 
decision rule.  The antecedent of the context decision rule is actually converted into a 
query statement which conforms to Bossam’s syntax in the Context Object.  Bossam 
is an OWL inference and query engine [9].  To make a context decision, the context 
object performs the converted query using the Bossam engine.  For example, query 
statement to the antecedent of the rule in Table 1 is “query q is isIn(?x, ?y) and In-
structor(?x) and Room(?y);.”  The response of the query execution would be false or 
instance list of variable x and y meaning that the antecedent of rule is true.  If the 
response is not false, the Context Object informs the corresponding application of the 
context including the query results.  The query results of Bossam are a little verbose 
so we make it simple as a list of “variable=value” like “x=student_0 x=student_1.”  
The statement for context query is the same as shown in the above example.  For 
example, a query for a list of students at room 410 can be described as “query q is 
isIn(?x, room_410) and Students(?x);”. 



 A Middleware Architecture Determining Application Context Using Shared Ontology 135 

 

3.6   Ontology Provider 

The ontology provider stores sensed or pre-defined information into the shared ontol-
ogy base.  The sensed information is obtained from various and diverse sensors  
deployed in a ubiquitous computing environment.  The pre-defined information is 
obtained through database or files stored manually.  The semantic web technology for 
ontology does support knowledge sharing, query, and reasoning well, but do not sup-
port asynchronous events [7].  As such, we have added another role into the ontology 
provider.  When storing information into the shared ontology base, the ontology pro-
vider generates the ontology event and notifies the ontology event provider if the 
instances of ontology are changed. 

3.7   Shared Ontology Base 

The shared ontology base provides consistent context knowledge storage.  As de-
scribed, we have a context model having 4 classes.  UTOPIA maintains a file as the 
shared ontology base.  The shared ontology stores instances’ values into a file which 
can be accessed by all context objects that evaluate their rules.  We used the Protégé 
ontology editor to build context modeling and create an OWL file, and update in-
stances’ values by using API of Jena [10] and Protégé OWL plugin [11].  

3.8   Ontology Event Provider 

The ontology event provider lets the application context object know of environ-
mental changes.  The ontology provider receives ontology events issued from the 
ontology provider and also maintains event lists from the context object generator.  
Ontology events have instances’ values changed.  The event list presents ontology 
instances which the application context object monitors.  According to the event list, 
the ontology event provider determines which application context object it should re-
deliver events to when ontology events are received. 

4   ULecture Application Example 

In this section, we show a context-triggered application, ULecture, using middleware-
independent application context.  It proves that our proposed application context 
makes application development easier and simpler. 

ULecture is an application for lecture room in a ubiquitous computing environ-
ment.  ULecture defines the application context as the rule described in Table 1.  The 
rule says that if an instructor enters a lecture room, then the application context is 
notified to the ULecture application.  After simple authentication processing, the 
ULecture registers its context decision rule to the context register.  If there are no 
problems in rule verification, the context register delivers the rule to the context ob-
ject generator to generate a context object for the ULecture.  The context object gen-
erator also makes event list to register it into the ontology event provider.  When a 
sensor at the door senses someone entering a room, the ontology provider adds prop-
erty instances, that is isIn (Mr. J, Room_401) in shared ontology base, and at the same 
time notifies ontology events to the ontology event provider.  Because isIn property of 



136 K. Jeong et al. 

 

shared ontology changes, the ontology event provider notifies this change to the con-
text object for the ULecture.  Then the context object re-evaluates the context deci-
sion rule.  If Mr. J is an instructor and Room 401 is a lecture room, then the result of 
rule evaluation is “Instrucutor=Mr. J LectureRoom=401.”  The context object then 
notifies the application context, “Lecture starts” with the result of rule evaluation to 
the ULecture.  After receiving an application context notification, the ULecture per-
forms actions to provide services like downloading a lecture material and projecting it 
on a beam projector.  Figure 4 shows the steps described above.  Under UTOPIA 
architecture, application developers simply know how to describe their context deci-
sion rule based on shared ontology to receive application context asynchronously. 

 

Fig. 4. ULecture Application Example 

5   Conclusion 

We proposed the UTOPIA architecture for supporting application context.  In our 
architecture, applications define their context of interest as a rule based on shared 
ontology and register it to delegate its evaluation to UTOPIA.  To define application 
context, we introduce the context decision rule to be written using horn-like rule 
based on shared ontology.  
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We expect that UTOPIA will help to overcome problems from middleware-
dependent context like limited context scalability and tightly coupled context deci-
sion-making.  An application developer who wants to develop new context-aware 
applications can define simply an application context rule based on the classes and 
properties of the shared ontology for a new context.  As a result, UTOPIA provides an 
easy way to develop context-aware application without understanding of internal 
structure of the middleware. 
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Abstract. This paper discusses concepts, the design and prototype implementa-
tion of a context-aware policy system that governs mobile services visibility 
and execution in pervasive computing environments. We view a pervasive envi-
ronment as a collection of mobile users, mobile services, contexts, policies and 
roles. Applicable policies are selected depending on the context of users i.e., lo-
cation, activity and the user’s role, and policies determine what services one can 
see and access in different contexts. Our approach provides a generic context-
based regulated mobile services execution model, applicable to different perva-
sive domains (e.g., a Campus domain).  

1   Introduction and Related Work 

As a pervasive system often consists of a number of entities (e.g., many users, rooms, 
etc), balancing control given to one user (entity) by considering other entities’ activi-
ties or situations is important. This becomes paramount in pervasive environments, as 
users tend to be on the move (i.e., from one geographical location to another) and are 
allowed to access services or perform actions on the service at any time and any place 
that the user visits. The flexibility and convenience given to a user to access and per-
form actions on the service need to comply with a current and relevant global policy 
specified by the system (or a space).  

An approach to enforce an access control for mobile services is by having a sensor 
system (e.g., a location sensing system). For example, if the owner of the room (e.g., 
user A) is not in her room, the system automatically allows visitors to start any ser-
vice at room A, and when, the system detects user A is approaching the room, the 
system then prohibits visitors from starting any service or warns visitors that the run-
ning service need to be stopped (as the owner requires a quite working environment to 
focus on the work). This approach is simple to implement and maintain, as no policy 
rule is required. It proactively starts/stops services depending on the owner’s current 
proximity (that is retrieved from a location sensor system). However, it does not sup-
port complex situations such as: (a) what happens if I only allow visitors with the 
same level of role to start the service, (b) although I am not in the room, I do not al-
low them to start any service unless, they are my students. The above more complex 
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situations can be realized with the use of policy or rule that specifies what activities or 
actions that a space allows, or prohibits visitors from doing so in particular contexts.   

Integrating a context-aware system with a policy subsystem offers several advan-
tages such as the system or space having control over users’ (e.g., visitors’) behav-
iours in accessing services in particular contexts and hence, can limit conflicts that 
may occur between users who are trying to access the same service (e.g., a music 
service) on the same shared resource device with different actions (e.g., one wants to 
stop and another wants to start the music service). It also restricts users from perform-
ing prohibited actions at specific contexts.    

Many existing policy projects focus on security based notions [1,2,3], where is de-
fined a set of activities that an authorised user can do (permission), can not perform 
(prohibition) and must perform (obligation) within an organization depending on the 
position or level that the user has, often called role based access control [4].   Our 
initial policy work has been discussed in [8], where we illustrate the usefulness of 
having policy to govern the execution of mobile Media player service (that is based 
on the user’s contexts such as: location, identity, day and time). There are a few limi-
tations in our initial policy design, where (a) the policy is not reusable across spaces, 
(b) the policy only controls the user’s execution (not the service visibility), (c) the 
policy is limited to a user’s preferences, we have not taken into account the environ-
ment or space policy, (d) it has not taken into account the logic of norms (i.e., permis-
sions, obligations and prohibitions given to users in particular situations), (e) the 
 policy only targets certain users (e.g., does not have a concept of role), and does not 
have a space concept (a space can be a public or private space).  

This paper greatly extends our initial idea, where not only service is aware of the 
user’s context, but, also the policy. In this version, policy can be used to govern and 
control the behaviours of entities in accessing mobile services (e.g., service visibility 
and actions allowed) in specific contexts. We are not only controlling access to de-
vices if accessed via services (e.g., whether a user is permitted to use the power point 
presentation program on machine A or whether a user can modify the log file on com-
puter A), but also regulating the behaviours of services (not only access but also exe-
cution).  Also, we note that such regulation (consists of permissions, obligations and 
prohibitions) itself depends on the context. We also incorporate much richer contexts 
(than in our previous work) such as a user’s identity, current location, day, time and 
activity.  In addition, our policy design also supports different levels of users (based 
on their roles); is reusable in different spaces; supports much richer target entities 
(i.e., not only a user but also a system and space). 

In our work, a mobile service is a software tool that provides assistance to users to 
complete their daily tasks. For example, a Mobile pocket pad service [6], a Mobile 
teleporting service [7], an Auto task service and a Mobile media player service [8].   
Many existing policy work in pervasive environments focus on different types of 
context such as context of an agent [13], and security [5, 14], rather than context of 
the user, and does not deal with mobile services. Two closely related policy projects 
that use policy and services are Active Space [12] and Task Computing project [9] 
that uses Rei Policy Language [10]. However, the purpose of policy here is different 
from our work. They employ policy to ensure that users only use and access resources 
(i.e., devices) in authorized ways within a space, but we also use policy to impose 
required service behaviours. In addition, the policy in our work determines what  
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services one can see and access in different contexts. The policy itself is context- 
aware, in which, different policies will be applied (enforced) in different situations 
(contexts) in pervasive environments. For example, our system only prohibits students 
to access lecture note service during exam time, other times (before and after the 
exam), the user is able to access all services as per normal.  

This paper discusses the idea, concept, and prototype implementation of regulated 
context-aware mobile services execution in the context of the implemented Mobile 
Hanging Services (MHS) framework. The rest of this paper is organised as follows. In 
section 2, we discuss main requirements and issues for building context based policy 
systems. In section 3, we provide our conceptual model. In section 4, we discuss an 
implementation of MHS. In section 5, we discuss our performance result. In section 6, 
we conclude the article and present future work. 

2   Background on Policy 

There are several main roles of a policy (access control) in pervasive environments:  

(a) to define the visibility of services in particular context i.e., two users with different 
roles may see different services available in the same context.  

(b) to constrain the behaviours of foreign agents or visitors accessing services in the 
user’s room (i.e., to protect a user’s privacy and give the owner of the room the 
ability to control the activities of visitors in his/her room).  

(c) to help users to perform a task automatically within a certain situation (i.e., a pol-
icy rule can say “automatically start the music (service) at 12:30PM at room A, 
playing The First Noel”).  

(d) to control the behaviours of entities in executing a service, especially a shared 
resource service, in which there are multiple users try to control the execution of a 
service with different interests (i.e., one user wants to start music A, but, another 
user wants to start music B on the same embedded music device). These differ-
ences lead to a conflict and require a resolution. The conflict can be avoided and 
limited by assigning different level of control to different users (e.g., a user with 
higher level role can see any service, but a user with lower level role can only see 
certain service.   

Several issues specifically in designing policy in pervasive environments are: 

a. Users are always on the move and more context information need to be collected 
before applying the right access control. 

b. Many conflicts may occur in pervasive environments, due to more contexts used, 
mobility of users and services.  The conflicts need to be detected and resolved in an 
appropriate manner seamlessly with minimal or without user intervention [11].  

3   Conceptual Overview  

We model our policy system where the policy enforcement depends on the user’s 
current contexts (e.g., location, activity, day, and time). For example, when a user 
enters a campus domain such as the entrance of the campus, the campus policy is 
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applied. When the user enters Blackwood building, the building policy is applied and 
when the user enters a lecture hall, then the lecture hall policy is applied. Note that a 
lecture hall might also have different policies at different times and occasions. 

We now discuss seven main elements of our system:  

a. Policy objects. Policy objects are based on the logic of norms for representing the 
concept of rights, obligations and prohibitions in our system.  Right (R) refers to a 
permission (positive authorization) that is given to an entity to execute a specified 
action on the service in the particular context. Obligation (O) is a duty that an entity 
must perform in a given context. Prohibition (P) is a negative authorization that does 
not allow an entity to perform the action as requested.  
b. Mobile services. Mobile service refers to a particular service that the user wants to 
execute (e.g., a mobile pocket pad service, mobile VNC service, etc.).  
c. Actions. Currently, there are four actions, which are commonly used in our system. 
These are start, stop, pause, and resume. We generalize and group the action accord-
ing to its purpose. For example, in Media Player Service, we have “a play button” to 
start the music, but, in Mobile VNC service, we have “a start button” to begin tele-
porting. These “start” and “play” actions have the same meaning and purpose (to start 
the service) though it is called differently from each service. 
d. Contexts (domain constraints). Contexts are conditions that must be met before a 
list of services can be displayed on the mobile device or before the user’s request to 
perform an action is approved. Currently, contexts in our work consist of a user’s 
identity, location, activity, day and time.  
e. Role. Role is associated with a level of privileges that determines the actions that a 
user can perform and the visibility of services in particular contexts. Depending on 
the role that the entity has, s/he may have different privileges in executing the service. 
For example, a user with higher role can do more things and have more services 
available compared to the user with lower role. In our system, we classify users into 
three different roles: a super entity (e.g., a head of school), power entity (e.g., staffs) 
and general entity (e.g., undergraduate and postgraduate students).  
f. Space Policy. One space policy (e.g., room A’s policy) in a system may be differ-
ent from another space policy (e.g., room B’s policy). This all depends on the purpose 
and activity that is currently running in the space. Two types of space in our system 
are:  
(i) Public space such as a tea room, a seminar room, an exam room, etc. The policy 
for a public space is written by a developer (system entity) and is bound to all users 
who enter a public space. The system entity controls users’ behaviours in accessing or 
executing services in the public space.  
(ii) Private space such. The private space policy is written by the owner of the room. 
All visitors (including colleagues) who visit a private space (e.g., Alice’s room) are 
bound to rules specified by the owner of the space and so, they are not allowed to 
execute any service or perform any action if not permitted by the owner of the space. 
This is useful, as in some situations an owner would like to be in control of all visi-
tors’ behaviours in her space (e.g., during study hours, no services can be played). 
g. Target entity. A user is an active entity that is always on the move (able to move 
from one geographical place to another). By default, the space (i.e., public space or 
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private space) imposes on the user certain rights (denoted by spRu), obligations (spOu) 
and prohibitions (spPu) for each physical location in the system based on the users’ 
role and current activity. On top of this default space policy, users can also specify a 
set of obligations to the system (denoted by uOsp), created via a user policy application 
that we have. Imposing a set of obligations on the system is a means for the user to 
have the system perform tasks automatically on behalf of the user at a certain location, 
day and time. This then helps to reduce the user’s task especially if there is regularity 
in the user’s activities [5]. Our system also checks for the conformance of uOsp against 
the permission that the space gives to the user in that specific location. This is to ensure 
that the uOsp is still within the scope of the user’s permissions.  

Policy Language Design 

In designing a policy language, it is important to balance the convenience and com-
pliance aspects, where a system has control over users’ actions or activities, but does 
not overly restrict or control users’ behaviours.  This is possible by specifying rule per 
activity, in which only at certain occasions, the space will be in control. Ideally, the 
end-user would still be able to access services as per normal in all public places and 
circumstances, and only in some situations (e.g., during exam or meeting time), the 
space takes full or partial control over the service from users (e.g., allowing users to 
perform certain actions on the service or prohibiting users from performing any action 
on the service) as illustrated in Figure 1 below.  

In addition, our policy design also takes into account the reusability aspect, in 
which the policy is stored on the server side and can be shared with other spaces in 
the system. This is possible, as in creating rule per activity, we do not explicitly spec-
ify the context information (e.g., space/location as well as the exact date and time of 
when and where the activity occurs). Instead, we store this context and activity map-
ping in an external file (see Figure 2 below). The mapping here works like a booking 
system, where it stores the user’s schedule (in this case the owner of the space’s or the 
public space’s activities). The system then refers to this location_activity document to 
have an idea of the activity running in the space. After that, it retrieves the relevant 
rule that matches this activity. It then enforces the rule to all users who visit the space 
when the contexts elapse. 

This activity information can also be retrieved from sensing devices installed in the 
environment (e.g., using smart camera that could detect the user‘s activities and 
movements). We will continue to integrate this smart sensing device into our contex-
tual system in the future. The followings are a sample of a space policy document in 
an XML language based on activities that may occur in a space (as illustrated in Fig-
ure 1 below). We also give a sample of how the mapping between location, activity, 
day and time in our system (see Figure 2 below).  The mapping and policy are created 
by the developer or owner of the space. The mapping is done per space (to customize 
the activities that may occur in the space), but, a generic policy rule can be shared. 
The advantage of separating the rule and context details is the rule does not have to be 
changed when the activity and contexts change, only the mapping needs to be updated 
when there is a new event or modification of an existing event. The rule can also be 
re-used by other spaces which have the same activity. This is possible as we have a 
consistent naming of activity throughout all spaces.  
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In a case, where the activity at certain day/time is not specified in the mapping 
document (e.g., between 12-1PM and after 2PM as shown in Figure 2 below), the 
system then looks for activity name=”any” in the policy rule. During this time (activ-
ity=”any”), all visitors are given flexibility to access any service and perform any 
action. This then balances the convenience and compliance aspects in our system, 
where the space is only in control at some situations (activities), and the rest users 
could still access services as per normal. In addition, “any” on service allowed means 
any service as described in the user’s preferences for that particular contexts, “any” 
on action means any action that a service supports (e.g., a media player service has 
start, stop, pause and resume actions). “None” simply means no services will be visi-
ble or no actions are allowed at certain activity. 

  <Rule> 
   <Activity name="Meeting"> 
   <Has policyObject="Right" by="System" on="General_User"> 
        <Service allowed="Mobile Pocket Pad Service"> 
     <Action allowed="Any"/>   
  </Service> 
   </Has> 
 
   <Has policyObject="Obligation" by="System" on="General_User"> 
  <Service obligated="any"> 
     <Action obligated="stop"/>   
  </Service> 
   </Has> 
 
   <Has policyObject="Prohibition" by="System" on="General_User"> 
  <Service prohibited="any"> 
            <Action prohibited="any"/>   
  </Service> 
   </Has> 
   </Activity> 
 
   <Activity name="Any"> 
   <Has policyObject="Right" by="System" on="General_User"> 
        <Service allowed="any"> 
     <Action allowed="any"/>   
  </Service> 
   </Has> 
 
   <Has policyObject="Obligation" by="System" on="General_User"> 
  <Service obligated="none"> 
     <Action obligated="none"/>   
  </Service> 
   </Has> 
 
   <Has policyObject="Prohibition" by="System" on="General_User"> 
  <Service prohibited="none"> 
            <Action prohibited="none"/>   
  </Service> 
   </Has> 
   </Activity> 
</Rule> 

Fig. 1. A sample policy document 
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<Location_Activity for="RoomB530" createdBy="Alice"> 
 <Activity_Details day="Monday" time="9-12PM"> 
  <Activity name="Meeting"/> 
 </Activity_Details> 
 <Activity_Details day="Monday" time="1-2PM"> 
  <Activity name="Out to lunch"/> 
 </Activity_Details> 
</Location_Activity> 

Fig. 2. A sample location_activity mapping document 

4   Prototype Implementation 

The system consists of users with handheld devices, a desktop machine for executing 
a shared resource service, a Web service that determines the location of a user, a set 
of location-based services and policy functionalities that are published via the system. 
Our policy implementation is developed on top of our previous mobile services proto-
type [6]. The policy software components only get called when the service interface 
has been displayed and the mobile user is requesting to execute a certain action on the 
service i.e., by clicking on the start button on the media player service interface on the 
mobile device1. Our policy implementation is modular, interoperable and scalable. 
We separate the policy tasks according to its functionality i.e., we have a separate web 
service method for policy interpreter, conflict detection, resolution and manager. 
Hence, we only need to update a single component (i.e., the context collection com-
ponent) if there is a new context added in the future.  In addition, we also separate the 
policy implementation from the services (or their mobile code) implementations and 
store the policy specification on the server side. This allows our system to easily add 
additional services in the future and we may need to have only one policy document 
for all services or applications that we have in the system. Moreover, as we create 
each of our software components as web services, this makes our software functional-
ities accessible in disparate platforms and languages. Figure 3 below describes in 
detail on how our policy mechanism works. 

The steps in Figure 3 are: 

1. Request an action (e.g., start) on a service 
Once the service interface is displayed on a mobile device, a mobile user can request 
to start a music on a media player service by clicking on the “start button”. When 
there is a request from the user, the mobile client query manager then passes this 
query on to a policy manager (i.e., to decide whether or not the user is permitted to 
start the service with a particular song name).  
2. Call the policy interpreter 
There are a few steps needed to be performed by a policy manager in order to answer 
the user’s query such as calling the policy interpreter to collect information regarding 
the user’s current context and the relevant policy documents.   

                                                           
1 One could also think, a mobile user interacts with music device that is embedded on the wall 

via voice command. A policy mechanism gets called once, there is a request from a user to 
perform certain action on the music service.  
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Fig. 3. MHS Policy implementation 

3a. Retrieve the context information 
First, the policy interpreter contacts the context collector to retrieve a user’s current 
context information such as location by calling the Ekahau location server, activity  
(e.g., having an exam, giving a presentation) by calling the booking system Web ser-
vice and other contexts used in the system (e.g., current day, time and a user’s iden-
tity). The booking system keeps track of the user’s location-activity information (e.g., 
what and when an activity occurs). The updated current day and time are obtained by 
checking the current system day and time. The user’s identity is retrieved from the 
login form, once the user logs on to the system.  
3b. Retrieve the entities’ policy documents 
Once, the system manager receives all context information from context collectors, 
this information is then passed on to a policy manager to find the relevant policy in-
formation based on the user’s current context. The policy manager then interprets and 
caches the relevant policy decision result on the server side for future re-use (e.g., for 
other users who have the same role and context). The policy decision specifies list of 
services that a user can access as well as list of actions that can be performed. 
4. Run time policy decision checking  
Our system employs a group checking mechanism, in which, policy checking does 
not need to be done on each action requested, but is done on a group of actions. 
Checking per action is redundant and may not be necessary due to: (1) users may 
click on the same action more than once, and (2) for some services (e.g., mobile VNC 
service, allowing users to start the service, would also require a permission to stop the 
service, and on presentation service, allowing users to navigate the slides forward, 
would also require a permission to navigate backward).  As a result, the user would be 
able to see the executed action immediately (with minimum delay). In policy check-
ing, a requested action is only allowed if there is permission given by the space. If no 
permission is given (e.g., permission does not specify the requested action), this sim-
ply means the requested action is not allowed and hence, the policy manager does not 
need to check on the prohibition.  
5. Call the conflict resolution 
If there is any conflict detected in steps i, ii, iii, or iv above, this conflict detection 
result will be passed onto the conflict resolution to be resolved. Our conflict  
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resolution resolves all conflicts detected and caches this resolution result for future 
re-use.  
6 & 7. Send the result to the policy manager and back to the client manager or 
call a policy execution. 
If no conflict is detected, the conflict detection module then sends a message to the 
policy manager (i.e., allowing user A to execute the specified action as no conflict has 
been detected, and so, no resolution is required). This then calls the policy execution 
service to perform a specified action on the service (i.e., start playing “First Noel” at 
any nearby desktop machine at room A). However, if there is a conflict, and the result 
stated that the user is not allowed to perform the specified action, the policy manager 
then sends back a message to the mobile client manager.  
8. Update the index policy 
The index policy database only gets updated when there is a permission to perform an 
action, and so, the state of service is changed accordingly  (i.e., changing the state of 
the service from idle to “running” or from “running” to “not running”).  

Our policy performance evaluation has been discussed in detail in [11].  

5   Conclusions and Future Work 

We have presented a context-aware policy model for context-aware mobile services 
access and execution, which can take into account the preferences of different users 
and spaces (or their owners/caretakers). Not only are services offered to users context-
dependent, but the policy for regulating the services are also context-dependent (e.g., 
different policies for different spaces, and perhaps even for different times in the same 
space). Future work involves iterating over the conceptual design, as well as investi-
gating approaches to improve the efficiency and the effectiveness of the prototype 
implementation: (a) security in transferring the policy file, (b) integrity of a cached 
policy file on the user’s mobile device.  
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Abstract. In this paper we present a design approach and a software framework 
for building physical hypermedia applications, i.e. those mobile (Web) applica-
tions in which physical and digital objects are related and explored using the 
hypermedia paradigm. We show how we extended the popular MVC metaphor 
by incorporating the concept of located object, and we describe a framework 
implementation using Jakarta Struts. We first review the state of the art of this 
kind of software systems, stressing the need of a systematic design and imple-
mentation approach; we briefly present a light extension to the OOHDM design 
approach, incorporating physical objects and “walkable” links. We next present 
a Web application framework for deploying physical hypermedia software and 
show an example of use. We compare our approach with others in this field and 
finally we discuss some further work we are pursuing. 

1   Introduction 

A physical hypermedia (PH) application is a kind of ubiquitous software in which the 
mobile user can explore real world objects using the hypermedia paradigm. In these 
software systems, physical objects are augmented with digital information in such a 
way that when the user is in the vicinity of an object, he can access the additional 
information. Besides, physical objects can be seen as nodes in a hypermedia network; 
the user can follow a link to navigate to other related objects, either virtually, e.g. 
when the links are implemented using a Web browser, or physically by moving to the 
target object. 

A simple example is a mobile tourist guide. When the user is in front of a monu-
ment he can read information about the monument in his mobile device (e.g. in a Web 
page); he can also explore the digital hyperspace by navigating to other related docu-
ments. Some links, however, may point him to other tourist spots in the same city. 
Instead of navigating in the usual digital way, he has to “walk” the link [9]. The soft-
ware system may react to his intention to navigate by providing him a map showing 
the best way to access the target place. Notice that this application behavior, while 
somewhat similar to existing families of location-based services, is completely based 
                                                           
* This work has been partially funded by Project PICT 2003, Nro 13623, SeCyT. 
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on the well-known ideas of hypermedia navigation that became popular with the Web. 
It is not surprising then that the physical hypermedia paradigm has been considered to 
be a good vehicle to integrate the Web and the world [8] and as a tool to improve 
collaboration in a social setting [3]. 

We have been working on different aspects of the PH applications’ life cycle. In 
[6] we presented a modeling and design approach that allows a high-level specifica-
tion of the intended functionality of a PH application. In [5] we analyzed a more 
complex engineering aspect of this kind of software: how to clearly decouple the most 
critical concerns that designers face when building PH software. We defined the con-
cept of concern-driven navigation to support the user while exploring different appli-
cation themes and to clearly separate digital from physical navigation. 

In this paper we present a software framework that allows seamless implementa-
tion of PH applications. This framework, which implements an extension of the popu-
lar MVC metaphor, has been built on top of the well-known Jakarta Struts [16] Java 
infrastructure and therefore can be easily used by Web application designers.  

The main contributions of this paper are the following:  

• We present a reusable software substrate that supports the main abstractions in 
the PH paradigm,  

• We show how to integrate this framework with a modular design approach 
thus covering the full PH software life cycle.  

• By describing the implementation of a simple application we introduce a set of 
good design practices that help the implementer to cope with the difficulties 
that arise while building this kind of ubiquitous web software 

The rest of the paper is organized as follows: In Section 2 we describe the require-
ments of an implementation framework for PH and present some background con-
cepts needed in the rest of the paper. In Section 3 we present our extension to the 
MVC metaphor and describe our framework implementation. In Section 4 we present 
an example of use of the framework. In Section 5 we compare our work with other 
similar approaches and in Section 6 we present some concluding remarks and further 
work on this area. 

2   Requirements and Background 

Researchers have emphasized the feasibility of the PH paradigm by building software 
infrastructures that support the ideas underlying PH [7, 8, 13]. However, we think that 
for PH applications to become mainstream we need to provide tools to build them as a 
particular class of mobile Web software, i.e. we need to specialize existing Web de-
velopment architectures and frameworks in such a way that they support the main 
concepts behind PH. We also need to provide a conceptual framework to reason on 
this kind of software and a comprehensive bridge among modeling concepts and the 
implementation tools. Particularly, a development framework must: 

- simplify the development of this kind of software, providing reusable classes 
and semi-complete application structures together with “hot-spots” in which 
developers can add the specific aspects of their own applications, 
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- allow a clear separation between application objects and the lower level aspects 
needed to indicate their physical position and to check whether a user is in front 
of an object, 

- support different navigation strategies, such as digital (as in the Web) or physi-
cal, allowing the designer to easily implement both of them, 

- provide ways to maintain basic contextual information, e.g. when the user navi-
gates digitally, keep the physical links corresponding to the current location 
visible. 

- Additionally, supporting different mobile devices is a must; finally, applications 
built using the framework should also support conventional access, e.g. from a 
desktop browser. In the following sub-sections we briefly describe some  
background concepts that we will use throughout the paper, namely the phi-
losophy underlying our design approach, and the basic concepts behind the 
MVC metaphor. 

2.1   Design Issues for Physical Hypermedia 

To make this discussion concrete, we define a PH application as a hypermedia appli-
cation (i.e. the access to information objects is done by navigation) in which all or 
some of the objects of interest are real-world objects which are visited by the user 
“physically”. The most usual scenario for these applications involves a mobile user 
and some location sensing mechanism and underlying software that can determine, 
for example, when the user is within interaction range of one of these objects. For the 
sake of conciseness, we also assume that digital information (data about physical 
objects and links) is obtained from a Web server and navigated using a browser. A 
simplify schema showing these ideas is presented in Figure 1. 

 

Fig. 1. Physical Hypermedia and the Web 

We chose to extend the Object-Oriented Hypermedia Design Method (OOHDM) 
[14] by incorporating the concept of physical objects and “walking” navigation [9]. In 
a PH application, we aim at expressing, in an implementation-independent way, 
which are the objects of interest and their properties (including their location), how 
they are linked, which links should be implemented as conventional and which should 
be “walked” by the user. Following our approach, a PH application is developed in a 
four stages process: application modeling, navigation design, user interface design 
and implementation.  

During application modeling we produce a two-layered model; the first layer con-
tains the application objects, their properties, relationships with other objects and 
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behaviors (described in UML [17]); in the second one, we describe the physical (e.g. 
location) counterparts of application classes. Physical Objects are described as roles, 
in fact decorations [15,4] of digital objects and contain the object’s location, geo-
graphical relationships, and the behaviors needed to manipulate positions, such as 
determining if the user is in front of the object or calculating how to reach a physical 
object. In Figure 2, we show these two layers. 

 

Fig. 2. The products of Application Modeling 

The two physical classes (PH_A, and PH_B) wrap application classes A and B, thus 
obliviously adding them their physical properties. The navigation model specifies 
which nodes the user will explore and the links connecting these nodes. Nodes are 
defined as views on application objects and contain the information to be displayed. 
Links can be digital or physical. A digital link allows “conventional” navigation (i.e. as 
in the Web), while physical or “walking” links express a relationship in which the 
target object is physical, and exploring the object implies that the user must change his 
current position. Notice that physical links might be derived from both conceptual and 
geographical relationships. More details on the design approach can be read in [5,6]. 

2.2   The MVC Metaphor for Web Applications Development 

The Model-View-Controller [11] is perhaps the most established paradigm for devel-
oping interactive applications. Originally developed for desktop software in the con-
text of the Smalltalk environment, it has evolved and it is widely used in Web appli-
cations development. It proposes to partition the concerns of an interactive application 
in three components. 

- the Model, which contains the basic application’s data and behaviors. 
- the View(s) which comprises the user interface objects. 
- the Controller (s) which is in charge of managing user interaction, and coor-

dinating the View and the Model. 

The MVC has been implemented in different platforms and there are dozens of 
tools supporting software development with the MVC, for example [10]. In our case, 
we decide by the popular Jakarta Struts. 

We chose to extend the MVC model for several reasons: first, MVC provides a 
reasonable model for separation of concerns in (mobile) Web applications; besides, 
we have used MVC-based architectures to support the implementation stage for 
OOHDM models [2], and finally it is a well-known metaphor, used in every modern 
middleware platform for Web application development. In the following sections 
we describe our approach, concentrating in the server-side. Details on client side 
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adaptations such as providing communication mechanisms between sensing hard-
ware and software and Web browsers, though important in our research, are outside 
the scope of this paper.  

3   A MVC Framework for Physical Hypermedia 

From a thorough analysis of each one of the MVC's components, we decided to ex-
tend the Controller component to support location-aware requests. We decided to do 
this because we found that both the View and the Model components can support 
Physical Hypermedia functionality, without modifying their essence.  

As explained in Section 2 the Controller acts as a coordinator among the Model 
and the View. In our extension, the controller will need to identify if a request implies 
managing a location, and it will be in charge to process those requests that do involve 
location information.  

3.1   A Conceptual View of the Location-Aware MVC  

The two main components of the controller are, according to [10]:  the InputControl-
ler and the ApplicationController. Our extension involves the InputController since it 
deals with resolving a parameter of the request, in particular the recognition of the 
physical object in the user’s vicinity. For the sake of modularity and compatibility we 
avoided changing this component but we introduced a new one, the LocationControl-
ler. In this way we didn’t clutter the standard controller with new functionality and, 
besides, both of them can evolve separately. 

The LocationController will deal with those implicit or explicit parameters which 
correspond to requests that involve location information. Considering that the kind of 
pre-processing needed by a broader range of applications might involve other issues, 
we devised a DispatcherController as a Façade [4] to determine which specific con-
troller receives control; i.e. depending on the nature of the application the Dis-
patcherController establishes which Controller will be the actual InputController's 
collaborator as shown in Figure 3. In the case of requests which do not need any pre 
processing, the DispatcherController delegate control directly to the ApplicationCon-
troller. 

I n p u t
C o n t r o l l e r

L o c a t i o n
C o n t r o l l e r

A p p l i c a t i o n
C o n t r o l l e r

X C o n t r o l l e r

D i s p a t c h e r
C o n t r o l l e r

. . .

. . .
Y C o n t r o l l e r  

Fig. 3. Adding a new Controller 

The DispatcherController analyzes the request. If it is a pure digital request it 
delegates control to the ApplicationController. If the request involves location infor-
mation it delegates to the LocationController, which will analyze the location issues. 
A complete diagram of the extended MVC architecture is shown in Figure 4. To make 
the discussion more concrete we next detail our Struts implementation. 

 



 Designing and Implementing Physical Hypermedia Applications 153 
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n o t i f i c a t i o n

D i s p a t c h e r
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L o c a t i o n
C o n t r o l l e r  

Fig. 4. Extended MVC for Physical Hypermedia 

3.2   Adding Location-Awareness to Struts 

By distinguishing the format of a URL contained in a request, Struts allows to define 
more than one control Servlet. In our implementation, a URL with the traditional 
format (*.do), will be dealt by the ActionServlet. Meanwhile, a URL with a location-
compliant form (in our case /location/*), will be analyzed by the LocationActionServ-
let. This is an easy and straightforward way to implement the task of the Dispatcher-
Controller. Both, the configuration of the new Servlet, and the format of the location-
compliant URL are configured in the Struts file web.xml. We next examine how to 
carry out the LocationController's task.  

Physical Hypermedia applications may use different location models (e.g. sym-
bolic, geometric, etc); this means that the location contained in the request has to be 
interpreted in the corresponding location system to obtain a correct result. To achieve 
this goal we decouple the corresponding functionality and create a hierarchy of Loca-
tionFinder classes.  

LocationFinder is an abstract class which describes the common functionality of 
all location finders. Concrete subclasses (e.g. SymbolicLocationFinder) allow the 
developer to specialize this functionality. Sub-classes must implement at least two 
methods:  one to identify the physical object which the user is facing (inFrontOf), and 
the other that returns the path between two physical objects (howToReachFrom). 
Each concrete sub-class implements this functionality using the concrete location 
model and interacting with physical (application) objects defined in the Model com-
ponent.  

As the objects returned by these methods must be used both by the Actions and by 
the JSPs (the View) we make them persistent by storing them in the Struts’s session, 
under the name specified by the developer in the configuration file. 

Following the standard way to extend Struts with specific business logics, we de-
cided to create a specialized RequestProcessor, the LocationRequestProcessor, which 
is configured in the file location-struts-config.xml. The LocationRequestProcessor 
collaborates (with the mediation of the LocationActionServlet) with the concrete Lo-
cationFinder to implement the pre-processing of the request. 

To complete the specification we also defined: LocationEvent (an obligatory prop-
erty in the configuration file location-struts-config.xml, which allows to specify 
which of the LocationFinder´s method must invoke the LocationRequestProcessor), 
LocationActionMapping (allows the retrieval of the new LocationEvent property), 
Location-struts-config_1_1.dtd (allows considering the incorporation of the new 
property), LocationConfigRuleSet (incorporate the new property to the structure of the 
file location-struts-config.xml ). 



154 C. Challiol et al. 

In summary the relation between the MVC elements and those that arise from the 
extension of Struts can be represented as shown in Figure 5: 

* .d o

s t r u t s - c o n f ig . x m l
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Fig. 5. The complete Struts extension for handling location data 

4   Using the Framework 

As a proof of concept we have instantiated the framework in a Natural Sciences Mu-
seum. Though our prototype uses a particular sensing mechanism (infrared sensors) 
and location model (symbolic), most design decisions can be easily understood while 
analyzing the example. We first produced a conceptual model, including the location 
enrichment. In Figure 6 we show a simplified diagram including some attributes and 
relationships for animals and the period in which they lived. The location attribute has 
been simply defined as an identifier, because we used a simple location model. Physi-
cal Animal also includes some attributes corresponding to the physical object. Objects 
in the conceptual model have been instantiated and mapped into a Java implementa-
tion; the specification of nodes in the navigational model were used to produce a set 
of JSP specifications (some of them are shown in Figure 8.a and 8.b).  

 

Fig. 6. Application and Physical Models for the Museum 

Suppose that the user is in front of a Herrerasaurus (whose corresponding sensor 
emits the identifier “1”). The sequence diagram in Figure 7 shows how the process of 
generating the corresponding page proceeds. 
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Fig. 7. Viewing information on a physical object 
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The ExampleLocationFinder, has the responsibility of finding the application ob-
jects which corresponds to the physical object with id “1”. As a response the user 
receives the page shown in Figure 8.a, in which digital links are in the top pane and 
physical information and links in the bottom pane. 

We used the Builder design pattern [4] to separate the construction of the two ele-
ments of the JSP (digital and physical information); this allows us to provide digital 
navigation (e.g. the user clicks on “Triasic Period”) without changing the physical 
links exposed to the user. This means that while the user stands in front of the 
Herrerasaurus, the bottom pane does not change, as shown in Figure 8.b.  

Physical links pose another implementation challenge. For example when the user 
selects “Diatrina” (another physical object in the museum), he should be instructed on 
the best way to reach the object, e.g. showing him a map as shown in Figure 9. 

                              

Fig. 8. a: Exploring a physical object, b: Pure Digital navigation  

 

Fig. 9. The physical path to reach an object 

In our extended MVC framework, the execution sequence is similar to the one in 
Figure 7. The only changes are the invocation of the request, the method that is executed 
in the ExampleLocationFinder, and the Action that performs the needed behavior.  

We were able to develop the whole application by thinking in terms of a typical 
Web application, modeling it using the light extension of OOHDM and using pre-
defined classes of our Struts extension.  

5   Related Work 

In [8] a comprehensive framework (HyCon) for deploying applications in which the 
hypermedia paradigm is extended to the physical world is presented. In [13] mean-
while, an object-oriented framework called HyperReal, based on the Dexter hypertext 
reference model is presented. We have followed a different strategy; instead of build-
ing a full-fledged, proprietary framework, we decided to extend a popular and widely 
used framework like MVC and its Struts implementation. In our first release, we de-
cided to sacrifice facilities to keep our extension small and easy to use. The other 
important difference with respect to existing approaches is that our development 
framework is accompanied by a modeling and design approach. While the literature 
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has focused mainly on implementation and usability issues (See [8]), we think that 
modeling and design aspects are critical to assure quality and quality of use.  

6   Concluding Remarks and Further Work 

In this paper we have presented a design and implementation framework for develop-
ing physical hypermedia applications, i.e. those applications in which physical and 
digital objects are related using the hypermedia paradigm.  

We have shown how to slightly extend the MVC metaphor to support location-
aware controllers; we have then presented a Jakarta Struts implementation of our 
ideas, together with a simple proof of concept for a physical hypermedia in a Natural 
Sciences Museum. In this implementation, we have shown how to keep physical links 
available while navigating digitally. 

We are currently working on several research directions. One of them relates with 
providing better modeling and design tools to express navigational structures. We are 
also experiencing further navigation issues. Physical navigation introduces new pos-
sibilities such as deviating from the suggested path (e.g. as shown in Figure 9) to 
explore other objects. We are researching on which software support must be pro-
vided by an application framework to support the developer job in keeping track of 
the user trajectory, suggest possible stops, etc. We are still compromised to closely 
follow the MVC metaphor, even in this kind of extensions. Many of the issues dis-
cussed here have been previously explored, for example in the hypertext community 
[1], though standard developing tools do not exist yet. We are finally porting our 
implementation to the .Net platform and studying usability issues. 
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Abstract. In this paper we extend our basic model of Ubiquitous Nets,
by adding a replication operator that creates new copies of the net fir-
ing the replicating transition. We prove that the location attribute and
thus the mobility feature are not essential characteristics of the obtained
model, since it is equivalent to the particular case of Centralized Systems,
where all components are stationary and co-located in a single location.
This allows us to restrict ourselves to Centralized Systems when study-
ing the decidability of reachability and coverability properties. In this
way, we prove that both reachability and coverability remain decidable.
Finally, we introduce an alternative version that includes a garbage col-
lection mechanism that allows us to remove empty nets from the state
of the system. We show that in this case coverability remains decidable.

1 Introduction

In [5] we presented a formalism based on Petri Nets [4] for the study of con-
current and distributed systems in general, and of ubiquitous systems in par-
ticular [13, 8]. A system is formalized by a set of Petri nets that can perform
autonomous actions, as well as movements and synchronizations with other nets.
The formalism turned out to be equivalent to P/T nets [10], which gives us many
decidability results, even when dealing with infinite state systems.

Intuitively, each net can be understood as a component of the system, that
may act in an autonomous way. For instance, some of them can be interpreted as
(possibly mobile) agents, both with reactive and proactive behaviour. However,
the widely used mechanisms of cloning of agents or spawning of new agents was
not yet supported. To fill this hole, in this paper we add a new primitive to our
formalism, much in the flavour of replication in the π-calculus [7] or the ambient
calculus [1], that has the effect of creating a new net component, with the same
structure of the net invoking that primitive, initially marked in some fixed way.
This is, therefore, a cloning or replication primitive, though with the help of
synchronization it can be also used to implement a spawning primitive .

With the replication primitive, we have introduced in our model an extra
source of infinity. Now not only may we have an unbounded number of tokens
at any place, but we may also have an unbounded number of nets. However,
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Fig. 1. Autonomous (left) and synchronizing (right) transitions

their static structure is taken from a finite set, which can be used to prove that
reachability and coverability are still decidable in the extended model. Then we
introduce a garbage collection mechanism, that removes from the states of our
systems those nets with no tokens on them. We show that coverability is also de-
cidable for the model with garbage collection. In the proof of both results we use
centralized systems, which are ubiquitous systems in which all components are
stationary and located within a single location. We prove that centralized sys-
tems can simulate arbitrary ubiquitous systems, so that we can restrict ourselves
to them to simplify our proofs.

The rest of the paper is structured as follows. In Sect. 2 we give a brief overview
of Ubiquitous Nets. In Sect. 3 we present Replicated Ubiquitous Nets, while an
example is shown in Sect. 4. In Sect. 5 we introduce the gargabe collection
mechanism. Section 6 gives the technical result of Centralized Systems. In Sect. 7
we show the decidability results and, finally, in Sect. 8 we present our conclusions
and directions for further work.

2 Ubiquitous Nets in a Nutshell

We model ubiquitous system a collections N = {N1, . . . , Nn} of labelled Petri
nets Ni = (Pi, Ti, Fi, λi), which are located at some locality. Every net can have
two types of transitions: autonomous transitions, and synchronizing transitions.
Autonomous transitions are those labelled with labels in a set A, and are as
ordinary transitions in P/T nets (see Fig. 1 left). Some of the autonomous tran-
sitions are movement transitions labelled by go k, with k ∈ L, the set of locality
names. The firing of transitions of this kind causes the transportation of the
corresponding net, whose new locality becomes k (see Fig. 2).
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Fig. 2. Movement transitions
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On the other hand, some transitions need a companion transition in the same
location in order to both fire together. To be more precise, these pairs of tran-
sitions will be labelled with conjugate labels, s? and s!, where s belongs to an
alphabet of service names S. When two compatible transitions are both enabled
according to the ordinary rule in P/T nets and the nets containing those tran-
sitions are co-located then they can simultaneously fire, following the ordinary
firing rule in P/T nets (see Fig. 1 right).

3 Replicated Ubiquitous Nets

In this section we formally and intuitively introduce Replicated Ubiquitous Nets.

Definition 1. A Replicated Ubiquitous Net (RUN) is a labelled Petri net
N = (P, T, F, λ) where:

– P and T are disjoint sets of places and transitions.
– F ⊆(P×T )∪ (T×P ) is the set of arcs of the net.
– λ is a function from T to the set A∪S! ∪ S? ∪MS(P ).

The only difference with ordinary Ubiquitous nets is that now some transitions
may be labelled by a multiset of places, that is, by a marking. That multiset
corresponds to the initial marking of the replicated net that is created when
firing such a transition. Marked nets are defined as usual.

Definition 2. A marked RUN is a tuple N = (P, T, F, λ, M, k) where (P, T, F, λ)
is a RUN and (M, k) is a marking of N , that is, M is a multiset of places, and
k ∈ L. We will denote by Markings(N) the set of markings of N .

However, unlike for ordinary ubiquitous nets, a marking is not just a collection
of individual markings, one for each net in the system, since we must also specify
how many copies of each net have been created.

Definition 3. A RUN system is a set N = {N1, . . . , Nn} of pairwise disjoint

RUN’s. A mapping M : N →
n⋃

i=1
MS(Markings(Ni)) is a marking of N if for all

i ∈ {1, . . . , n}, M(Ni) ∈ MS(Markings(Ni)).

Thus, M(N) represents the marking of the subsystem of N composed only of
copies of N . The definitions of enabled transition and firing of transitions are
analogous to those in Ubiquitous Systems. For instance, here are the definitions
in the case of autonomous transitions.

Definition 4. Given a marked RUN system (N, M) with N = {N1, . . . , Nn}
and Ni = (Pi, Ti, Fi, λi), we say that t ∈ Ti with λ(t) ∈ A is (M, k)-enabled if
(M, k) ∈ M(Ni) and M(p) > 0 for all p ∈ •t. The reached marking M′ after the
(M, k)-firing of t is defined by:
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– M′(Nj) = M(Nj) for every j with i �= j,
– M′(Ni) = (M(Ni)\{(M, k)}) ∪ {(M ′, �)}, where:

• M ′(p) = (M(p)\F (p, t)) ∪ F (t, p) for all p ∈ Pi,
• � = k or λ(t) = go �.

In the previous definition, the marking of the component firing the transition is
replaced in N(N) by the resulting marking of that firing, where N is the type
of that component. Notice that, according to the last item, if the transition
was labelled with go � the location of the component is changed accordingly.
Otherwise, it must be the case that k = �, that is, that the net has not moved.

The definitions of compatible synchronizing transitions and firing of a pair
of compatible transitions are analogous to those in [5]. Therefore, next we just
define the firing of replication transitions.

Definition 5. Given a marked RUN system (N, M) with N = {N1, . . . , Nn}
and Ni = (Pi, Ti, Fi, λi), we say that t ∈ Ti with λ(t) = M ′ ∈ MS(Pi) is (M, k)-
enabled if (M, k) ∈ M(Ni) and M(p) > 0 for all p ∈ •t. The reached marking
M′ after the (M, k)-firing of t is defined by:

– M′(Nj) = M(Nj) for every j with i �= j.
– M′(Ni) = (M(Ni)\{(M, k)}) ∪ {(M ′, k), (M ′′, k)}, where for every p ∈ Pi,

M ′′(p) = (M(p)\F (p, t)) ∪ F (t, p)

Therefore, the net firing the replication transition is changed as if it were an
ordinary autonomous transition. However, a new net of the same type is created,
initially marked by λ(t), and initially located wherever the net firing it is located.

In any case, we will write N(M)[u(M, k)〉N(M′) if M′ is reached from M after
the (M, k)-firing of u, or simply M[u(M, k)〉M′ if there is no confusion.

4 Example: A Simple Application Scenario

This section presents a variant of the example shown in [5], that takes advantage of
the new replication primitive. We model a system composed of four components,
NS, TH , C and A. C and A are initially located in the same location l, while
NS and TH are in different locations, k1 and k2 respectively (Fig. 3). Processor
NS can be seen as an electronic notes system [2] that requires authentication to
view its contents (action identified as service serv2), and TH can be seen as an
electronic thermometer [12] in which the action of consulting the temperature is
denoted by serv3. Both can also give the local time, which is denoted as service
serv1. C is the client and A (inside the dashed line) is an agent belonging to C.

A is a process composed of two unconnected components, both within the
dashed line. It is initially waiting to be told by its client to clone itself. If the
client synchronizes with it in sp1 then it creates a new copy of itself with a token
in p, and if it synchronizes in sp2 then that token is in q instead. In any case, the
new agent can move to the designated locality and try to obtain services serv2
or serv3 non deterministically, trying to view the contents of the notes system
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Fig. 3. An ubiquitous system modeled by Petri nets

or asking for the temperature, respectively. In the first case the note system will
oblige the agent to follow an authentication protocol before being able to obtain
the service (otherwise, it may abort). Note that the agent tries to obtain it even
before it follows the protocol, which may be interpreted as an attempt to force
the authentication. After that, the agent is willing to move back to l and offer
the desired results to C.

5 Garbage Collection in RUN Systems

In the previous sections we have introduced a special type of transitions in our
systems that create a component with the same structure as that where the
transition is fired, but marked with a different marking, that is indicated in the
(static) definition of the net. Therefore, every time one of these transitions is
fired the system gains an extra component, so that systems can arbitrarily grow,
as long as those transitions may be fired any number of times.

On the contrary, note that under the current definition, it is not possible for
our systems to be reduced. In other words, once a net component is created it can
never be removed, even if it is deadlocked. To partially avoid this problem, in this
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section we propose a rather conservative approach: We will consider a component
net to be garbage in some marking whenever all of its places are empty. We are
assuming that we have no transition without preconditions, since they are always
enabled, so that any net containing them should be not considered as garbage.

Then, we can define an equivalence on markings that disregards the empty
net markings (representing dead components) found on system markings.

Definition 6. Given two markings M and M′ of a RUN system N we will write
M ≡ M′ if for all N ∈ N, M(N) ≡N M′(N), where ≡N is the least equivalence
relation on multisets of markings of N such that A ≡N A∪{(∅, k)} for all k ∈ L.

Let us consider again the example in Sect. 4. Every time the client C synchronizes
with A a new agent is spawned. Notice that after this new agent gives the results
back to C it holds no tokens, so that according to the previous definition it can be
considered as garbage and can be disposed, that is, removed from the marking.

6 Centralized Ubiquitous Systems

In this section we present a simulation result that we will need in the next section.
First, we define a special case of RUN systems, in which every component is
stationary (do not have any movement transition) and they are all at the same
location. Then we prove that these assumptions do not in fact impose any real
restriction, in the sense that using these particular systems we can capture the
behaviour of any RUN system.

Definition 7. A centralized Net is a Replicated Ubiquitous Net N = (P, T, F, λ)
such that λ(t) �= go k for every k ∈ L and t ∈ T .

Definition 8. A centralized RUN system N is a RUN system in which every
component net is a centralized net. A mapping M : N → ⋃

N∈N

MS(Markings(N ))

is a marking (as centralized system) of N if there is k ∈ L such that for every
N ∈ N, M(N) ∈ MS(Markings(N)) and for every (M, �) ∈ M(N) it holds � = k.

Notice that by definition every net in a centralized system is stationary, that is, it
has no movement transitions. Moreover, when dealing with centralized systems
we assume that every net is located at the same location, so that we can omit
the location function from the marking of a system.

Next we describe the simulation procedure, by means of which we can encode
any RUN system into a centralized one. The set L of localities appearing in the
initial marking is finite. Therefore, we can add to each net N the set of places
{N@� | � ∈ L}, so that a token in N@� means that the net N is located at �. In
order to simulate movements we replace every transition labelled by go k by a
set of transitions labelled by go(l, k), for every l ∈ L, and for each of them we
add arcs arcs that remove a token from N@l and place it in N@k. Finally, in
order to have synchronizations only between co-located nets, we replace every
synchronizing transition t by a set of synchronizing transitions tl, for each l ∈ L,
and for each tl we add an arc from N@l to tl.
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Theorem 1. Every RUN system can be (strongly) simulated by a Centralized
Run System.

Therefore, centralized systems can stepwise simulate any RUN system, so that in
the following we can use centralized systems instead of RUN systems when needed.

7 Verification of RUN Systems

We have defined an extension of Ubiquitous Nets, with a replication operator.
This operator leads us to systems with an extra infinite dimension, since the
number of nets that may compose a system is unbounded. In [10] we showed
that Ubiquitous Nets were in fact equivalent to P/T nets, so that in particular
both reachability and coverability were decidable [9, 4]. This equivalence does
no longer seem to hold, but in the rest of the paper we prove that the main
properties of these systems can still be decided. We focus on reachability and
coverability, in terms of which usual safety properties can be stated.

7.1 Decidability of Reachability and Coverability in RUN Systems

In this section we show decidability of reachability and coverability for RUN
systems, by reducing it to reachability and coverability in MSPN systems with
naturals as identifiers [10], which is a coloured version [6] of the formalism with-
out replication, for which we know both properties to be decidable [11]. The
simulation consists on using a single net skeleton for each net type appearing
in the RUN system, using identifiers in order to distinguish tokens belonging to
different nets of the same type. However, in principle this would pose a technical
problem, since we would need a way to distinguish between different nets of the
same type located at different localities. This is why we have included in the
paper the previous section: Instead of working with the original RUN system,
we will work with the equivalent centralized RUN system, so that we do not
need to mind about locations.

For simplicity let us assume that every net has only one copy in the initial
marking and that the initial marking associated to every replicating transition
t is 1-safe, that is, it has at most one token per place, which means that every p
appears at most once in λ(t). This imposes no restriction, since we can introduce
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in any such net a header by means of which any arbitrary marking can be
generated starting from a 1-safe marking.

Let N = {N1, . . . , Nm} be a centralized RUN system. As said before, we will
use each N ∈ N to simulate the behaviour of every net of type N created along
the history of the system. In order to distinguish between different nets of the
same type we use the tokens of the form (i, n), so that one token (i, n) represents
one token in the n-th copy of Ni. In order to avoid confusion between different
copies of the same net, we label all the arcs in the net with a single variable
x, but using a different one for each net, so that all the tokens in precondition
and postcondition places of any transitions belong to the same copy of the net.
For instance, the marked net in Fig. 4 corresponds to a system with two copies
of the same net, one of them with a token in p and the other with a token
in q.

This simple construction would not work if there was any transition without
preconditions, but it is not difficult to modify it in such a way that it also worked
even in that case.

We simulate the creation of a new net by means of the generation of a new
identifer token (i, n), which is achieved by the succ transitions (see Fig. 5). Any
of this transitions has a distinguished precondition place called counter that
contains a token of the form (i, m), which is replaced by another (i, m+1) when
the transition is fired. Moreover, the new token is copied to every identifier
postcondition of the successor transition. Any replicating transition, that is just
an autonomous transition in the simulating net, takes an identifier token from a
precondition place c and copies it into λ(t), thus creating the initial marking of
the replicated net. Besides, it triggers the firing of the succ transition, so that a
different identifier will be available for the next replica of the net.

In our simulation the value of each counter tells us how many copies of each
net have been created. Moreover, from the marking we can also deduce the order
in which they have been created, which is an information we did not have in the
original markings. However, given a marking to reach (or cover) there are only
a finite amount of orderings in which the nets may have replicated. Therefore,
since reachability and coverability are decidable for MSPN systems we get the
following

Theorem 2. Reachability and coverability are decidable for RUN systems.
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7.2 Decidability of Coverability for RUN Systems with Garbage
Collection

The construction seen in the previous section does no longer work when we
consider the version of RUN systems with garbage collection. Notice that we have
used natural identifiers to distinguish between the occurrences of different nets
of the same type. In particular, every net has its counter place, that counts how
many nets have been created (and the order in which they have been replicated).
In the absence of garbage collection this was desirable, since this information is
part of the markings, given that nets are created but never removed.

However, when we introduced a garbage collection mechanism, markings do
not have anymore the information of how many components have been created,
since any unmarked net can be removed at any time. Thus, we need a more
abstract way to simulate RUN systems with garbage collection, without taking
into account the number of nets that have been created.

One way of doing this is using abstract identifiers instead of natural num-
bers [10]. All we need to correctly simulate RUN systems is to distinguish be-
tween different copies of the same net. Thus, abstract identifiers are adequate.
We proceed as in the previous section, but using abstract MSPN systems, so that,
in particular, we do not need counter places anymore. The simulation works in
the same way except that, when a particular identifier is removed from the net,
it can be reused, thus getting the desired garbage collection mechanism.

However, reachability is not decidable for abstract MSPN systems, although
coverability still is [11]. Moreover, using abstract identifiers we do not keep track
of the order in which the nets have been created, so that when deciding cover-
ability we do not need to search among the different possible orders, as we had
to do in the previous section.

Theorem 3. Coverability is decidable for RUN systems with garbage collection.

8 Conclusions and Future Work

In this paper we have extended our model of Ubiquitous Nets with a replication
operator that allow components to replicate themselves, but marked with a fixed
initial way that is specified at any replicating transition. This mechanism is a
simple way of formalizing the cloning of agents in a distributed environment,
and can be used to implement spawning of new agents, therefore improving the
usability of our formalism.

This extension adds an extra infinite dimension in the set of reachable states,
since now there can be an unbounded number of net components, each with an
unbounded number of tokens in their places. However, most of the interesting
properties remain decidable, namely reachability and coverability of markings.

In the first model with replication presented, every time a net is created it is
added to the state. In particular, in each state there are as many nets as created
nets, except for those that were already in the initial marking. Therefore, states
keep track of the number of times each net has been replicated. This may be an
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undesirable situation in certain cases, so that we have developed an alternative
setting with a garbage collection mechanism. More precisely, we identify any
state in which there is a net component with no tokens with the corresponding
sate where this net has been removed. We have proved that coverability is still
decidable in the presence of garbage collection, although we do not know yet if
this is also the case for reachability.

In the proof of the previous results we made use of the analogous results
in [11], but in order to obtain the simulations we had to work with an equivalent
formalism to RUN systems, namely that in which components do not move. We
have defined this apparent particular case of systems and prove that, in fact, it
is equivalent to the whole class of RUN systems.

Due to lack of space, we have only considered the extension of the basic
model, without locations or any other kind of identifiers. In the first case, the
results proved here would still hold, and all the proofs are conceptually similar,
although technically a bit more involved. However, the case of MSPN systems
with identifiers has proved to be rather more complicated and we are currently
studying it in detail.

Finally, we have developed a tool for the integrated design and verification
of systems based on these nets, implemented in the reflective programming lan-
guage Maude [3], based on rewriting logic. We intend to extend this tool with
the replication operator presented in this paper.
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Abstract. In this paper we present the design of a shared ontology, with the ob-
jective to translate a variety of negotiation primitives. Our approach focuses on 
facilitating communication among agents during negotiation process execution. 
Traditional negotiation systems impose several restrictions on the type and for-
mat of negotiation primitives that can be exchanged among agents. In contrast, 
we propose the incorporation of an ontology-based solution to overcome het-
erogeneity and provide communication facilities for participation in negotia-
tions based in open environments such as Internet. To evaluate our ontology we 
implemented a Web service-oriented negotiation system, and incorporated a 
translation module that uses the ontology as a vocabulary of negotiation primi-
tives. The experimental results show that the incorporation of the ontology im-
proves the continuity of the execution of negotiation processes, resulting in 
more agreements. 

1   Introduction 

Negotiation has been a central topic mostly stressed in distributed artificial intelli-
gence. But recently has gained special interest the execution of negotiation processes 
over Internet. Negotiation is a process in which two or more software agents interact 
and take decisions for mutual gain. This interaction is executed through the exchange 
of negotiation primitives among agents, during this interaction each agent uses its 
own local language for formulating messages according to their needs and plans. 

Traditional negotiation systems impose several limitations on the type and format of 
negotiation primitives. For example, if a new agent wants to participate in a negotiation 
process, it has to be redesigned according to the protocol and language specifications. 
Instead, in this work we are presenting the design and development of an ontology 
solution to classify and explicitly describe negotiation primitives in a machine inter-
pretable form, allowing agents to participate in negotiations over Internet, with no 
language restrictions. Additionally, the ontology represents a shared vocabulary of the 
negotiation primitives used by each agent participating in the negotiation process.  
To evaluate the ontology we have implemented a Web service-oriented negotiation 
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system, into which we have incorporated a translator module which uses the ontology 
to solve language heterogeneity among agents during negotiation run time. 

The rest of the document is organized as follows. In section 2, we present the 
methodology for building the ontology. In section 3, we describe the negotiation sys-
tem architecture. In section 4 we show the results of experiments. Finally in section 5, 
we present conclusions. 

2   A Methodology for Building the Ontology 

There are some methodologies for constructing ontologies reported in literature. 
Three of the earlier methodologies presented were the Uschold and King [1], the 
Gruninger and Fox [2], and the Gómez-Pérez METHONTOLOGY [3]. We selected 
the methodology proposed by Uschold as our guide. This methodology establishes 
three general steps for building ontologies: 

1. Purpose of the ontology. The objective of the negotiation ontology is to serve as an 
inter-lingua between agents during exchange of negotiation messages. The ontol-
ogy is an important part of a larger electronic commerce project, which is inte-
grated by software agents trading over Internet. Thus the users of the ontology are 
developers, managers and end user applications. 

2. Building the ontology. The first step of building the ontology is capture. The on-
tology capture is the process of identifying and defining the key concepts and rela-
tionships in the domain of interest. We selected the main elements of negotiations 
presented by Jürgen Müller [4] as the key concepts. In his work of negotiation 
principles he states that the main elements of electronic negotiations are language, 
process and decision (see Fig. 1). 

Electronic 
Negotiation 

 

Fig. 1. Negotiation categories proposed by Jürgen Müller 

We selected the language category as a main class. The language category is con-
cerned with the communication primitives for negotiation, their semantics and their 
usage in terms of a negotiation protocol [4]. The classification of negotiation language 
primitives is divided into three groups: initiators, if they initiate a negotiation,  
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reactors, if they react on a given statement and completers, whether they complete a 
negotiation. This is the basic structure of our ontology classification. Table 1 shows 
the key concepts of our ontology and a brief description of their meaning, identifying 
their type as classes or subclasses. 

Table 1. Identification of the key concepts of the Ontology 

Term Description Type 

Language Communication primitives for negotiation, their semantics and their usage. Class 

Decision Algorithms to compare the negotiation topics and correlation functions. Class 

Protocols Models of the negotiation process and the global behavior of the participants. Class 

Participants Identifies the negotiating agents which participate in the negotiation process. Class 

Primitives The basic form of communication between agents. Subclass 

Parameters The context transmitted together with a negotiation primitive. Subclass 

Initiator Negotiation primitives that initiate a negotiation. Subclass 

Reactor Negotiation primitives that react on a given statement. Subclass 

Completer Negotiation primitives that complete a negotiation. Subclass 

Deal Negotiation primitives that complete a negotiation with an agreement. Subclass 

No-deal Negotiation primitives that complete a negotiation with no deal or failure. Subclass 

We organized the concepts identified above on a hierarchical classification scheme. 
Fig. 2 shows the general classification of the ontology. 

Negotiation Ontology 

Participants Language 

Parameters Primitives 

Initiator Reactor Completer 

Decision Protocols 

 

Fig. 2. General classification of the Ontology 

The central topic of our ontology is the language of negotiation, for this reason we 
searched for the negotiation systems reported in literature, specifically we investi-
gated the reported works about the use and definition of negotiation language. A 
summary of these negotiation systems with their negotiation primitives is shown in 
table 2. 
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Table 2. Negotiation primitives used in different systems 

Author Negotiation Primitives 

Jin Baek Kim, Arie Segev [5] 

 
Initial_offer 
RFQ 
Accept 
Reject 
Offer 
Counter-offer 
 

Stanley Y. W. Su, Chunbo Huang, 
Joachim Hammer [6], Patrick C. K. 
Hung [7] 

 
CFP 
Propose 
Accept 
Terminate 
Reject 
Acknowledge 
Modify 
Withdraw 
 

Anthony Chavez, Pattie Maes [8] 

 
accept-offer?(agent, from-agent, offer) 
what-is-price?(agent, from-agent) 
what-is-item?(agent, from-agent) 
add-sell-agent 
add-buy-agent 
add-potential-customers(sell-agent, potential-customers) 
add-potential-sellers(buy-agent, potential-sellers) 
agent-terminated(marketplace, agent) 
deal-made(marketplace, sell-agent, buy-agent, item, price) 
 

Sonia V. Rueda, Alejandro J. 
García, Guillermo R. Simari [9] 

Requests_Add(s, h, p) 
Authorize_Add(s, h, p) 
Require(s, h, p) 
Demand(s, h, p) 
Accept(s, h, p) 

Reject(s, h, p) 
Unable(s, h, p) 
Require-for(s, h, p, q) 
Insist_for(s, h, p, q) 
Demand_for(s, h, p, q) 

Haifei Li, Chunbo Huang and 
Stanley Y.W Su [10] 

 
Call for proposal 
Propose proposal 
Reject proposal 
Withdraw proposal 

 
Accept proposal 
Modify proposal 
Acknowledge message 
Terminate negotiation 
 

Dignum, Jan Dietz, Egon Verharen 
and Hans Weigand [11] 

 
request-quotation 
give-quotation 
order 
delivered 
paid 

FIPA Communicative Acts [12] 

 
Accept Pro-
posal 
Agree 
Cancel 
Call for 
Proposal 
Confirm 
Disconfirm 
 

Failure 
Inform 
Inform If 
Inform Ref 
Not Under-
stood 
Propagate 

Propose 
Proxy 
Query If 
Query Ref 
Refuse 
Reject Pro-
posal 

Request 
Request 
When 
Request 
Whenever 
Subscribe 
 

Based on the key concepts presented in table 1 and the classification of the negotia-
tion primitives presented in Fig. 2, we built a first version of the ontology, which was 
populated with the negotiation primitives from table 2. To code the ontology we  
decided to use OWL as the ontological language, because it is the most recent  
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development in standard ontology languages from the World Wide Web Consortium 
(W3C)1. An OWL ontology consists of classes, properties and individuals. Classes are 
sets that contain individuals. Properties are binary relations on individuals, they are 
also known as roles in description logics. Individuals represent objects or instances in 
the domain of interest. We developed the ontology using Protégé [13, 14], an open 
platform for ontology modeling and knowledge acquisition. Protégé has an OWL 
Plugin, which can be used to edit OWL ontologies, to access description logic reason-
ers, and to acquire instances of semantic markup. Fig. 3 shows part of the ontology 
code generated with Protégé. 

 

Fig. 3. Part of the ontology code generated with Protégé 

3. Evaluation of the ontology. Citing Gómez-Pérez [3], evaluation refers to the techni-
cal judgment of the ontology, their associated software environments and documen-
tation with respect to a frame or reference. The frame or reference may be  
requirements, specifications, competency questions or the real world. We evaluated 
the ontology into the application to check if it satisfied the purpose of developing it. 

                                                           
1 http://www.w3.org 

 
  <owl:Class rdf:ID=“Participants"> 
    <rdfs:subClassOf rdf:resource="#negotiation"/> 
  </owl:Class> 
  <owl:Class rdf:ID=“Language"> 
    <rdfs:subClassOf rdf:resource="#negotiation"/> 
  </owl:Class> 
  <owl:Class rdf:ID=“Protocol"> 
    <rdfs:subClassOf rdf:resource="#negotiation"/> 
  </owl:Class> 
  <owl:Class rdf:about="#MessagePrimitives">   
   <rdfs:subClassOf rdf:resource="#Language"/> 
  </owl:Class> 
  <owl:Class rdf:about="#MessageContents">   
   <rdfs:subClassOf rdf:resource="#Language"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Initiator"> 
    <rdfs:subClassOf rdf:resource="#MessagePrimitives"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Reactor"> 
    <rdfs:subClassOf rdf:resource="#primitives"/> 
  </owl:Class> 
  <owl:Class rdf:about="#Completer"> 
    <rdfs:subClassOf rdf:resource="#primitives"/> 
  </owl:Class> 
  <owl:ObjectProperty rdf:ID="isSuccessorOf"> 
    <owl:inverseOf rdf:resource=“#hasSuccesor"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:about="#hasSuccesor"> 
    <owl:inverseOf rdf:resource="#isSuccessorOf"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:ID="isSynonymOf"> 
    <owl:inverseOf rdf:resource=“#hasSynonym"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:about="#hasSynonym"> 
    <owl:inverseOf rdf:resource="#isSynonymOf"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:ID="hasAntecessor"> 
    <owl:inverseOf rdf:resource=“#isAntecessorOf"/> 
  </owl:ObjectProperty> 
  <owl:ObjectProperty rdf:about="#isAntecessorOf"> 
    <owl:inverseOf rdf:resource="#hasAntecessor"/> 
  </owl:ObjectProperty> 
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In section 3 we describe the negotiation system architecture which uses the ontology 
as an inter-lingua to translate negotiation primitives. In section 4 we show the ex-
perimental results of the negotiation system with and without the translator module. 

3   Negotiation System Architecture 

The system architecture for executing negotiation processes over Internet is illustrated 
in Fig. 4. This architecture is integrated by a matchmaker module, a negotiation proc-
ess module and a translator module.  
 

 

Fig. 4. General architecture for execution of negotiation processes 

The matchmaker module is continuously browsing buyer registries and seller de-
scriptions, searching for coincidences. The negotiation process module is responsible 
for controlling the execution of negotiation processes among agents according to the 
protocol. The translator module is invoked whenever the agent does not know a nego-
tiation primitive sent by the partner.  

This architecture was designed following the service oriented architecture and im-
plemented using Web service technologies. The translator module was implemented 
using Jena2, a framework for building Semantic Web applications. It provides a pro-
grammatic environment for OWL, including a rule-based inference engine. 

3.1   Translator Module 

The translator module acts as an interpreter of different negotiation agents. In Fig. 5, 
we present the architectural elements involved in translation. This module consists of  
 

                                                           
2 http://jena.sourceforge.net 

Negotiation
Ontology 

 
Negotiation 

Process 
Module 

Seller 
agents 

Buyer 
agents 

 
Translator 

Module 

 
Matchmaker 

Seller 
Registry 

Buyer 
Registry 

Seller 
Service 

Buyer 
Service 

PUBLICATION 
MATCHMAKING 

NEGOTIATION 

TRANSLATION 

Negotiation 
Process 

Descriptions 



 Design of a Shared Ontology Used for Translating Negotiation Primitives 175 

 

Negotiation agent A: 

Translator 
Module 

Shared 
Ontology 

Negotiation agent B: 

Local 
Language 

Local 
Language 

Negotiation 
Protocol 

Decision 
Making 

Negotiation 
Protocol 

Decision 
Making 

Message Transport 

 

Fig. 5. Translator module architecture 

multiple negotiation agents, a message transport, and the shared ontology. Each nego-
tiation agent in turn consists of a local language, decision making strategies to deter-
mine the preferences, and the negotiation protocol. 

For example, suppose that agents A and B initiate a negotiation process, using their 
own local language, sending messages over the message transport. If happens that 
agent A misunderstands a message from agent B, it invokes the translator module 
sending the message parameters (sender, receiver, message). The translator interprets 
the message based on the definitions of the sender agent and converts the message 
into an interlingua. Then the translator converts the interlingua representation to the 
target language based on the receiver agent definitions. Finally, the translator sends 
back the message to the invoking agent A and continue with execution of negotiation. 

The translator module is invoked only in the occurrence of a misunderstanding, as-
suring interoperability at run time. 

4   Experimental Results 

The negotiation experiments were executed in two phases. The first execution tested 
the interaction among buyer and seller agents, incorporating tests with different nego-
tiation primitives. For the second execution we used the same strategies, and input 
data, but incorporated the translator module. The results of these experiments were 
registered in a log file. Table 3 shows the results of both cases. 

The first phase results showed that it is possible to end the negotiation process with 
no agreement. This is mainly due to the private strategies defined inside the agents, 
but there is another interesting result, that is, negotiation process can end without 
agreement due to lack of understanding of negotiation messages. 

The second phase results showed a reduction in the number of negotiations finished 
by lack of understanding, which does not mean that the incorporation of a translator 
module will ensure an agreement; but at least, the negotiation process will continue 
executing. Fig. 6 shows a comparison for the two phases executed. 
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Table 3. Negotiation results 

Last price Max pay Rounds Qty Final price 1st execution 2nd execution 

$  1,750.00 $     849.00 12 847 $            - no offer no offer 

$     774.00 $  1,760.00 3 887 $  1,674.00 offer accepted offer accepted 

$  1,788.00 $     128.00 12 1660 $            - no offer no offer 

$  1,058.00 $     110.00 12 1270 $            - no offer no offer 

$     694.00 $     938.00 10 950 $     894.00 offer accepted offer accepted 

$     761.00 $       77.00 12 1475 $            - no offer no offer 

$  1,940.00 $  2,233.00 10 570 $  2,140.00 offer accepted offer accepted 

$     621.00 $     446.00 12 56 $            - no offer no offer 

$  1,008.00 $  1,235.00 10 30 $  1,208.00 offer accepted offer accepted 

$     114.00 $     704.00 7 8 $     614.00 offer accepted offer accepted 

$  1,837.00 $  2,199.00 9 53 $  2,137.00 offer accepted offer accepted 

$  1,665.00 $  2,047.00 9 56 $  1,965.00 offer accepted offer accepted 

$  1,377.00 $  1,783.00 8 31 $  1,777.00 offer accepted offer accepted 

$  1,920.00 $     286.00 12 81 $            - no offer no offer 

$     172.00 $  1,553.00 2 41 $  1,172.00 offer accepted offer accepted 

$     980.00 $  1,541.00 2 67 $            - not understood offer accepted 

$  1,826.00 $  2,464.00 2 99 $            - not understood offer accepted 

$  1,276.00 $     500.00 2 43 $            - not understood no offer 

$  1,500.00 $  1,108.00 2 110 $            - not understood no offer 

$  1,400.00 $  1,520.00 3 4 $            - not understood offer accepted 
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Fig. 6. Graphical comparison that shows a reduction during the second phase in the number of 
negotiations finished by lack of understanding 
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5   Conclusions 

In this paper we have presented an ontology-based solution to improve the execution 
of negotiation processes over Internet. In particular we have incorporated a translator 
module for the problem of lack of understanding among seller and buyer agents dur-
ing the exchange of messages in a negotiation process.  

We presented the methodological steps we followed for developing the negotiation 
ontology. In particular, we showed the knowledge sources taken from different au-
thors that were the basis for the identification of the key classes and individuals of the 
ontology. We evaluated the ontology in the target application, showing an improve-
ment of negotiation process execution. We presented the system architecture into 
which we have incorporated the translator and the ontology. The experimental tests 
showed that the integrated architecture improves the continuity of the execution of 
negotiation processes, resulting in more agreements. 

We believe that semantic interoperability of messages is an important issue that 
can be solved by incorporating ontology-based solutions. 
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Abstract. The tremendous growth of the web has created challenges for the 
search engine technology. In this paper we propose a method for information 
retrieval and web page ranking by analyzing hyperlink structure on the web 
graph and the weight of keywords. Hyperlink structure analysis measures page 
importance by calculating the page weight based on links. This method is not 
counting links from all pages equally, but by normalizing the number of links on 
a page. The weight of keywords is computed from the elements, keywords and 
anchors, which we call K-elements. A linear combination of the hyperlink 
structure and the weight of keywords is proposed and evaluated to rank web 
pages. In the evaluation, we take into consideration both the importance and 
relevance of a page. 

Keywords: Information retrieval, search engine, web crawlers, hyperlinks, 
elements, keywords, World Wide Web. 

1   Introduction 

The rapid growth of online information creates challenges for information retrieval. 
People are usually surfing the web using its link graph, starting with high quality 
human maintained indices or with search engines, which mostly rank pages by 
analyzing the hyperlink structure. In recent years, several information retrieval 
methods using the information about the link structure have been developed and proved 
to provide significant enhancement to the performance of Web search. The PageRank 
[1] and HITS [2] are two pioneers among them. Lawrence Page and Sergey Brin 
proposed PageRank [1], which ranks web pages based on the link structure of the web. 
PageRank uses simple citation theory, in which highly linked pages are more important 
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than pages with few links. Pages with a link from the important page contain valuable 
information. Hyperlink Induced Topic Search (HITS) is introduced by Jon Kleinberg 
[2]. HITS classifies pages into two types, “hub pages” and “authority pages”, which 
mutually reinforce each other. Since then, the hyperlink analysis has been well adopted 
in the web community [3][4][5][6].    

However, the relevance between a page and query is also very important. Anchor 
text is discussed in [7], where the text of a link is associated with the page the link 
points to. This is based on the fact that anchors often provide more accurate 
descriptions of web pages than the pages themselves. This idea of anchor-text first 
emerged and was implemented in the World Wide Web Worm [8]. Automatic Resource 
Compilation (ACR) [5] extends anchor text by using the text surrounding links in 
addition to the link text itself.  

All these anchor text related researchers are trying to obtain the description of a page 
from a different angle of the page content. From this point of view, we propose an 
approach to describe a page with association of keywords and the weight of keywords 
based on anchor text and its content, where the weight of keywords is computed by our 
proposed algorithm based on the frequency of keywords, the weight of elements and 
anchor text. This method is called K-elements. The value of page weight measures page 
importance by analyzing hyperlinks structure, where the page weight is calculated 
iteratively based on in-coming and out-going links. Then pages are re-ranked with the 
linear combination of page weight and k-elements. 

This paper is organized as follows: in section 2, we give the hyperlink structure 
based page weight measurement. Then K-elements method is discussed in section 3, 
followed by section 4 is the re-ranking method and evaluation. Finally, the conclusions 
are drawn and future work is discussed in section 5. 

2   Hyperlink Structure Based Page Rank 

Hyperlinks contain valuable information, which is the main difference between text 
documents and web pages. In addition, hyperlinks are significantly different from 
academic citation. Furthermore, academic papers are closely reviewed and cited for the 
purpose of exchanging knowledge and ideas, while hyperlinks vary in quality, usage 
and control. Therefore, hyperlink analysis is not just simply counting the sum of the 
number of hyperlinks equally weighed. In this section, we first analyze the structure of 
web graph in section 2.1. Then page weight measurement is proposed in section 2.2. 

2.1   Hyperlink Structure 

We can view the web as a directed graph, which is composed of vertices and edges 
[1][2][3][10]. Where vertices are web pages and edges are links between web pages. 
Figure 1 shows a directed web graph. We define this graph as G = (V, E), where V 
represents vertices in the graph, a link l(i,j)∈E indicates the link between page i and 
page j. l ji >− is a directed link from page i to page j.   
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Fig. 1. Directed web graph 

The web graph consists of three types of pages: hub, head and tail pages.  

• Hub pages are those that have many incoming and outgoing links and 
playing an important multi-junction role in the traffic of web.  

• Head pages only contain outgoing links, but do not have incoming links.  
• Tail pages have incoming links and do not have outgoing links. 

Generally speaking, highly linked pages are more important than pages with few 
links.  A page with a link coming from a very important page should be ranked higher 
than those pages with links from obscure places [1]. Simple citation counting has been 
used to speculate on the future winners of the Nobel Prize [13]. 

2.2   Page Weight Measurement 

In order to measure the importance of web pages, we adopt page weight measurement 
based on the fact addressed previously in that incoming and outgoing links define the 
importance of a page. By doing so, we define that Pin

i and Pout
i  are weight vectors of 

page V i , where out-weight Pin
i  measures the importance of V i in terms of incoming 

links and in-weight Pout
i  measures the importance of V i  in relation to outgoing links. 

Let Nin
j  be the total number of incoming links in page V j  and Nout

j  be the total 
number of outgoing links in pageV j . 

Each page has an initial weighting value as 1. Then Pin
i  is the yield of Pout

j  over the 
total number of outgoing links Nout

j  in pageV j , where Pout
j  is the out-weight vector of 

page V j and we have l ij→ . Likewise, Pout
i  is the yield of Pin

j  over the total number of 
incoming links Nin

j  in page V j , where we have l ji→ . Pin
i  and Pout

i  are defined as 
follows:  

Pi in
i,∀  = 

→l ij
out
j

out
j

N
P     (1)

Pi out
i,∀  = 

→l ji
in
j

in
j

N
P      (2)

The iteration continues until a fixed point reaches, where the weighting value of each 
page becomes stable. This iterative algorithm shows that hyperlink analysis is not 
simply counting the number of links in each page. In is determined by the weight of 
pages it connects to and the total number of links on those pages. However, for those 
head pages, there is only Pout

i  and Pin
i 0→ . While for the tail pages, Pout

i 0→ . In 
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order to measure the importance of all type of pages in the Web graph, we introduce the 
average in-weight Pin  and out-weight Pout , which are defined as follows:  

Pin = 
=

n

i

in
i

n
P

1
 ,   Pout  = 

=

n

i

out
i

n
P

1
 (3)

where n is the total number of pages in the concerned web graph. Based on Nin
j  and 

Nout
j , we define the weight of page Pi  as follows:  

Pi =
σ in

inin
i PP −

+
σ out

outout
i PP −

  (4)

where σ in  and σ out  are standard deviations for normalization and defined as follows:  

 σ in = −
=

n

i

inin
i nPP

1

2 /)(  , σ out  = −
=

n

i

outout
i nPP

1

2 /)(  

To simplify the calculation of the weight of a page, we use non-linear mapping through 
Sigmoidal function with coefficient β , which is used in neural network to map the 
value of Pi  in the equation (8) to the range between 0 and 1 [14].  

)( iPϕ  = 
iPe ⋅−+ β1

1
 (5)

3   K-Elements 

By analyzing hyperlink structure, we obtain the page weight for ranking web pages. 
However, this page weight based on hyperlinks is an absolute value instead of relative 
value in terms of different keywords. To this end we introduce the second part of the 
proposed approach: K-elements that carry out page weights in terms of different 
keywords. 

Currently, there are a number of metadata standards proposed for web pages. Among 
them are two well-publicized, solid efforts: the Dublin Core Metadata standard and the 
Warwick frame-word. The Dublin Core is a 15-Element Metadata Element Set 
proposed to facilitate fast and accurate information retrieval on the Internet [9]. 
Keywords are given different weights ranging from 0 to 1 (inclusive), depending on 
which element the keyword is in. Using sensitivity analysis, the weights are calibrated 
by the system designer, based on the importance and relevance of the keyword 
concerned.  

To compute the page weight associating with different keywords, we initially select 
some keywords appearing in those pages. Each keyword is assigned a weight, ranging 
from 0 to 1, as mentioned previously. For example, the weight in the element Title 
should be higher than that in the element Description. The number of times a word 
appears in the page should also affect the page weight. Therefore, the page weight is 
computed as the sum of all products of keyword weight and the number of times that 
keyword appears in the page, using the following formula:  

)( ikR  = 
=

n

i
ike FW

1
)*(  (6)
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where: 

• R is the page weight based on the keyword ki . 
• ki is the keyword appearing in the element e of the page  (1 ≤  i ≤  n). 
• W e is the pre-defined weight of the element e, determined by a system 

administrator via sensitivity analysis. 
• F ik is the frequency that ki appears in the element e of the page. 

As in the research work in [5][7][8] shows that anchor text often provides more 
accurate descriptions of web pages than the page themselves. Anchors are texts 
around hyperlinks in a page p pointing to another page q. Therefore, we extend 
Dublin Core elements to anchors. We treat anchors as one of elements with a 
specified weight.  

The equation (6) is further defined as:  

)( ikR  = +
=

n

i
ikaike FWFW

1
)**(  (7)

Where: W a  is the weight of anchors and F ik  is the frequency of the keyword as an 
anchor text. In this case, if a keyword is an anchor text, then the product of W a  and the 
frequency will be summed up with the equation (6) as the weight of a page. )( ikR  is a 
relative page weight associating to keyword ki . Therefore, a page has multiple weights 
in terms of different keywords:  

R  = {
1kR ,

2kR ,
3kR …

nkR } (8)

Table 1 is an example of a page’s weights. The second column of table 1 is the 
weight for different elements. From 3rd to 6th columns are the frequencies that those 
keywords in the first row appear in the corresponding elements. For instance, the figure 
of row No.2 and column No.3 is 1, which means the frequency of keywords 
“Information Filtering” in the element of title is 1 in this sample page. Likewise, the 
figure of row No.7 and column No.5 is 5, which means that keyword “Clustering” 
appears 5 times as an anchor text in pages pointing to this sample page. 

Table 2. Page weights in terms of various keywords 

Elements 
Keywo

rd 
Weight 

Informatio
n filtering 

Java 
tutorial 

Cluster
ing 

Dublin 
Core 

Title 0.95 1 1 0 1 
Subject 0.82 0 1 0 1 

Description 0.60 1 3 2 5 
Content 0.3 8 3 6 4 

Reference 0.50 9 6 2 5 
Anchors 0.9 4 6 5 2 

Page 
Weight 

-- 12.05 12.87 8.5 10.27 
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4   Re-ranking and Evaluation 

4.1 Linear Combination 

Previously, the page weight is obtained by analyzing hyperlink structure in section 2. 
Then, we calculate relative page weight in terms of different keywords based on 
K-elements defined in section 3. In this section, we describe the simple linear 
combination of page weight and K-elements as the re-ranking mechanism:  

Score = P + (1- )R (9)

In order to decide the value of , we tune  from 0 to 1 and calculate the score in 
equation (9). Then rank the pages are ranked according to the score and users are asked 
to evaluate the results. 

4.2 Evaluation 

In this sub-section, we describe the setup of evaluation. The experiment is carried out in 
a simulating environment. Our web crawler crawls the web in a specified domain, 
where 326 pages and 3867 links are crawled. Each page’s weight Pi is iteratively 
calculated based on equations (4) and (5). We select top 10 pages sorted by page weight 
Pi . An average of 10 keywords are specified for calculating R in equation (8). 
Subsequently, we have:  

R  = {
1kR ,

2kR ,
3kR …

10kR } (10)

The final score of page weight is the combination of the equation (9) and (10):  

Score R)(  = P + (1- ) {
1kR ,

2kR ,
3kR …

10kR } (11)

By tuning  from 0 to 1, we obtain the Scores of page weight from equation (11). 
When users enter different keywords as query, the pages are re-ranked based on the 
final Score.  These 126 users evaluate the rank shown in figure 2: 
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Fig. 2. User’s evaluation of page rank 

The x-axis is the value of  and y-axis is the number of users who satisfy the page 
rank. As we can see from figure 2, the page ranks achieve the best performance when  
is set to around 0.4. From the above experiment, we could infer that it is not good 
enough to only consider hyperlink structure nor only rely on K-elements. However, 
when we use the linear combination of both the hyperlink structure and the K-elements, 
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and set the coefficient  to 0.4, the best performance of the search is achieved in this 
particular case. 

5   Conclusions and Future Work 

This research aims to rank web pages by the linear combination of hyperlink analysis 
and K-elements. Hyperlink analysis measures page weight by iteratively calculating the 
page weight based upon the weight of pages that it is connecting to and number of links 
on those pages. K-elements method computes the page weight in terms of different 
keywords by extending Dublin Core elements to anchors. Finally, the coefficient  in 
the linear combination is determined by the user evaluation. The proposed method 
measures both of page importance and relevance. 

In future work, we will be extending the K-elements method by the text surrounding 
anchors in addition to the anchor text itself. The future work also includes carrying out 
the evaluation with a great number of users who have different background and 
interests. 
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Abstract. In Bluetooth employing the conventional scheduling policies such as 
round robin, NULL packet is sent when the Master or Slave node does not have 
any data to send in its turn, and this causes a significant waste of resources. The 
Limited and Weighted Round Robin (LWRR) algorithm dynamically adjusts 
the resource allocation to each master-slave pair according to the queue status. 
In this paper we propose an improved LWRR (ILWRR) scheduling algorithm 
which effectively combines the LWRR and bin packing algorithm. Computer 
simulation reveals that slot utilization is increased up to about 50% compared to 
the round robin algorithm. The proposed ILWRR scheduling is effective for not 
only basic data transmission but also real-time multimedia data transmission.  

Keywords: Bin Packing, Bluetooth, MAC, LWRR, slot scheduling. 

1   Introduction 

Recently, rapid prosperity of the wireless internet has spurred the research and devel-
opment of personal area networks (PANs). The networks allow the electronic devices 
in close proximity to each other to form an infrastructure providing various services. 
Interconnection of consumer devices has been increasingly important as the use of 
hand-held devices such as PDA’s and cellular phones has become quite popular. 
Bluetooth is a very attractive solution in the environment of handheld devices where 
the cables between portable and fixed electronic devices desired to be eliminated. It is 
a low power, short range wireless networking standard designed for local area voice 
and data communication [1]. Bluetooth employs a piconet structure that uses short 
range (10 meter) frequency hopping to improve the robustness of the link in the 
2.4GHz band by avoiding interference from other devices such as microwave cooker. 
Piconet is an ad-hoc network, in which one of the devices acts as a master with the 
remaining ones acting as slaves.  

Currently, Bluetooth uses time division duplex (TDD) scheme where communica-
tions for Master-to-Slave and Salve-to-Master strictly alternate. The master of the 
piconet is responsible for slot scheduling required for the pairwise communication. A 
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frame consists of a set of time-division duplex slots with a Bluetooth packet occupy-
ing 1, 3, or 5 slots [1, 3, 4]. Bluetooth supports both voice and data traffic, and the 
nodes use Synchronous Connection Oriented (SCO) link communication or Asyn-
chronous Connectionless Links (ACL). The most frequently used Bluetooth media 
access control (MAC) layer scheduling algorithm is PRR (Pure Round Robin) which 
is one of the conventional scheduling algorithms. In the RR scheduling each Master-
Slave connection is alloted a pair of slots for the transmission of packets. Using the 
RR scheduling it is possible to provide each Master-Slave pair with a fair access to 
the channel. However, the simple RR scheduling is not efficient but causes resource 
waste [5]. This is because the Master can send packets to a Slave only in even num-
bered slots while the slave can send packets to the Master in odd numbered slots. This 
implies that the scheduling occurs in pairs of slots (i.e., the Master-Slave pair). Fur-
thermore, since the task of scheduling is vested with the Master, there could be waste 
of slots and bandwidth if only the Master or Slave has data to send. 

In order to solve the problem above, we propose a new scheduling algorithm effec-
tively combining two algorithms - bin packing and Limited and Weighted Round 
Robin algorithm presented in [4]. The proposed algorithm called improved LWRR 
(ILWRR) algorithm significantly improves the utilization of slots and bandwidth in 
the Bluetooth MAC layer packet scheduling. Computer simulation reveals that slot 
utilization is increased up to about 50% compared to the PRR scheme.  We also com-
pare the throughput, delay, and the number of used slots of PRR, LWRR, and 
ILWRR.  

The rest of the paper is organized as follows. Section 2 discusses the work related 
to Bluetooth technology and various slot scheduling algorithms. The proposed algo-
rithm is introduced in Section 3, and the performance is evaluated and compared in 
Section 4. Section 5 concludes the paper. 

2   Related Work  

2.1   Bluetooth Technology 

The protocols employed in Bluetooth are SDP, L2CAP, Link Manager, Baseband, and 
Bluetooth Radio. Bluetooth is a universal short range wireless communication system 
operating in the ISM band. The technology is based on frequency hopping using 79 
carriers, 1 MHz spaced. Bluetooth channels use 1600hops/sec FH (Frequency 
Hop)/TDD scheme. 

A network unit in Bluetooth is called a piconet. A piconet consists of at least two 
nodes: one master and up to seven slaves. The master defines pseudo-random fre-
quency hopping sequence and transmission timing, and it uses centralized TDD 
scheduling as a MAC protocol. It also controls the channel strictly by polling the 
slaves and is always the first one transmitting a packet in one TDD cycle. Each slave 
may transmit a packet only after a successful reception from the master. Packet trans-
mission from the Master starts in even numbered slots, while transmission from the 
slave starts in odd numbered slots. A Bluetooth packet can take 1, 3, or 5 slots. A 
slave may transmit a packet in the Slave-to-Master slot only if it is polled by the mas-
ter in the preceding slot. 
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Here two types of links can be established. The first type, SCO, allows symmetric 
point-to-point service in which the master transmits packets in the reserved slots. The 
slave transmits packets in the succeeding slot. This scheme was designed to support 
real-time applications, especially voice. The second type, ACL link, is for data. 

2.2   Polling Schemes for Bluetooth Piconets 

In [4], several polling schemes are compared. In the pure round robin scheme a fixed 
order is defined and a single chance for transmission is given to each master-slave 
pair. The exhaustive round robin (ERR) algorithm also uses a fixed order but the 
master does not switch to the next slave until both the queues of the master and slave 
are empty. The main disadvantage of the ERR algorithm is that the channel can be 
occupied by the nodes generating higher traffic than the system capacity. A limited 
round robin (LRR) scheme limits the number of transmissions to solve this problem. 
A new scheme called LWRR (limited and weighted round robin) adopts weight on top 
of the limited round robin algorithm, which is dynamically changed according to the 
observed status of the queue [6]. Each slave is assigned a weight which is equal to the 
MP (Maximum Priority) at the beginning. Each time a slave is polled and no data is 
exchanged between the master and slave, the weight of the slave is reduced by 1. The 
lowest weight of a slave can attain is 1, in which case the slave has to wait a maxi-
mum of MP–1 cycles to get a chance to send packets. Anytime there is a data ex-
change between the slave and master, the weight of the slave is increased to the MP 
value. The rate of visit to a master-slave pair of a low weight is reduced to increase 
the bandwidth utilization [4]. 

2.3   Bin Packing 

Bin packing (BP) algorithm is used to minimize the number of bins for packing some 
objects, which is an NP-hard problem [9]. There are two kinds of bin packing algo-
rithm; on-line bin packing and off-line bin packing. Here we deal with only on-line 
bin packing since it is more suitable for Bluetooth environment. With on-line bin 
packing, each item must be placed in a bin before the next item is processed. With 
off-line algorithm, we have to wait until all the inputs arrive. 

To solve the bin packing problem, a kind of greedy algorithm is applied. Greedy 
algorithms make decisions that look best at the moment. In other words they make 
decisions that are locally optimal in the hope that they will lead to globally optimal 
solutions. Unfortunately, decisions that look best at the moment are not always the 
best in the long run. These algorithms run quickly even though they do not necessarily 
produce optimal solutions. Since the on-line bin packing algorithm can effectively 
handle various size packets in Bluetooth environment, we adopt it. Now we examine 
the algorithm. 

Assume that we are given some items of different sizes. The problem is to pack 
these items in the fewest number of bins. Figure 1 shows an example of optimal pack-
ing for seven items of sizes 0.2, 0.5, 0.4, 0.7, 0.1, 0.3, and 0.8. Note that at least three 
bins are required to pack the seven items since sum of the sizes of them is three. 
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Fig. 1. An example of optimal packing for seven items 

Now we show the NEXT FIT(NF) algorithm adapted in the proposed scheme. NEXT 
FIT is probably the simplest bin packing algorithm. For processing an item with NF, we 
check to see whether it can be put in the same bin as the previous item. If it does, it is 
placed there; otherwise, a new bin is created. This algorithm is incredibly simple to 
implement and runs in linear time. Figure 2 shows the result of packing for the example 
above. Notice that it needs a much larger number of bins than the optimal solution. 

 

Fig. 2. An example of next fit packing for seven items 

3   The Proposed Scheme 

Now we present the proposed scheme that can efficiently allocate the resources in 
Bluetooth environment. The proposed scheduling algorithm consists of BP and 
LWRR algorithm. The scheduling algorithm for Bluetooth can be viewed as a online 
bin packing problem with limited amount of future knowledge. Note that there are 7 
slaves in the piconet. BP can reduce the waste of slots by packing up to 5 slots. We 
assume that all the incoming data require 1, 3, or 5 slots equally likely. Figure 3 
shows the structure of the scheduler operation.  

 

Fig. 3. The structure of the scheduler operation 

wi : Weight of flowi (For RR, it is fixed. For LWRR, it is modified as the slot weight of the 
slave) 

Si : Amount of traffic service for flowi between time t1 to t2 
r :  Service rate of the queue  
ri : Service rate of flowi 
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In an ideal model each flow gets its fair share of bandwidth. The left hand side of 
Equation (1) is the ratio of service of flowi to flowj from t1 to t2, and the right hand side 
is the ratio of the weights of the two flows. For good fairness scheduling, we decide 
the service rate of a flow according to the weight.  

One-dimensional bin packing is a classic problem with many practical applications 
related to the minimization of space or time. It is a hard problem for which many 
different heuristic solutions have been proposed. The goal is to pack a collection of 
objects into the minimum number of fixed-size "bins". Therefore, we use it with the 
LWRR algorithm to minimize the total number of used slots and increase the through-
put as well. 

Usually, all bins have the same capacity (C > 0). Obviously, placing an object in a 
separate bin is a feasible solution to the problem but not an optimal solution. The 
mathematical formulation for bin packing problem is represented as follows [7]. For n 
slots, the weight and capacity of i th slot are denoted as psi and ci. 
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For a given Problem I, it was shown that the solution with the NF algorithm, NF(I) 
satisfies the following bound  
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wi of Equation (2) is changed into NF(wi) in Equation (9). It represents the proposed 
ILWRR algorithm showing a queue fair share of bandwidth and utilization according 
to the observed status of the queue. Figure 4 shows the pseudo code of the proposed 
algorithm, The LWRR scheduling algorithm displays better throughput than the RR 
algorithm but it is worse in terms of fairness for sending various size packets. Hence, 
we combine the NF bin packing algorithm with the LWRR algorithm to provide  
fairness.  

Ideally, we can reduce the waste of slots as much as in Equation (8) by using the 
NF algorithm. In fact, however, the waste may be bigger because the packet distribu-
tion is not always uniform and capacity of the bins are not same. We will confirm the 
reduction of the waste of the slots with the proposed scheme in Section 4. 

Nomenclature 
MP: max slot priority 
SW: slot weight of the slave 
SK: the number of slots skipped for  the slave 
 

Fig. 4. The proposed ILWRR algorithm in pseudo code 

From line 01 to 09 in Figure 4, the NF algorithm is used to pack various size  
packets. From line 10 to 15, the LWRR scheduling algorithm is applied. With this 
composite algorithm, we can have better resource management than the RR and 
LWRR algorithm in practical condition. 

We next show an example of actual slot scheduling with the RR and the proposed 
ILWRR scheduling algorithm when various size packets are input. Note that slot1 has 
two types of packets - DM1(0-17 byte long) and DH1(0-27). Slot3 has DM3(0-121) 
and DH3(0-183), and slot5 has DM5(0-224) and DH5(0-339), respectively, according 
to Bluetooth specification [1]. 

 

For each slave in the polling cycle: 
01:  if(PacketSi <= size of Slot1) packetSi  Slot1 
02:  while (If timer is not expired) 
03: { 
04:  Packetsi += Packetsi 
05:   if(size of Slot1 < PacketSi <= size of Slot3) 
06:       Packetsi  Slot 3; 
07:   else  if(size of Slot3 < PacketSi <= size of 

slot5) 
08:       PacketSi  Slot 5; 
09: } 
10:  else 
11:   All Packets have not been packed 
12: Poll the slave until SW time units expire or no 

data packet is exchanged           
13:   if (no data packet is exchanged) 
14:       SW=max((SW-SK),1); 
15:    else SW=MP 
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Example) A slave has six packets of the length of 15, 11, 61, 150, 122, and 125.  
 
Sol) RR solution :  
15(DH1)  assign slot1 and slot utilization α is 15/27 (56%). 
11(DH1)  assign slot1 and α is 11/27 (41%). 
61(DH3)  assign slot3 and α is 61/183 (33%). 
50(DH3)  assign slot3 and α is 50/183 (27%). 
122(DM5) assign slot5 and α is 122/224 (54%). 
125(DM5) assign slot5 and α is 125/224 (56%). 
 
Sol) LWRR solution :  
15(DH1) Do not assign slot1 but wait for succeeding packet. 
11(DH1) 2 packets are packed and assign slot1. α is 26/27 (96%), and one slot 

has been used. 
61(DH3) Do not assign slot3 but wait for succeeding packet 
50(DH3) 2 packets are packed and assign slot 3. 

                     α is 111/183 (61%), and two slots have been used. 
122(DM5) Do not assign slot3 but wait for succeeding packet. 
125(DM5) The 122 byte and 125 byte cannot be packed because 122 + 125 = 247 

> 224. Therefore 122 byte is assigned to slot5 and also 125 byte is as-
signed to slot5. α for the 122 byte is 122/224 (54%), and α for the 125 
byte is 125/224 (56%). 

4   Performance Evaluation  

In this section we examine the performance of the proposed scheme that combines the 
LWRR algorithm with bin packing. The architecture of the proposed ILWRR sched-
uling is shown in Figure 5, which consists of several components such as Slave, Mas-
ter, NF, and LWRR. The components are combined to decrease the waste of slots 
using the NF BP algorithm and increase the utilization of bandwidth using the LWRR 
algorithm. As mentioned earlier, the number of packets belonging to slot1, 3, and 5 
are assumed to be equally likely. The packets are generated with Poisson distribution  
 

 

Fig. 5. The structure of the proposed scheme with the Bin Packing and LWRR algorithm 
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Fig. 6. The comparison of throughputs 

 

Fig. 7. The comparison of delays 

with  λ= 5. For each slot size, the lengths of the packets show uniform distribution. In 
other words, for slot1 packets, for example, the lengths of the payload sizes are evenly 
distributed between 0 and 27 bytes.  

Figure 6 and 7 compares the throughput and average end-to-end delay of the RR, 
LWRR, and ILWRR scheduling algorithm in a piconet. The figures show that the 
proposed ILWRR algorithm consistently allows better performance than the other 
schemes. Figure 8 compares the total number of used slots with the three algorithms. 
Observe that the total number of used slots by ILWRR is minimum among the three. 
The average slot utilization is RR (53.45%), LWRR (71.51%), and ILWRR (80.51%), 
respectively. Note that the proposed ILWRR algorithm improves the utilization up to 
about 50%. Also, utilization of the proposed IDRR scheme is much more stable than 
the other two schemes. Recall that the NF bin packing is a very simple operation. 
Therefore, bin packing for a flow can be finished while the remaining six flows are 
handled in the LWRR-based Master. As a result, there exist no time overhead for  
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Fig. 8. The total number of used slots with RR, LWRR, ILWRR 

implementing bin packing on top of the LWRR algorithm. The proposed ILWRR 
scheduling is thus effective for not only basic data transmission but also real-time 
multimedia data transmission.  

5   Conclusion 

In this paper we have proposed a new scheduling algorithm called ILWRR for Blue-
tooth by combining the BP and LWRR algorithm. Through computer simulation we 
have shown that the proposed algorithm performs significantly better than the Pure 
Round Robin algorithm in the Bluetooth environment. The PRR algorithm allows 
fairness to each slave node but causes the problem of wasted slot. The LWRR algo-
rithm can increase the bandwidth utilization by dynamically adjusting the resource 
allocation to each master-slave pair according to the observed status of the queue. 
However, it still has wasted slot. The proposed scheduling algorithm, ILWRR, solves 
the problem by using the Next Fit bin packing algorithm along with the LWRR 
scheduling. More research is required to decide the optimized “bin(slots)” and “ob-
jects(packets)” parameter of the bin packing algorithm. The performance of the pro-
posed scheduling algorithm for different distributions of packet sizes will also be 
investigated. 
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Abstract. Timely collaboration among businesses is required to achieve their 
common business goals. In this paper an event-condition-action (ECA) rule 
component is proposed to support the timely collaboration of web-based 
distributed business systems. The proposed component provides high level rule 
programming and event-based immediate processing so that system 
administrators and programmers can easily maintain the timely collaboration 
independently to application logic. It uses HTTP protocol to be applied through 
firewalls and is implemented using basic trigger facilities of a commercial 
DBMS for practical purpose.  

1   Introduction 

In the WWW environment distributed business systems need to be coordinated and 
integrated for collaboration inter-organizations to achieve their common business 
goals. Especially emergency requests or urgent information among them should be 
processed in an immediate mode. For example, consider that a shopping mall becomes 
short of an item suddenly and requests a partner supplier to provide it. Then the supplier 
should provide the item quickly within a predefined time period. If, however, the item 
is out of stock in the supplier's warehouse and not able to be supplied within the 
predefined time period, it should be notified to the shopping mall promptly so that the 
shopping mall can try to find an alternate supplier to fill the item. Most current systems, 
however, due to the systems' security and autonomy, can not handle these requirements 
appropriately, but handle them in a batch processing mode or ad hoc manners [1].  

In this paper an event-condition-action (ECA) rule component based on active 
database abstraction[2,3] is proposed to provide distributed business systems with 
flexible coordination and immediate processing in WWW environment. Since high 
level ECA rule programming is supported by the component, the collaboration among 
business systems and event-based immediate processing can be implemented 
independently to application logic.   
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The ECA rule component is designed and integrated into distributed business 
systems using HTTP protocol to be applied through firewalls. Thus the security and 
autonomy of distributed business systems of individual enterprise are assured. Since 
most of business systems have database systems to store persistent data and 
commercial DBMSs provide basic trigger functionalities of active capability, the 
component is designed and implemented using a commercial DBMS for practical 
purpose.   

The rest of the paper is organized as follows. Section 2 discusses related work. 
Section 3 describes the need for timely collaboration among distributed business 
systems, the proposed mechanism to meet it, and requirements to provide the 
mechanism. In section 4, one of the requirements, elements of an ECA rule program 
and examples of ECA rule programs are presented. Section 5 discusses architecture of 
the ECA rule component and implementation and evaluation of a pilot system is 
described. Finally in section 6, we conclude with future work.   

2   Related Work 

The advent of the internet, WWW, and distributed computing technologies has been 
enabled business organizations to conduct business electronically. And a lot of 
researches on B2B E-Commerce have been carried on [4]. But the most of researches 
have been mainly focused on interoperability problems among distributed business 
systems. The issues of timely collaboration among business systems have not been 
addressed comprehensively. 

There are many researches on exception handling issues on business processes [5, 
6,7]. The exception is defined as deviation from the normal workflow, such as system 
errors or failures that interrupt normal processing of workflows. The exceptions are 
classified into basic failure on system level, application failure, expected exception on 
workflow level, and unexpected exception. Especially [5, 7] propose ECA rule based 
exception handling methods. However, these researches are focused on normal 
processing of workflows with the exceptions, i.e., fault-tolerant workflow processing. 
That is different from timely collaboration issues in this paper. 

In summary, previous work addressed either general interoperability issues of 
businesses or exception handling of business processes' failures. Few of them 
comprehensively address timely collaboration issues among business systems in 
WWW.  

3   Timely Collaboration Among Distributed Business Systems 

3.1   The Need for Timely Collaboration 

Consider a typical B2B E-Commerce shown in Fig.1 as a motivating example. All 
participants are connected by solid lines which denote internet and information flow. 
The dotted arrows denote material flow among participants. Each participant does 
business with each other by its own B2B and B2C systems. That is, a shopping mall 
takes customers' orders and provides services by B2C system, while it places orders to  
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Fig. 1. Typical B2B E-Commerce 

suppliers, requests delivery of items to shippers and money transfer to banks, inquires 
customers' credit to credit card company based on the agreement or contracts which 
were made with other participants. A supplier receives orders from shopping malls by 
its B2B system.  

In Fig. 1 each participant has fire-wall for security and is connected each other via 
the fire-walls. In general, the fire-walls close most of ports except special ports such as 
HTTP 80. Therefore the systems of each organization should use HTTP protocol and 
fixed ports to interact with other organizations' systems[8]. 

In the above B2B E-Commerce there are two kinds of job processing modes in 
businesses. One is a batch-processing mode in which a business collects jobs and 
processes them at a time. The other is an immediate processing mode in which a 
business processes jobs promptly when they come in. In the former mode human or 
systems work efficiently while the processing time of each job becomes longer. In the 
latter mode human or systems should always wait for a job while each job is processed 
promptly. The choice of processing modes depends on the characteristics of jobs, 
policy of a business, and contracts between businesses. 

Timely collaboration among business systems, i.e. immediate request - immediate 
cooperation, can be seen as exceptions out of business' normal collaborations. That is, 
emergency request or critical information among business systems should be 
transmitted to partners’ systems promptly and processed by the systems in an 
immediate mode. They are not frequent, but once they occur they may require special 
treatment and affect customers' or businesses' profits in a large degree. Since businesses 
collaborate with each other by contract fulfillment, the cases for the timely 
collaboration can be classified as following in terms of service contracts: 

1. unable to fulfill a normal contract service 
2. need to modify or compensate a normal contract service 
3. need to cancel a normal contract service 
4. need a special service instead of a normal contract service 

For the above cases, new contracts, which require timely collaboration, can be added 
into systems incrementally. Most current systems, however, due to the systems' 
security and autonomy, cannot handle these requirements appropriately, but handle 
them in a batch processing mode or ad hoc manners [1]. That is, they use login method 
by allowed users or Email. Or low-level ad hoc programs, which are coded into 
application logic, handle the cases. It causes software modularity problems. 
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3.2   Timely Collaboration by ECA Rule Paradigm 

We derived the timely collaboration procedure among distributed business systems in 
B2B E-Commerce shown in Fig. 2, which consists of 4 phases: 

1. Detection: a phase to detect that a business wants to make emergency requests for 
partner's cooperation or critical information occurs, which should be transmitted 
promptly.  

2. Transmission: a phase to transmit the detected situation to a partner promptly. 
3. Evaluation: a phase to evaluate collaboration constraints whether they should be 

processed in an immediate mode. There are two kinds of constraints, time 
constraints and resource constraints. 

4. Processing: a phase to execute or process the requested job or the information in an 
immediate mode. 

As shown above, in order to collaborate in an immediate mode, the situation for timely 
collaboration should be detected, notified or transmitted to each other, evaluated and 
recognized, and processed promptly. It shows that timely collaboration among 
distributed business systems is suitable application to ECA rule mechanism [2,3]. That 
is, the timely collaboration can be represented in ECA rules, such as occurrence of the 
situation for timely collaboration as event, collaboration constraints as condition, and 
the processing of the job as action. Then, an ECA rule component, which processes 
ECA rules, detects automatically the occurrences of the event and notifies the 
occurrence to partner's system. The component of the partner evaluates the condition. If 
the condition is satisfied then it executes the action promptly for collaboration. That is, 
the collaboration among business systems can be processed in an immediate mode 
without interference of application or users. 

 

Fig. 2. Timely Collaboration Procedure among Distributed Business Systems  

The timely collaboration among business systems in B2B E-Commerce can be supported 
by the two main elements; ECA rule programming facility and ECA rule component. 

4   ECA Rule Programming for Timely Collaboration 

In this research new ECA rule language is not developed. Instead an existent ECA rule 
language is extended at the minimum to express timely collaboration. We adopt 
ECAA(Event Condition Action Alternative Action) rule language which is one of ECA 



 ECA Rule Component for Timely Collaboration 201 

 

rule languages[2,3]. Fig. 3 depicts ECA rule structure. Alternative Action part is for 
flexible representation of timely collaboration. Even though a business makes a timely 
collaboration request, its partner may not be able to cooperate because of the 
collaboration constraints. In this case the partner should notify the inability for 
cooperation to requester as an alternative action. Therefore it is optional. 

Rule rule-name;  
    Event event-expression; 
    Condition condition-expression; 
    Action Begin action-block End 
    [Alternative Action Begin alternative-action-block End] 

Fig. 3. ECA Rule Structure 

The rule-name does not have a major role in its execution since it is triggered by an 
event. Rule names are used mainly for management purpose. 

Event: A rule is triggered by detection of occurrence of an event described in 
event-expression. The need for the timely collaboration among business systems in 
B2B E-Commerce is represented as an event. In this paper the events are classified into 
local and remote in terms of occurrence and subscription. If a local event occurs and is 
subscribed by a remote system, it is transmitted to the system. This information is 
registered into Event-Schema-Table of Event-Manager in an ECA rule component 
when it is defined. In terms of contents, the events are furthermore classified as request 
event and notification event as in [Table 1]. Since events for timely collaboration are 
application-related, the wrapper codes are required to generate them and transfer to 
Event-Manager. The syntax of the event-expression is 

 event-expression ::= event-name(type1 par1, type2 par2, ...); 

Table 1. Events and Actions for Timely Collaboration 

Request Events & Notification 
Events 

Immediate Collaborative Action 

Notify-Able-Service No-Action 

Notify-Unable-Service Find-Alternate-Service 

Request-Modify-Service Modify-Service 

Request-Cancel-Service Cancel-Service 

Request-Special-Service Special-Service 

Condition: Once an event has been detected, a condition part is evaluated. For timely 
collaboration, collaboration constraints should be checked. Even though a business 
system requests timely collaboration to its partner system, the partner may not be able 
to cooperate because of collaboration constraints. There are two kinds of constraints. 
One is time constraints that the partner system should provide requested service within 
a predefined time period. Another is resource constraints that the partner should have 
resources such as man power, required system, or items to fulfill the requested service. 
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Action: If the condition is satisfied, the action block is invoked. An action block 
consists of a set of actions or call statements which execute the requested service for 
timely collaboration. [Table 1] shows kinds of requested events and notification events 
and corresponding action types. Some actions may generate events again. 

Alternative Action: If the condition is not satisfied, which means the partner system 
can not cooperate immediately, the alternative action block is invoked. It is used to 
notify the inability of collaboration to the requester or remedy it.  

Example of ECA rule programs: Consider the previous example that a shopping mall 
becomes short of an item suddenly and requests a partner supplier to provide it. Then 
the supplier should provide the item quickly within a predefined time period. If, 
however, the item is out of stock in the supplier's warehouse and not able to be supplied 
within the time period, it should be notified to the shopping mall promptly so that the 
shopping mall can try to find an alternate supplier to fill the item.    

This example shows that a shopping mall and a supplier should collaborate in an 
immediate mode. It can be implemented by the following two rules ;   

   Rule Find-Alternate-Service /* rule on a Shopping Mall */ 
      Event unable-special-supply(string supplier, string item-1, integer n); 
      Condition true; 
      Action Begin find-alternate-service(string item-1, integer n)   
        End 
  
   Rule Request-Special-Service /* rule on a Supplier */ 
    Event request-special-supply(string requester, string item-1, integer n); 
    Condition no. of item-1 > n; 
    Action Begin special-order-processing(string requester, string item-2) End 
 Alternative Action Begin raise-event('notify-unable-special-supply') End 

5   ECA Rule Component 

5.1   Architecture of ECA Rule Component 

The timely collaboration written in ECA rules is processed by an ECA rule component. 
The architecture of the component consists of five modules, Communication-Manager, 
Event-Manager, Rule-Manager, Event-Rule-Interface, and Actions/Applications. The 
overall architecture is shown in Fig. 4. In the following we describe each module. 

Communication-Manager: Using HTTP protocol the Communication-Manager 
sends and receives event messages for timely collaboration in the form of XML with 
Communication-Manager of partner's ECA rule component. It is implemented in Java 
servlet[9] of a Web server and contains two roles. Firstly it receives XML messages 
through a Web server, extracts events, and transfer to local Event-Manager. Secondly it 
receives event from local Event-Manager, transforms into XML format, and using 
HTTP post command transmits to the Communication-Manager of partner's system[10]. 
In order to process XML messages Xerces2 Java parser is used. Send_Event and 
Raise_Event take the two roles respectively. 
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Fig. 4. Overall Architecture of ECA Rule Component 

Event-Manager: It manages schema definition of events and their subscription, 
identifies whether subscription of an event is local or remote, and transfer the identified 
event to corresponding Rule-Manager which subscribes it. It is implemented in Java 
servlet of a Web server. Events are defined and registered for subscription by system 
administrators or programmers via Event-Rule-Interface. Then the definition and 
subscription are recorded into Event-Schema-Table by Event- Manager. At run time 
the Event-Schema-Table is referenced by Event-Manager to check whether an event is 
local or remote. The Event-Schema-Table consists of four tables to store all 
information related to events. Four tables are; 

 event-schema=(event-name, no-of-parameters) 
 publisher-schema=(event-name, publisher) 
 subscriber-schema=(event-name, subscribers) 
 parameter-schema=(event-name, para-name, type, position)  

Since Event-Schema-Tables are stored in database, Event-Manager uses JDBC to 
connect database for storing and retrieving events.  

Rule-Manager: The Rule-Manager evaluates and executes ECA rules. It is 
implemented with basic trigger facilities of the underlined DBMS and contains 
Event-Instance-Tables, a Rule-Table, and triggers on the Event-Instance-Tables. An 
ECA rule for timely collaboration is defined via Event-Rule-Interface and recorded into 
the Rule-Table. When an event is defined, its Instance-Table is created together. 

A rule for timely collaboration is written using triggers on the Instance-Table. For 
example, the rule 'find-alternate-supplier' can be written as a trigger on the 
Instance-Table 'unable-special-supply-instance-table' in the syntax of Oracle 9i[11]; 

 create trigger find-alternate-supplier after insert on  
     unable-special-supply-instance-table 
 begin  
  if condition is true 
  then call find-alternate-supplier(); 
 end; 

Event-Rule-Interface: The Event-Rule-Interface is an interface for system administrator 
or programmers to define events and rules as well as to manage them, i.e., search, delete, 
and update. It utilizes facilities of Event-Manager and Rule-Manager, that is, Event- 
Table-Editor and Rule-Table-Trigger-Editor, respectively.  
 



204 D. Lee, S. Lee, and Y. Lee 

 

Actions/Applications: Actions are the treatments of requested services. Events are 
generated by applications. And some actions may generate events again. The 
actions/applications are internal if written in underlined DBMS's API or external if not. 
Since events for timely collaboration are related to applications, wrapper codes to 
generate their occurrences and function calls to notify to Event-Manager are needed. 
Since the action part of an ECA rule is to treat timely collaboration, it consists of 
procedure or call statement for stored procedure, which provides the collaboration.  

5.2   Interactions Among Component Modules 

In order to explain how the ECA rule component processes the ECA rules for timely 
collaboration, the interaction procedure among modules is described at build time and 
run time in the following, respectively. 

Build Time 
1. System administrators or programmers define events for timely collaboration via 

Event-Rule-Interface. 
2. The definition of events are recorded into Event-Schema-Table by Event-Manager. 

System programmers write wrapper codes for occurrences of the events. 
3. The definition of an event is transferred to Rule-Manager and its Instance Table is 

created. 
4. Subscription of the event is registered via Event-Rule-Interface by the partner's 

programmer. The Subscription is stored into Event-Schema-Table by 
Event-Manager. 

5. System administrators or programmers define a ECA rule on the event via the 
interface. The definition of a rule is recorded into Rule-Table by Rule-Manager. 

6. System programmer writes triggers on the related Event-Instance-Table of the 
defined ECA rule and codes for the action part. 

Run Time 
1. A local event occurrence generated by a local application or action is notified, or a 

remote event is transmitted from a remote system via Communication- Manager. 
2. Event-Manager identifies its subscription from Event-Schema-Table. If its 

subscription is local, then it is transferred to the local Rule-Manager. Otherwise, 
that is, remote subscription, it is transferred to Communication-Manager to 
transmit to a corresponding remote system. 

3. Rule-Manager inserts the event instance into its Instance-Table and invokes a 
trigger to execute corresponding rule. 

4. The trigger executes corresponding action for timely collaboration.  

5.3   Implementation and Evaluation of a Pilot System  

To validate the timely collaboration mechanism and applicability of an ECA rule 
component, a pilot system has been implemented and applied to a typical B2B 
E-Commerce scenario. During design and implementation of the system, we 
considered practicability, interoperability with database, and platform independence. 
Therefore Java was chosen as an implementation language. Commercial DBMS Oracle 
9i, Apache Tomcat Web server, Xerces2 Java parser were chosen. 
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Instead of implementing all features of an ECA rule component from scratch we 
utilized basic trigger facilities of a commercial DBMS. Major functions of the 
component are detection of event, evaluation of condition, and execution of action. In 
this paper, as described in the previous section 5.1 the condition evaluation and the 
action execution parts are designed and implemented by triggers of a underlined 
DBMS. That is, Event-Instance-Table for each event is created in DB and trigger codes 
on this table are written. The condition evaluation and action parts are written in trigger 
body. Thus, when an event instance is inserted into its Instance-Table, it invokes the 
related trigger that evaluates the condition and executes action part in the body. 

For the application scenario, an internet shopping mall with its suppliers and 
shippers is used as shown in Fig. 1. Consider previous shopping mall. It decided to 
provide flexible service that customers are allowed to modify(add or delete items) or 
cancel their orders, and modify the delivery address within a predefined time period. In 
order to provide these services the shopping mall should collaborate with suppliers and 
shippers. Furthermore, since these collaboration affect the normal jobs processed, 
being processed, and going to be processed, they should be processed in an immediate 
mode. The events and rules for timely collaboration among shopping mall, suppliers, 
and shippers for the scenario are shown in Fig. 5. 

 

Fig. 5. Events and Rules for Timely Collaboration 

6   Conclusion 

In this paper an ECA rule component based on active database abstraction is proposed 
to support timely collaboration among distributed business systems in WWW 
environment. Since high level ECA rule programming is supported by the component, 
the collaboration among business systems and event-based immediate processing can 
be implemented independently to application logic. Thus, system administrators and 
programmers can easily program and maintain timely collaboration among business 
systems in WWW.  

The ECA rule component is designed and integrated into business systems using 
HTTP protocol to be applied through firewalls. The security and autonomy of systems 
in individual enterprise are assured. Since most of business systems have commercial 
database systems to store persistent data and commercial DBMSs provide basic trigger 
functionalities of active capability, the ECA rule component is implemented to be 
practical using a commercial DBMS, Oracle. Even though the syntaxes of triggers of 
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commercial DBMSs are different from each other, since the semantics of the triggers 
are similar, the proposed component can be implemented in other commercial DBMSs 
such as DB2 and MS SQL server.  

In order to extend our research, future work includes support for various phases in 
business systems' life cycle[12] and extension of collaboration concept to support client 
oriented ECA rules. In addition, research on security of event transmission and action 
execution is needed, since notification of an event leads action execution directly. It 
may affects applications and database. Thus appropriate security method is required.  
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Abstract. This paper proposes a dynamic integration approach for a web data 
warehouse system. It starts with a conceptual design begins with specified re-
quirements that allow the need for creating a logical integrated web data ware-
house model. An object-oriented concept is utilized at the logical design level to 
fully capture and represent the semantics of underlying data sources and user’s 
requirements in a more flexible and meaningful manner. We also show the 
benefits of our proposed integrated web data warehouse solution by presenting 
a set of complex queries to access the integrated data for computing complex 
analytical results. 

1   Introduction 

Integration of distributed data is aggressively becoming more of a concern as more 
business data appear on the World Wide Web. The business information is stored in 
more than one places, the data from these various sources are needed to build an 
analysis tool to support business and management decisions in order to keep an enter-
prise’s competitive edge. Data integration is a very challenging topic and very often 
the data integration in specific areas is misinterpreted. 

The challenge behind the integration of web data and non-web data is that data from 
different resources are almost impossible or not related to business subject or even some 
data appeared to be very inconsistent in their representation. Therefore, in order to rep-
resent the selected data in different resources to correspond to the same subject, seman-
tics and structure of data must be carefully considered.  For example, XML/HTML 
documents provide many possibilities semantics to model a real world problem. For a 
same problem, data are split in XML, relational and object semantics. The question is 
how are these semantics are captured and formed a uniform data warehouse structure. 
These factors motivate us to define a uniform integrated web data warehouse structure 
that allows distributed data to be mapped and integrated accordingly. 

Our proposed solution on integrated web data warehousing includes the conceptual 
design level, logical design level and the benefits of the proposed approach that make 
it outperform the existing proposed techniques when complex queries provide differ-
ent views of integrated data. Furthermore, our proposed approach is a completion 
from conceptual design to implementation level. The design strategy and methodol-
ogy are effortlessly understood by all levels, and highly assist the system designer to 
handle more data models and provide the flexibility of maintenance in the future. 
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This paper is organized as follows. Section 2 briefly describes the existing works. 
Section 3 is a preliminary on data integration in data warehouse. It also gives a brief 
description of the framework and integration architecture on different data models. 
Section 4 is the definition of the conceptual design level, while section 5 is the 
schema creation including a complex query specification. Section 6 is the conclusion 
of the paper, discussion of the system benefits and proposed extension of this paper. 

2   Related Work 

Proposed techniques in [2, 3, 4] such as view mechanism, based classes and the map-
ping of local schema to a global schema have explicitly adopted object oriented (OO) 
data modeling concept to allow a creation of an object model to deal with a design 
problem and data mapping issues. These proposed techniques have focus on the han-
dling of complex and object data types in a data warehouse system. The lacking of 
features and data representations on an OO data warehouse model extended from an 
existing relational data warehouse model in [9] shows the insufficient semantics of 
data representation. 

XML structure is a popular standard technique of storing and exchanging web data; 
XML structure has the capability to comply with OO representations. Because of its 
dominant storage and exchange for web data that has attracted more researchers to 
investigate the design and building techniques of XML Data warehouse (XDW). A 
logical designing technique for XML data source integrated in a data warehouse using 
relational data model could be found in [5]. While a web-based data warehouse is 
constructed based on XML data to solve evident defects in [7], a dynamic data ware-
house that allowed an integration of XML data in [11] was proposed to support the 
evaluation and change control over the integrated data. 

The XDW refers to a proposed XML document data warehouse in [10] in which 
OO concept is utilized to assist with the conceptual design. The design of XDW is 
driven due to the concern of the fast expansion in large amounts of sources in the 
XML documents. An OLAP specifying on XML data and relational data in [6] is 
concerned with DTD structure for XML data and assume relational data can be easily 
done by using a direct mapping technique. The authors explicitly adopt UML tools to 
create the integrated data model. Their main focus is to deal with XML data and 
therefore uses XML as a design based data structure. Relational data sources is then 
observed and directly mapped onto the defined model. 

3   Data Integration in Data Warehouse: A Preliminary 

Our web data warehouse integration approach begins with a conceptually predefined 
common integrated web data warehouse model that has a multidimensional structure. 
This common data warehouse model is specified, based on user and business re-
quirements and the underlying sources combined; the conceptual design utilizes OO 
features. The definition of the model focuses on the ability to integrate different data 
models in the data sources and fully capture the semantics of data. The specified 
model has a structure of Fact revolved by a set of hierarchical Dimensions. 
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Our proposed integrated data warehouse model is very much similar to the Star 
model. However, the advantage of our model is that the dimensions are explicitly 
organized in hierarchical structures with the assistance of OO features to provide a 
full capture of data semantics and representations for business requirements. 

In the completion of a conceptual design for an integrated web data warehouse 
model, data sources are then absorbed and modeled based on the specified modeling 
features in which a logical model is created. A set of complex queries is also proposed 
to access the integrated data to compute analyzed results. 

Integrated Web 
Data Warehouse 

 
Concept: 
VARRAY, 
Inheritance, 
Aggregation, 
Association, etc. 
based on SQL4  Object Oriented Data 

    Relational Data 

<Table>  <TR> 
  <TD>  r1a1</TD> 
  ……. 
</TR></Table> 

   HTML Data 

Object Relational Data 

<complextype> 
  <sequence> 
    <element> 
      ……. 
</sequence> 

XML Data 

 

Fig. 1. Integrated Web Data Warehouse Model Overview 

Fig. 1 shows an overview of our proposed web integrated data warehouse architec-
ture. Our goal is to present the technique to integrate Relational, XML and HTML, 
Object Relational (OR) and OO data. 

3.1   Integrating Dimension Data 

We explicitly use OO features to deal with dimensional hierarchical structures. Thus, 
each dimension may hierarchically store information to represent different business 
requirement in which an aggregation, inheritance or association relationship is used. 
Each type of relationship is selected according to the specified requirements and 
knowledge of structure in the underlying sources. The cardinality of –to-one or –to-
many shows the interrelationship between the data levels wherever it is appropriate. It 
is not necessary to specify relationships between classes in a single hierarchy, espe-
cially when it is engaged with inheritance or collection. 

3.2   Integrating Summarized Fact Data 

We propose an association relationship of one-to many between Fact and each dimen-
sion. Fact stores the pre-aggregated measures and a set of referenced keys that refers 
to the dimensions. The pre-aggregated measure is a summarized data value that has 
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references to dimensions. This value is computed using reference dimension data that 
are stored in different data source models. Since the proposed dimensions in our inte-
grated model utilized the hierarchical concept, the pre-aggregated measures are de-
rived as at lowest level as possible in the dimension. This allows the users flexibility 
to compute powerful analyses on the specific OLAP queries. 

3.3   Integrating Different Data Models 

In our proposed model, we aim to integrate two main data type, relational data and 
web data such as HTML/XML documents. Relational data is still necessary since an 
enterprise may not be fully equipped with web-based systems. Some transactional 
data are still stored in the operational system. We consider integrating the relational 
data directly onto the common web data integrated model so that we can reuse the 
existing relationship between the data as much as possible. If necessary we map from 
relational data to an OO structure in which we can gain more semantic data represen-
tation by using OO modeling features. 

When dealing with HTML/XML documents, we use a powerful formalism of 
XML schema to describe the document structure and user requirements. The specified 
XML Schema is also used to validate data that are captured or given in XML struc-
ture. XML schema, which is formally recommended by W3C, can also accommodate 
the OO modeling concepts. We propose to translate from HTML data to a XML 
schema [1, 8]. We assume that the data present on the web for a particular interest 
subject is described in a table that use <Table>, row <TR> and column <TD>, <TH>, 
<Colspan> or <Rowspan> tags. The mapping is carried from each of these tags to 
each of the structured name in the desired XML schema. 

4   Defining Conceptual Integrated Web Data Warehouse Model 

As a motivating example for this paper, we illustrate the proposed approach based on 
the requirements to build an enrolment university data warehouse system. Information 
about the enrolments is stored in relational and web forms. This is due to the fact that 
individual faculty has its own system and they are not currently linked. 

One faculty may have its own web-based system while the others for some reasons 
may just have a relational database system to handle the enrolment of students. It is 
the goal of the university to construct a data warehouse system in order to analyze 
student enrolments, favorable interested areas/subjects/degrees and also the trend of 
enrolments in different years including month and semesters.  

The university is also interested in the analysis of degree enrolments for particular 
area. For example, for masters degree there maybe more students enrolled in course 
work than research but exceptionally a university has a strong constraint in providing 
both research and coursework. Thus, it is interesting to see a pattern among these 
entities. A faculty may be formed by one or more schools and a certain number of 
degrees belongs to a particular school. 
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4.1   Translating HTML Data into XML Structure 

We adopt the mapping tool and technique that proposed in [1, 8] to map from HMTL 
data to XML data so that attributes can be identified. HTML data are translated to 
XML schema using very basic and obvious mapping steps. 

Let the content of table XYZ is a set of rows <TR> and each row contains a set 
of column <TD> then XYZ is mapped to an XML Schema structure; <TR> is 
mapped to the <xsd:Sequence>;  <TD> is mapped to the <xsd:elment> wihin the 
sequence. 

4.2   Conceptually Specifying Integrated Web Data Warehouse Model 

Conceptually, starting with the assumptions of the user specified requirements and 
information related to underlying sources in Relational and XML. A conceptual de-
fined sequence is defined to assist with the process of creating the model: 

1. Simplifying the requirements. Structures of underlying data sources can also 
be simplified if possible. 

2. Defining dimensions in two steps (a) specifying n classes where n  1; (b) 
classifying hierarchy: suppose two classes A and B in a dimension, the rela-
tionship between A and B can either be i, ii or iv:  
i. Aggregation: using existence dependent and existence independent to de-

scribe the relationship between the whole-part classes. 
ii. Inheritance: categories subtypes and super-types 

iii. Collection: handles multi values in an attribute 
iv. Association: using a -to-one; -to-many to describe the association be-

tween classes 
3. Defining Fact in two steps (a) a simple single Fact; (b) considering the  

cardinality between Fact and Dimensions, which is only a one-to-many rela-
tionship. 

Extracting from the case study ‘…The university is also interested in the analysis 
of degree enrolments for particular type, for example, for masters degree there maybe 
more students enroll in course work than research but exceptionally a university has a 
strong constraint in providing both research and coursework…’, using the conceptual 
defined sequence, we have the followings: 

1. Simplified requirements {Categorized degree by research/coursework, per-
formed by enrolment} 

2. Dimension {Degree}  
a. Classes {Degree, Research, Coursework} 
b. Hierarchy{Generalization}  

Based on the above rules, a conceptual degree dimension is derived as shown in 
Fig. 2. below. 
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DegreeDimension

Coursework Research

 

 

Fig. 2. A Conceptual Degree Dimension 

5   Defining A Logical Integrated Web Data Warehouse Model  

In this section, we propose a logical design of the integrated data warehouse which is 
based on the case study in previous section. A complex query is also specified based 
on our developed prototype. 

5.1   Definitions for Integrating Logical Dimensions and Fact Classes 

Defining integrated logical Dimensions class, using conceptual dimensions in previ-
ous section, consists of three steps: (a) specifying attributes and any special kind of 
attributes that support the design or derivation; (b) specifying integrated attributes to 
individual classes and specifying an object id, which is also known as a primary key 
(PK) in each base class; and (c) data types may also be considered but not necessary 
shown in the design model. 

Dimension (class name {attributes, hierarchy, cardinalities}) 
 

Defining integrated logical Fact class, using conceptual dimensions in previous 
section, consists of three steps: (a) specifying the attributes including referenced keys 
to dimension; (b) deriving aggregated textual measures; and (c) specifying a link 
between Fact and Dimensions with 1..*  to 1. 

Fact (classname {attributes, hierarchy, cardinalities}) 
 

Fig. 3. shows an OO integrated web data warehouse model.  Subject dimension is 
modeled using a collection type to define a prerequisite attribute as a VARRAY type 
that allows to multiple values. 

While the FacultyDimension has a non-sharable existence dependent relationship 
between the faculty and school classes, the TimeDimension has a sharable existence 
independent relationship between the time and semester classes.   
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SubjectID
SubjectName
Reprequisite <VARRAY>

Uni_Fact
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FacultyID
TimeID
DegreeID
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DegreeDimension

DegreeID
DegreeName

FacultyDimension

FacultyID
FacultyName

TimeDimension

TimeID
TimeDesc

SchoolComponent

SchoolID
SchoolName

SemesterConponent

TimeID
TimeDesc

Research

Area

Coursework

Major

1          *

*              *

 

 

Fig. 3. University Integrated Web Data Warehouse Model 

5.2   Defining Integrated Logical Dimensions and Fact Classes for Case Study 

In this section we use the proposed method for the case study. We start by specifying 
flat level dimension classes. Fig. 3. shows the relational data and web data for the 
subjects. An XML Schema is specified based on the provided XML/ HTML data. 
Following the sequence in section 4.2 and definition in 5.1, we specify information 
for the SubjectDimension such as Integrated attributes {SubjectID, Subjectname,  
 

    

   

</xs:element>

  

SubjectID SubjectName Repreq1 Repreq1 DegreeID

HMI HeathL1 SCK ---- HSC

HIS Health 2 HIA SCA MHS

SubjectDimension 
SubjectID
SubjectName
Reprequisite <VARRAY> 

<xs:element name = “Faculty”>   
      …………… 
      <xs:element type = “subject”/>  
 </xs:element> 
      <xs:complexType type = “subjectType”> 
          <xs:sequence> 
           <xs:element name = “SubjectID” type = “sx:ID”> 
           <xs:element name = “SubjectName” type = “xs:string”> 
           <xs:element name = “repreq1” type = “sx:string”> 
            <xs:element name = “repreq2” type = “sx:string”> 
          </xs:sequence>  
       </xs:complexType>   
       ……… 
      <xs:element name = “Subject”  type = “subjectType”/> 

 
Web Data For Subject ( Bus. Sc. Faculty)

Relational Data for Subjects (Comp. Sc. & Eng. Faculty)

 

Fig. 4. Derived Subject Dimension from given XML and Relation data 
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Prereq1, Prereq2} are simple data types; group attribute {prerequisite (PreReq1, Pre-
Req2)}; Link type {None}; PK {SubjectID}. The integrated dimension is defined as 
follows. 

Dimension (Subjec{Integrated Attributes, Collection Type, Nil}) 
 

In Fig. 4, we use a collection type to store multi values of the Prerequisite attribute 
which provides the flexibility to store a series of data entries that are jointly associ-
ated to a corresponding row. We implicitly apply the VARRAY because it is suffi-
cient to store multi values that have a simple data type and the number of elements is 
known in advance. 

Next step is specifying hierarchical dimension Classes. Fig. 5. provides relational 
data about degrees stored in Degree Table and XML/HTML data stored in an 
XML/HTML document in which an XML Schema is specified. 

  

DegreeDimension 
DegreeID

DegreeName 

Research

Area

Coursework 
Major 

      ……………
       <xs:element type = “Degree”/> 

  </xs:element> 
 <xs:complexType type = “degreeType”> 

   <xs:sequence>
    <xs:element name = “DegreeID” type = “sx:ID”>

 
   <xs:element name = “DegreeName” type = “xs:string”>

    <xs:element name = “Noofyear” type = “xs:integer”>
    <xs:element name = “DegType” type = “xs:string”> 
    <xs:element name = “Area” type = “sx:string”>

     <xs:element name = “Major” type = “sx:string”>
     </xs:sequence> 

   </xs:complex Type> 
        ……… 

  
 

 

NoofYear Area DegreeType Major

MIS M.COMP 2 ---- Research Network

HSI Bs.Health 2 IS Coursework

DegreeName 

 Web Data For Degree (Bus. Sc. Faculty)

 Relational Data For Degree (Comp. Sc. & Eng. Faculty)

SubjectID 

 

Fig. 5. Derived Degree Dimension from given XML and Relation data 

Following the sequence in section 4.2 and definition in 5.1, we specify the impor-
tant information that supports the derivation of the DegreeDimension. Integrated 
attributes {DegreeID, Degreename, degType, Area, Major} are simple data types. 
Type attribute is degType, which is used to add additional information about a degree 
that is either a Research type or Coursework type. Link type {Inheritance hierarchy} 
is based on the present of type attribute, degType. The dimension also contains 
BaseType{Degree} and subtype research or coursework which contains information 
of an area or a major in the degree. Finally, there is information regarding PK {De-
greeID}. The integrated Degree dimension is defined as follows: 

 Dimension (Degree{Integrated Attribute, Inheritance Type, Nil}) 
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From Fig. 3, we specify important information for the Univeristy Fact class such as 
Integrated attributes {Timeid, Degreeid, Subjected, Facultyid, enrolments}; Link type 
{Association}; PK/FK {Degreeid, Subjectid, Facultyid, Timeid, enrolls}. The inte-
grated Fact class is defined as follows: 

Fact (uni_fact{Integrated Attributes,  Association Type,One-to-many}) 
 

5.3   Specifying Complex Queries 

The integrated web data warehouse model in Fig. 3. is translated into a physical inte-
grated data warehouse system. A prototype of our case study has been developed in 
Oracle 10g. The underlying data sources for developing our prototype are described 
as the followings: (i) data of Health and Science faculty are stored in XML documents 
and (ii) data of other faculties are available in relational databases. 

Fig. 6. shows a complex query to analyze the pattern enrolment in the Research 
degree type. 

ORDBMS 
Back- end is  
Oracle 10g 

Front-end 
dimensional 
views 

 

Fig. 6. Complex Query Analysis 

6   Conclusion, Discussion and Future Works 

In comparison with existing integrated Web Data Warehouse techniques, our tech-
nique explicitly provides a fully integrated solution that covers from a conceptual 
design level to an implementation level. Our design phases are engaged with a very 
simple set of instructions to assist with the establishment of fact and dimensions in 
which hierarchies have been handled with wider choices of object oriented features. 
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This is not only to provide an impact understanding to all levels but also, at the im-
plementation level, to efficiently store higher-level aggregated measures. Both Query 
processing and data retrieval could be considerably more efficient because of the 
leveling data representation. 

In the completion of our proposed web data integrated approach, a complex query 
system that integrated data residing in a common web integrated data warehouse sys-
tem is successfully accessed. In this context, the distinctive advantages in our proposed 
system that if there is no proper data integrated solution, information residing in multi-
ple data source models need to be queried separately in order to compromise a specific 
requirement. In the process information retrieval is done on the individual system and 
aggregated measures are then recalculated using some alternates. 

As for the future work, we would like to extend this paper to optimally ensure the 
quality and consistency by looking into data conflicts resolution during the integration 
process. Query processing performance may also be investigated. 
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Abstract.  Every action a business process performs must be explicitly antici-
pated, designed for and implemented by business professionals. Most of the 
current techniques specify business processes (BP) without incorporating all 
four Ws; Who, When, What and Where. These processes when used especially 
in logistics or supply chain applications will result in a BP becoming even more 
complicated and harder to customize. The business process is dependent upon 
business rules (BR), its resources to achieve its objectives. To overcome some 
of these issues we propose a location aware business process deployment 
framework. Using this framework we can integrate location awareness into the 
existing business processes. In this paper our focus would be on how the com-
panies can adopt for their traditional business processes to be mobile. We have 
developed a case study using location aware methodologies into existing proc-
ess for development of a more efficient and effective enterprise application.  

1   Introduction  

Business process is defined as a set of linked procedures or activities, which collec-
tively realize a business objective or policy goal. This is normally within the context 
of an organizational structure defining functional roles and relationships [1]. The 
software process usually specifies the actors executing the activities, their roles and 
the artifacts produced [2]. Businesses realize that the cost of automating transactions 
with trading partners is very high. Standards and technologies for modeling business 
process that use web services could drive the costs down by achieving automated 
business process [2], [3]. Traditional applications cannot support the flexibility of 
location dependency in business process. 

As the technology is changing very fast and the companies operate in complex en-
vironments that consist of thousand of processes, the business profit depends on effi-
cient delivery of goods and services controlled by business process [4], [5]. So there 
is a need for the companies to make use of the technologies to make their product 
more profitable and their services more efficient.  

Now many companies are earning profits by using mobile technology in their busi-
ness applications. By this these companies tend to make their traditional business proc-
esses into mobile business processes. “Mobile Business Process” is a business process, 
when the place of execution of an activity can be different in different instances of the 
business process or the places can change during the execution of an activity [6], [7]. 
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The use of the Mobile Technology in business application has helped the companies to 
reduce costs and provide new revenues by improving business processes, creating com-
petitive advantages, improving the efficiency of the mobile workforce, and by guiding 
stakeholders to maximize their efficiency thus reducing field costs [8], [6]. 

There is a need to make business process more location aware. Business processes 
also needs to be customizable and reusable so that the companies can be able to work 
more efficiently and be able to provide better service to the customers. In this paper 
we propose a location aware business process framework which would be used to 
make a mobile business process more location aware. This would result in a more 
complete, accurate, and flexible use of the Business Process. 

2   Proposed Location Aware Business Process Framework 

A location-aware application makes use of a user’s location. A Location aware applica-
tion is a middleware that lets company’s business application take advantage of loca-
tion based services from multiple vendors, while providing application developers with 
an easy-to-use, yet powerful Application Programming Interface (API) [7]. In this 
section we propose a location aware business process framework. We divide the pro-
posed framework into different environments. We simply grouped similar functional-
ities into an environment, for example mobile and non mobile services in separate 
environments. Each environment has its own associated behavior and characteristics. 
Figure 1 shows that mobile and non-mobile environments perform their business proc-
esses through server environment, which is also the communication layer between 
business process environment. 

We use software agents [9], [10], [11] to synchronize, integrate and execute all the 
business processes which are defined in business process environment for both mobile  
 

 

Fig. 1. General overview of mobile business process framework 
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and non mobile devices. We have identified business process environment as a core 
component of this framework and have separated from the other components. Our 
framework uses agent oriented rule-based approach [12]. We separate agent environ-
ment from main business process environment, the agent’s behavior and their actions 
controlled and customized through this environment. In business process environment 
business logics and process are defined. Using the framework it is easy for a business 
to introduce and integrate new process in this environment.  

In following sub-sections we present an overview about different environments 
used in our framework.  

2.1   Mobile and Non-mobile Environment 

Mobile and non-mobile devices helps to determine the location of a process. All mobile 
and non-mobile devices are assessed through server environment. All static entities are 
come under non-mobile environment and an entity whose location is not static is come 
under mobile environment. Both environments accessed through server environment. 
Non-mobile environment is used to provide a flexibility of executing business processes 
through web pages. For example a customer can put a pickup request through com-
pany’s web pages. Whereas mobile environment is use to provide a link between busi-
ness processes and non-mobile devices. Business analysts also use these environments 
to define its business process or process conditions. Latest technologies like GPRS 
(General Packet Radio Service) are used to detect the location of mobile devices.       

2.2   Server Environment: 

Figure 2 shows different sub servers that are connected with main server for connec-
tivity with external entities like mobile or non mobile devices. The sub servers may  
 

 

Fig. 2. Communication layout of business process 
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include web servers, SMS gateway translators, database servers etc. The main server 
is also used for GPRS (General Packet Radio Service) connectivity.  

This environment is used to control all the communication connections used in lo-
cation aware approach. There are different ways or methods are used to access any 
business process depended upon different locations including use of web services. 
Every server entity is linked with main server, which is responsible for accessing 
authority.  

2.3   Agent Environment 

Agent environment is a middle-ware between mobile and non mobile devices. Agent 
is responsible for synchronizing business processes, their integration with rules and 
deployment or execution of business processes within its environment shell depend-
ing upon business resources. The agent performs all its actions with its own defined 
ADDED properties [12], [13]. We are using software agents to handle all the business 
process’s synchronization, integration and executions.  

The agent is situated in a business environment with set goals, abilities to perform 
actions and having understanding of environmental characteristics [10]. An agent is 
capable for automating new processes at different locations depending upon roles, 
rules and companies resources. This agent has the objective (set goals) of calculating 
(performing actions) all the new processes with new process conditions (business 
rules) within business process environment. 

2.4   Business Process Environment 

This is a main environment where business processes are defined. In this environment 
business process and rule engines are defined where user can define business proc-
esses as well as process’s rules and conditions. For simplicity rule and process  
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Fig. 3. Classes of location aware business process 
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engines are not discussed in this paper, we adopt agent oriented rule based business 
process approach [12], [14], [15]. Business resources and processes repository is used 
to define or customize business processes. Business analyst can use mobile or non 
mobile devices to customize existing processes through process engines or alterna-
tively customize conditions for any particular process.  

Figure 3 (class Diagram) shows the different classes and their relationships used in 
the location aware business process approach. This class diagram presents the overall 
representation of the application in the context of the location aware approach. 
Classes are defined in such a way that user can interact with system either from mo-
bile technology or through web based applications.  

Following are brief overview of some of the classes used in our approach: 

Web user is the class for the user who will use the system through the website. This 
will be in regard to our system where the user will do its activities through the website. 

Loginsession class is defined to record all the session details for the specific webuser. 
Userinfo class is used to record user information (such as address, phone etc.). Ab-
stract UI class is being used to store the user interface customization layer, where 
each user will be able to customize his/her view. Every user would have specific pro-
files within the company.  

Script processors 
Script processors include WebuserScriptProcessor, SystemScriptProcessor, and Inter-
faceScriptProcessor classes. These classes are used to store all the functionalities and 
commands as scripts in the database. These script processor classes process the scripts 
from the database that are going to be used in the system. 

Interface class 
Interface class connects the mobile user to the rest of the system. A mobile user may 
not be able to connect to the system directly, as there are issues in mobile systems 
such as the device compatibility, and service integration, etc. All these issues are 
taken into consideration by interface class. Script class is also connected to the inter-
face class that processes the scripts from the database class. 

Business processor class 
Business processor class stores different process or activities which are stored as 
scripts in the database. To run these scripts from the database we need the script proc-
essor that is also connected to the database.   

Resource and location class 
The resource class is used to have all the information associated with company’s 
resources. And location class is part of resource class, which is responsible for having 
all the information about which resources are needed at what location by whom and 
when.  
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3   Case Study 

This case study presents a scenario for a company that uses the location aware tech-
nologies and information intensive business processes to enrich its existing enterprise 
applications such as service dispatch or fleet management. The company has different 
processes like order pickups, order delivery and invoicing. All these processes are 
being processed at different locations. Each location may have different set of proc-
esses and activities. Each particular process (What) is done by particular actor 
(Who), at particular time (When) and at particular location (Where).  

The company has fleets that are being used to pickup order from one location and 
deliver to another. The movement of the fleet is limited to the confined limits of the 
city or a state. The Application starts when a customer uses his/her mobile or web 
based interface to login and request for a package to be dispatched by entering its 
pickup and destination addresses and other related information. Then the dispatcher 
server would track the position of its fleet as well as their status (idle, busy or off-
duty) and would determine the travel time between customer’s pickup location and 
the current location of the fleet show with status as idle. If the distance of the idle 
fleet and the customer require a long delay before pickup, then the dispatch server 
would automatically allocate the pickup to a busy fleet. Based on conditions and the 
parameters the best suitable fleet is chosen in regard to the proximity of the location. 
A company can use its business processes in a more efficient manner. This could also 
lead to the greater increase in the company’s revenue and a reduction in the losses.  

We have implemented Independent Logistic System (ILS) using latest JAVA tech-
nologies. We adopt one scenario of independent logistics business process case study 
where customer request for delivery of plastic sheets (product) at particular location.  
 

 

Fig. 4. (a) defining delivery process (b) defining an activity 
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First we define a delivery process for this particular system. In figure 4(a), business 
analyst define a process through an emulator by entering relevant information like 
process id, name, description, its type, start date and so on. Every process may or may 
not have sub activity. In delivery process sub activity is to find suitable driver for 
pickup and delivery whose status is available. Figure 4 (b), shows the activity of de-
livery process.     

In figure 5, customer interacts with different options such as making a request for 
pickup, delivery or invoicing. After selection, customer enters all relevant details 
including pickup, drop-off location, product type, weight and contact details in the 
system. The system will automatically dispatch his/her request through his/her mobile 
device.  
 

 

Fig. 5. Initial customer request 

Once the request is placed, the system will locate a suitable driver by fulfilling 
process conditions. The system uses global positioning system to locate all the avail-
able drivers within that particular range whose status are idle or available. The 
driver’s information is stored within the system database. Once the system locates a 
driver then it sends a message to driver for his acceptance of a particular job. It might 
be possible that the available driver is not willing to accept this job; system will pro-
vide basic information about delivery job on his mobile device. Driver will only see 
pickup and drop off location (suburb only) and he is given two options either to ac-
cept or decline a job. Once the driver accepts this job, the system will provide all the 
detail information for him to perform a task. Figure 6 (a) and (b) shows the emulator’s 
screen displayed to the driver before and after accepting the job.  
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Fig. 6. (a) Job initial dispatch (b) Job details 

4   Conclusion and Future Work 

In this paper we have discussed a framework that is used to implement and integrate 
the business processes into location aware environment. In our approach, we have 
divided the framework into different environments. Each environment has its own 
associated behavior and characteristics. All the similar functionalities are grouped 
into environments like mobile and non-mobile devices in one environment. Mobile 
and non-Mobile environments perform their business processes through server envi-
ronment, which provides a communication layer between business process envi-
ronments. We have introduced software agents to synchronize, integrate and  
execute all business processes that are defined in business process environment 
used for both mobile and non-mobile devices. We have proposed and implemented 
a case study on independent logistic company (ILS), in which we presented a prac-
tical application to support our theoretical research findings. By using our frame-
work, businesses are able to handle business processes more efficiently into com-
plex business process automation where business is dependent upon location  
information. 

For Future work, we will be extending our location aware business processes into 
context aware. In the current mobile technology, context-aware applications are only 
restricted to location aware concept for mobile applications (Location Based Ser-
vices). Our future work also involves deployment of a business process to a mobile 
application according to the indicators of the context-awareness such as identity, 
schedules, agenda settings, activity (talking, walking and running), and availability of 
resources.     
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Abstract. Radio Frequency IDentification (RFID) technology is considered to 
be the next step in the revolution in supply-chain management, retail, and 
beyond. To derive real benefit from RFID, a RFID application must implement 
functions to process the enormous event data generated quickly by RFID 
operations. For this reason, many RFID middleware systems have been 
developed. Although RFID middleware assists in the management of the flow 
of event data, developers will be forced to implement systems to derive from 
simple RFID events meaningful high-level events, which are more actionable 
knowledge that can be applied. Determining meaningful events requires a 
context, which typically comes from reference data. In this paper, we propose 
the contextual event framework (CEF) for rapid development of RFID 
applications. The solutions and techniques presented in this paper are based on 
our experience of RFID middleware of the Logistics Information Technology 
(LIT) project. 

Keywords: RFID, contextual event, RFID application development framework, 
RFID event. 

1   Introduction 

Radio Frequency IDentification (RFID) is the general term for technologies that identify 
a person or object using radio frequency transmission [1]. At the point where the RFID 
reader receives the signal emanating from a tag and then passes the data to applications 
and services, RFID technology is similar to bar code scanning. However, unlike the 
more traditional bar code scanning, RFID does not require “line-of-sight” for readers to 
receive the information contained on small tags and a reader can detect multiple tags 
simultaneously. With these significant advantages, RFID technology is considered to be 
the next step in the revolution in supply-chain management [2, 3, 4, 5], retail [6], and 
beyond [7, 8]. 

The character of the RFID event and the flood of information it generates make 
efficiency in dealing with it very important. RFID events are generated quickly and 
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the volume of RFID events can be enormous. In addition, most RFID data are simple. 
Unless we are using sophisticated, expensive tags, all we receive is an identification 
number for the item, a time, and a location [9]. In early RFID solutions, sensor 
readings were sent directly to the applications and services; therefore, the applications 
and services had to interpret the preliminary readings. This approach is very complex 
for interpreting RFID events and is neither scalable nor adaptable [10]. Recently, 
many RFID middleware systems have been developed by major corporations [11, 12, 
13, 14]. Although RFID middleware deletes duplicate readings from the same tag and 
helps manage the flow of data, developers will be forced to implement systems to 
derive meaningful high-level events, which contain more actionable knowledge for 
application than the simple RFID events. 

In this paper, we propose the contextual event framework (CEF) for rapid 
development of RFID applications, including its core concepts of contextual event, 
contextual event language, and contextual event assistant. A contextual event is a 
derivation of simple RFID events. It is the meaningful high-level event that contains 
more actionable knowledge for application. We describe CEL, an XML-based 
Contextual Event Language, which shields the details of the underlying RFID 
infrastructure and allows programmers to specify contextual event in an intuitive way. 
It has been carefully designed to include a set of essential activities to simplify the 
specification of RFID applications. The contextual event assistant  (CEA) processes a 
chain of the activities. We have developed the CEF and applied it to an application 
development. The power of this approach is illustrated by a case study.  

This paper is organized as follows: Section 2 describes the basic concepts of a 
contextual event. Section 3 presents the CEL and section 4 presents the CEA, which 
are the two core sections of the CEF. Section 5 describes the current implementation 
status of CEF, how CEF has been used, and describes a project. Related studies, 
conclusions and suggestions for future work are given in sections 6 and 7. 

2   Basic Concepts of the Contextual Event 

This section explains concepts that form the foundation of the contextual event 
framework, the RFID event and contextual event.  

An event is defined as an object that is a record of an activity in a system [15]. An 
event may have particular data components. Data components of an event can include 
the time period of the activity, where it happened, who did it, and other data. We 
classify the events that occur in an RFID system according to the definition of an 
event. 

2.1   RFID Events 

Fig. 1 shows the architecture, layers, and the events (reader event and RFID event) in 
an existing RFID system. The RFID system is generally partitioned into three tiers: 
the reader layer, the RFID middleware layer, and the application layer. RFID 
middleware receives reader event streams (tags) from one or more RFID readers. It 
collects, filters, and cleanses these reader events to make them available to the RFID 
applications. As shown in Table 1, an RFID event is defined as an event caused by 
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RFID middleware. Included in its information are the logical reader name, tag value, 
direction, and time. The application developer must collect RFID events, access the 
data server to retrieve reference data of RFID events, and process business logic 
(rules) to implement the RFID applications. That is, application developers must be 
conversant with RFID knowledge and communication techniques; substantial 
applications should involve additional codes, rather than just business logic, to 
process RFID events. 

Reader Reader Reader…

RFID Middleware

Application … Application

Reader Layer

RFID middleware Layer
(Filtering&Collection Layer)

Application Layer

0001 1257 8954 1432
0001 1257 8954 1432

0001 1257 8954 1432

0001 1257 8954 1432
0001 1257 8954 1432

0001 1257 8954 1432
EPCs

0001 1257 8954 1432
0001 1257 8954 1432

0001 1257 8954 1432

0001 1257 8954 1432
0001 1257 8954 1432

0001 1257 8954 1432

RFID event
(shelf2, EPC2, up, t2)

(shelf1, EPC2, down, t1)

(shelf2, EPC2, up, t2)

(shelf1, EPC2, down, t1)

EPC: Electronic Product Code  

Fig. 1. RFID event in architecture of RFID system 

Table 1. RFID event definition 

event producer consumer definition 

RFID 
event 

RFID 
middleware 

Applications 
Filtered reader event 

<logical reader name, EPC, up/down, time> 

2.2   Contextual Events 

Fig. 2 shows the role of the RFID CEA in an RFID system and the types of events 
that can occur within the system. The CEA receives RFID events from the RFID 
middleware, converting them to a more actionable form that can be effectively used 
by the RFID application. 

RFID Middleware

Application … Application

RFID Middleware 
Layer

Application 
Layer

RFID event
(shelf2, EPC2, up, t2)

(shelf1, EPC2, down, t1)

(shelf2, EPC2, up, t2)

(shelf1, EPC2, down, t1)

Contextual Event Assistant (CEA)
Business Logic 

Layer

contextual event

AuthenticatedUser (fail)

AuthenticatedUser (success)

JulieChoi ComputerScience 200493204

SoftwareRequirements Wiegers

CMMI                 Chrissis

 

Fig. 2. Role of contextual event assistant 

A contextual event is a higher-level event indicating use of various activities in the 
application. A contextual event is defined as that which is derived from the simple 
RFID event. Conceptually it is combined with an RFID event, reference data, and 
business rule. The difference between an RFID event and a contextual event is 
obvious from responses to questions such as the following. 
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Questions: 
 For an RFID event: “What is at Reader A now?” 
 For a contextual event: “Is the person authenticated who is captured at 

Reader A now?” 
 
Responses: 

 For an RFID event:  
<dock_A urn:epc:tag:sgtin-96:4.011562.0557083.19212150 up 10:12:00:06:05> 
 For a contextual event:  
<authenticatedUser(success): ID 9034 Name Kimwoo type Manager> 

 
Elements of the second question, for a contextual event, are interpreted as follows: 

 RFID event: “The tag value captured at Reader A” 
 Reference data: “The identity of the person with the tag” 
 Business rule: “The corresponding authentication rule” 

 
Additionally, this event has data components. Table 2 indicates the definition and 

the form of the contextual event. 

Table 2. Definition of contextual event 

event producer consumer definition 

Contextual 
event 

CEA Applications 
Derived RFID event 

<contextual event name(the result of the corresponding 
business rule):[data component]*> 

The CEA is a means for achieving transformation from the RFID events to the 
contextual events. The transformation processes consist of a small number of 
activities that collect RFID events, retrieve reference data, analyze the corresponding 
business rule, and generate contextual events. To produce a contextual event, a 
specification (CESpec: Contextual Event Specification) should be describded for 
these activities. The CEL for describing the CESpec is described in the next section. 

3   Contextual Event Language (CEL) 

CEL is an XML-based language for describing the contextual events at a high level of 
abstraction without dealing with implementation detail. In CEL, an activity is a 
generic unit of work, specified either as a declaration activity for defining the data 
variable, a trigger activity for collecting RFID events, a reference activity for 
retrieving reference data or a generation activity for generating contextual events and 
related data. 

3.1   Declaration Activity 

Variables in a CESpec must be declared along with their type. The type may be a 
general data type, such as integer, float, and string, or may be an RFID specific data 
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type, such as EPCtag and EPCtagList. EPCtag is a data type that stores a product 
code value (tag value). EPCtagList is a data type deals a list of tags produced from 
RFID middleware in one event cycle. 

3.2   Trigger Activity 

CESpec is triggered by one or more RFID events. Trigger activity defines processes 
that request RFID events. It consists of elements that can describe the RFID events of 
interest and the RFID reader control information related to the events, such as a start 
or stop trigger for an event cycle, repeat period and duration. In addition, it defines an 
element that receives RFID events from the RFID middleware. 

3.3   Reference Activity 

To transform an RFID event into a contextual event, CESpec should be described in 
terms of the required context, which typically comes from the reference data. The 
reference data are retrieved from an information service. An EPC Information Service 
(EPCIS) is the networked database that stores the additional data associated with the 
tagged object. It provides a standard interface for access and persistent storage of 
EPC-related data [16]. Reference activity defines processes to retrieve data from 
EPCIS. 

3.4   Generation Activity 

Generation activity is composed of a condition and a generation. 

 Condition 
  The condition verifies the trigger that CESpec requires to react to the triggering 

RFID events. It represents a business rule, which is required in the applications. 
The business rule constrains some aspect of the business related to the RFID event 
and the reference data. 
 Generation 
  The generation defines processes that notify the subscribed contextual events to 

the application. The contents of the notification include contextual event name, the 
result of the corresponding business rule, and a related data component. 

4   Contextual Event Assistant (CEA) 

The CEA provides the means of processing contextual events that are described as 
CEL. Each activity in the CEL is mapped to components in the CEA. It is designed 
for use in a middleware-based RFID system. Next, we describe the role of the CEA in 
an RFID system and the architecture of the CEA. 

4.1   CEA in an RFID System 

The role of the CEA in an RFID system is shown Fig. 3. The RFID middleware 
receives raw RFID events from the RFID readers and converts them into a form that 
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can be used by the CEA. The CEA transforms RFID events to contextual events using 
a reference data, which is retrieved from the EPCIS, object-naming service (ONS) or 
other Reference Data Server. EPCglobal, the current EPC standard group, defines the 
ONS and EPCIS to exchange product-level information [16, 17] in the networks for 
RFID data and product data [18]. 

An RFID application sends requests to the CEA for contextual events. The 
application uses the client API of the CEA to send CESpecs to the CEA and to 
receive Contextual Event Reports (CEReports) from the CEA. 

 

Fig. 3. CEA in an RFID system 

4.2   CEA Architecture 

As shown in Fig. 4, the CEA consists of the following components: 

 Contextual Event Notification. This component receives a contextual event 
request sent by the RFID application and, once the requested contextual event 
is detected, sends the events to the subscribing applications. 

 Contextual Event Management. Collected RFID events are transformed to 
contextual events using reference data and a corresponding business rule in this 
component. Activity composition is the responsibility of the component. The 
component decomposes the CESpec passed for registration and finds adequate 
activities. 

 RFID Event Collection. The CEA does not receive events directly from RFID 
readers. Using the interface, which RFID middleware provides, this component 
specifies which RFID events are of interest and RFID reader control 
information related to the events, such as a start or stop trigger for an event 
cycle, repeat period and duration. In addition, it receives RFID events from 
RFID middleware. 

 Reference Data Collection. This component receives reference data, which are 
required to produce contextual events from external data servers. This 
component consists of the EPCIS access and the ONS access components, 
enabling it to collect data from the EPCIS and the ONS. If we wish to collect  
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reference data from other data sources, we can develop our own collection 
adapter-reference data server access component for reference data and can use 
this after registration. 

 CESpec Registry/CE Repository. Registered contextual event specifications are 
stored in the CESpec Registry and contextual events generated by the 
Contextual Event Management component are stored in the CE Repository. 

  

Fig. 4. CEA Architecture 

5   Experiments 

Logistics Information Technology (LIT) is the Korean national project for developing 
the next generation of logistics information technology. The research center for LIT 
has developed the prototype, version 1.0, of the LIT RFID system. In particular, the 
prototype of the CEF was developed and demonstrated with other components (the 
RFID middleware, the EPCIS and the ONS) developed at the LIT project. Our 
proposed approach is applied to the development of PNU library system, blood 
management system, and store management system.  

In this section, we describe the use of CEF in the development of PNU library 
system. The PNU library system automatically processes the loan and return 
services using the LIT RFID system. At each point along the library services chain, 
an RFID reader “reads” the tags that are fixed to the books, librarians, and 
authenticated users. The readers send the tag values to the RFID middleware, 
making them available to the CEA. The CEA transformed the RFID events into 
contextual events in accordance with the CESpec and returns generated contextual 
events to the applications. So it was not necessary for the applications to strive to 
process the RFID events. Examples of question for contextual event and a CESpec 
(Fig. 5) in the loan service are: 
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Question 1: Is the person authenticated who is captured at Reader A now? 
Question 2: Is it possible to lend the book that is captured at Reader A now? 
Question 3: Is it possible for the authenticated person to borrow the books that are 

captured at Reader A now? 
 

 

Fig. 5. Example of CESpec 

We demonstrated that the contextual events can be sufficiently specified using 
CEL, and our CEA can effectively provide the contextual event. Additionally, we 
confirmed that CEA reduces the development effort for the RFID application by 
comparing the code sizes of the CEA-based RFID application and the RFID 
application without CEA. 

6   Related Studies 

EPCglobal [19], a not-for-profit standards organization that is commercializing and 
driving the global adoption of Electronic Product Code (EPC) technology, defines the 
network associated with RFID data and product data [16, 17, 18, 20]. It developed the 
standard for transforming a raw tag-reading stream into RFID events. However, 
contextual event processing is not a task it is considering. 

Vendors like Sun Microsystems [11], IBM [12], Oracle [13], and Microsoft [14] 
have been extending their application development and middleware technology 
stacks to handle RFID requirements. These middleware systems delete duplicate 
readings of the same tag and help manage the flow of data. Most of RFID events 
generated by these RFID middlewares are too simple for applications. Unless we’re 
using sophisticated, expensive tags, all we get is a location, an identification 
number for the item, direction and a time [9] (e.g., dock_A urn:epc:tag:sgtin-
96:4.011562.0557083.19212150 up 10:12:00:06:05). Developers will be forced to 
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implement systems to derive meaningful high-level event (e.g. authenticatedUser 
(success): id 9034 name Kimwoo type Manager), from simple RFID events.  

There are several researches about deriving meaningful context information from 
raw data acquired by sensors. Recent research work has focused on providing 
infrastructure support for context-aware system. Ranganathan and Campbell proposed 
a middleware that facilitates the development of context-aware agents [21]. 
Reconfigurable Context-Sensitive Middleware facilitates the development and 
runtime operations of context-sensitive pervasive computing software [22]. Tao gu 
developed a service-oriented middleware provides support for acquiring, discovering, 
interpreting and accesses various contexts to build context-aware services [23]. These 
middleware are for general sensors, thus do not address various characteristics of 
RFID technology.  

7   Conclusions and Future Work 

The RFID middleware extracts data from the RFID reader, filters them, combines the 
information, and routes the RFID events to the applications. Although RFID 
middleware helps manage the flow of event data, developers will be forced to 
implement applications to derive meaningful high-level events, which are more usable 
in applications, from the simple RFID events. In this paper, we proposed the CEF, 
including its core concepts of contextual event, contextual event language, and 
contextual event assistant. A contextual event is a meaningful high-level event that is 
more usable in the application than the simple RFID events. To specify contextual 
events, the CEL is described. The CEL is composed of a number of activities that 
collect RFID events, retrieve reference data, analyze the corresponding business rule, 
and generate contextual events. The CEA processes a chain of these activities that 
control processing the contextual event request. 

By using CEF, applications do not have to involve additional codes to process 
RFID events, thereby substantially reducing the cost of developing and managing 
RFID applications. In addition, CEF enables developers to view RFID applications in 
terms of how they use contextual events — not in terms of how they build contextual 
events. 

Our future research activities include the development of tools to support and 
analyze contextual events and describe CESpecs. In addition, we will research a 
workflow that can manage business processes triggered by the contextual events. 
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Abstract. In this paper, we design and implement the Flexible DRM (Digital 
Right Management) system based on using subject-mode for flexible multime-
dia service considering ubiquitous environment. The proposed system is com-
plementary to inflexibility of the users which is a weakness of the traditional 
contents distribution system. Specifically, because a single using-subject can be 
flexibly changed under the ubiquitous environment, we attempted to seek the 
way to support the interactive transaction where both creation and consumption 
are available. In addition, It supports the super-distribution of the contents un-
der the various environments. Furthermore, we design and apply the license 
format which can be flexibly used in multimedia devices under the wire or 
wireless environment. 

1   Introduction 

The rapid growth of computing power and the development of IT will be caused the 
Ubiquitous Environment (UE). It promises a computing infrastructure that seamlessly 
and ubiquitously assists users in accomplishing their tasks and that renders the using 
devices and invisible as embedding in device, user, and object. The key of ubiquitous 
is to deploy a wide variety of the intelligent devices at our living space [1-3].  

In addition, At UE, the various digital data are converged including broadcasting, 
tele-communication, computer, and home electronic products are in combination. The 
basic aim of these converging UE is that it provides convenience and efficiency to 
users for their application such as home-automation, health-care, home-remote ser-
vice, etc. UE results in change of everything such as things, environment, thinking, 
etc. [4-6]. Moreover, it needs to change of distribution mechanism at the contents 
distribution business field.  

Previously, the traditional contents distribution architecture [7,8,19] was in fixed pat-
tern, as the distribution using subjects - Contents Provider (CP), Contents Distributor 
(CD), and Contents Consumer (CC) - create, distribute, and consume the multimedia 
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contents respectively, while in UE it would be necessary for each subject to have the 
distribution system that can be flexibly changed [20].  

To protect and distribute multimedia contents in UE, the following requirements 
must be considered: contents protection and distribution, authentication and authori-
zation, usage rule management and contents super-distribution, monitoring and events 
report, temper resistance, and interoperability [15-18]. 

We define DRM under the UE which contents can be actively transacted by flexi-
ble change of using-subject to "Flexible DRMS (Digital Right Management System)". 
In this paper, we designed Flexible DRMS and implemented its prototype. Further-
more, it is distribution system by supplementing and expanding MPEG-21 DID 
[9,10], IPMP [11,12], REL [13], and the mechanism of OMA-DRM [14]. Moreover, 
it is possible for CP to complete the appropriate authentication in UE, generate the 
contents, and then register the packaged contents in safety for its distribution. In addi-
tion, it is the Flexible DRMS where one can simultaneously consume the contents that 
the users from the different home network environments have generated and regis-
tered. Furthermore, we have designed and applied the license format which can be 
flexibly used in multimedia devices under the wire or wireless environment.  

The rest of this paper is organized as follows. In Section 2, we describe design, im-
plementation, and analysis of the proposed system. We conclude in Section 3. 

2   Flexible DRMS 

2.1   Flexible DRMS Design 

The proposed system is based on [20], and extended and improved for UE. It can be 
divided into the interactive contents transaction in a single-domain and the contents 
transaction supporting the super-distribution among the multi-domains. 

Figure 1 shows architecture of Flexible DRMS. In a single domain, various Flexi-
ble DRMSs are expressed by 1, 2, … n, and the expression in brackets means the 
mode of each subject that can be operated as CP, CD, CC, and so on. 

Flexible DRMS in a single-domain was designed so that CPF mode and CCF mode 
for the supporting the interactive transaction of contents can be supported simultane-
ously for the flexibility of the distribution subject under the UE. In addition, Multi-
media Streaming Server (MSS) is used for the contents streaming service among 
multi-domains. In the transaction of contents among multi-domains, Central Man-
agement Authority (CMA) takes the role to manage the overall services such as au-
thentication, key management, license management, and so on. User parts of Flexible 
DRMS and the principle functions of each mode in CMA are as follows. 

- CPF (Contents Providing Function) Mode: The copyright holder who provides the 
contents uses this CPF mode, and also takes charge of the CDF (Contents Distribu-
tion Function) mode function for its distribution. To take advantage of packager that 
is embedded in the Flexible DRMS, it creates digital items by adding the contents-
related meta-data and the usage rule setting the usage rights. 

The digital item consists of the contents resource and the meta-data, being ex-
pressed in XML [12]. The CPF mode is designed to assist the super-distribution of 
contents, performing the super-distribution use packaging during the secondary  
distribution. 
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Fig. 1. Flexible DRMS Architecture 

- CMF (Contents Management Function) Mode: It manages the meta-data informa-
tion that is created when it is packaged with the streaming server for the service of 
contents streaming within a single domain. 

- CCF (Contents Consumption Function) Mode: It is the mode for play of contents 
after receiving the issued license from CMA. License issuing procedure of CMA 
with respect to the LMF is as follows. When CCF requests the license from LMF, 
the license related to contents should be issued. When the license is requested, LMF 
is supposed to receive from CCF the Contents ID, Contents Header Information, 
public key of CCF and the user’s information. Using the Contents ID, LMF takes 
from the Contents DB which is necessary to issue the license such as the rights in-
formation, meta-data information, and the key value and so on. Using the REL gen-
erator, it generates the license containing the rights information and the session key, 
and then transmits the license to CCF. LMF records the data about the issued license 
in the license issuing DB, and then records the information about the log with socket 
server. 

- CMA: It takes charge of the authentication about the subjects participating in the 
contents distribution, the issuing and management of the key used when packaging, 
and the issuing and management of the license to use the contents. 
· CAF (Certificate Authority Function) Mode: It performs authentication of the 

domain and device, as well as the authentication for CP, CD, and CC which are 
the subjects participating in the contents distribution. 
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· LMF (License Management Function) Mode: It issues and manages the license 
that is used to decrypt the user’s encrypted contents so as to play the packaged 
contents. 

· KMF (Key Management Function) Mode: It issues and manages each key related 
to the symmetric key cipher algorithms used when packaging, and the public key 
cipher algorithms to treat the transaction of contents safely. 

2.2   System Protocol 

The proposed system can be divided into two services. One is for the interactive mul-
timedia service in a single-domain, and the other is for the multimedia service to sup-
port the super-distribution among the multi-domains by using Flexible DRMS. The 
notations in the table 1 are used throughout this paper. 

Table 1. Notations appeared in this paper 

Notations Meanings 
Key, Pk, Sk, A_k Symmetric key, Public key, Secret key, key k of A  
Ck, Dk 128-bit key is used when encrypted/decrypted in the block cipher 

algorithms.  
( In reality, each key is  the same key and conceptual notation) 

|| It concatenates the bit row consecutively 
H( ) 128 bit unique value using hash function 
E( )Pk It encrypts into the public key cipher algorithms by using Pk 
D( )Sk It decrypts into the public key cipher algorithms by using Sk 
Rand Value generated randomly 
MD(A) Meta-data for A 
ConID Contents ID 
ConInfo / ConRight Contents-related Information / Contents Rights Information 
REL REL-related Information such as usage period, usage frequency, etc. 
DistInfo Information on super-distribution or distribution 
BankInfo Bank Information to remit the created revenue amounts into the 

relative bank account 
UID / PW User ID / Password 
Xy X mode of y device or X device of y domain 
Pack Execution of Packaging 
A*B Execution A under B condition 
A:B Execution B by transmitting A: system subject, transmitting among 

the subjects. 
A → B Transmitting from A to B 
DRMSxSN Serial Number of DRMS’s device 

 
The following is the generation process for the key used in the proposed system. 

(1) Key used when the contents are encrypted. 
Key=H(ConID||DRMSxSN||Ran[256]), x=1, 2,... n,  Dk=Enc(Key)CMA_Pk  

(2) Key used when the LMF in CMA generates the license.  
Key=Dec(Dk)CMA_Sk, Key1=H(Dk), Ck1=Enc(key)k1,  
Ck2=Enc(Ck1)DRMSx_Pk, k=1, 2, ... n  
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(3) Key used when the contents are decrypted 
key1=H(Dk),  Ck1=Dec(Ck2)DRMSx_Sk, x=1, 2, ... n  

In the proposed system, we assume that the keys were pre-shared. 

2.2.1   Interactive Multimedia Service in a Single-Domain 
In this sub-section, we discuss interactive contents transaction in a single-domain. More-
over, we discuss in detail protocol among CPF of  DRMS1, CMF of  DRMS1, CCF of  
DRMS1, and LMF in CMA. 

<CMA-Administrator : Authentication, Key Management, License Management>  
(1) It authenticates CP, CD, CC, and DRMS device which are the subjects participat-

ing in the contents distribution.  
CAFCMA : Enc(CPF||CMF||CCF)CMA_SK, H(key) 

(2) It issues and manages each key used in the symmetric key cipher system for pack-
aging, and the public key cipher system for safe communication session, using the 
KMF in CMA. 
LMFCMA  CPFDRMS1 : Enc(UID||PW||CPPk||CPSk)DRMS1_Pk 

(3) It issues and manages the license for playing the contents of CC.  
LMFCMA  CCFDRMSx : License(ConName||ConRight||DistInfo||key||BankInfo), 

x=1, 2, … , n 

<DRMS 1- CP, CD Mode: Contents Packaging and Registration>  
(1) The copyrights holder of the contents, by using the CP mode of DRMS, inputs the 

contents-related meta-data such as contents category, kind, title, explanation, and 
URL.  
CPFDRMS1 : MDConInfo(category, kind, title, explanation, URL) 

(2) DRMS1 stores CMF with the inputted meta-data of the contents.  
CPFDRMS1  CMFDRMS1 : MD(ConInfo) 

(3) DRMS1 packages the contents, inputs the meta-data of rights using REL, and then 
registers on LMF in CMA. 
CPFDRMS1 : Pack(Content, MD(ConInfo, REL)), CPFDRMS1  LMFCMA: MD(REL) 

<DRMS 2- CC Mode: Contents Consumption>  
(1~2) CC downloads the contents list from CMF of the DRMS1. The follows is proc-

ess of download : Contents lists can be used from TCP or HTTP. Contents list file 
format is delivered by XML format. CC selects the created contents out of the 
CMF of DRMS1. 
CMFDRMS1  CCFDRMS2 : ContentList(Download) 

(3) After CC’s request of the license about the selected contents to LMF in CMA, 
rights authorization can be obtained from the LMF.  
CCFDRMS2  LMFCMA : Licence(Request),    
LMFCMA  CCFDRMS2 : Licence(Response)   

(4) By requesting the streaming service from CMF of DRMS1, contents can be 
played. 
CMFDRMS1  CCFDRMS2 : Playing(Streaming)license   
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2.2.2   Multimedia Service Among Multi-domains 
In this subsection, we discuss multimedia contents transaction among multi-domains. 
Furthermore, we discuss in detail protocol among CMF of  DRMS1 at domain A, CDF or CMF 
of  DRMS1, CCF of  DRMS2 at domain B, and LMF in CMA. 

<Domain A : DRMS 1- CP Mode: Contents Packaging and Registration>  
The same as subsection 2.2.1 

<CMA-Administrator : Authentication, Key Management, License Management>  
The same as subsection 2.2.1 except it authenticates each domain. 

<Domain B : DRMS 1- CD Mode: Contents Re-packaging and REL Modification>  

(1) For the consumption of contents where the super-distribution among multi-
domains is available, DRMS1 downloads the contents as CD mode through the 
CMF in domain A. 
CDFDRMS1 :Re-Pack(Packed Content, MD(ConInfo, Modified-REL))  

(2) After CD receives license from LMF in CMA, REL can be modified for super-
distribution and then registered on the LMF in CMA. 
CDFDRMS1  LMFCMA: MD(Modified-REL) 

<Domain B : DRMS 2- CC Mode: Contents Consumption>  
The same as subsection 2.2.1 

2.3   System Implementation and Analysis 

Figure 2 shows CP and CD mode in Flexible DRMS. The Left shows the process of 
contents packaging, after the meta-data relating the contents is inputted by CP as CPF 
mode of Flexible DRMS. The Right shows the issuing status of the licenses related 
with registration through LMF in CMA, after the REL related information with re-
spect to the sales and usage regulation on the contents has been inputted. 

The flexible REL format in the proposed system is supplemented and expanded 
distribution mechanism of MPEG-21, super-distribution and domain mechanism of 
OMA-DRM. 

 

Fig. 2. Screen of the contents packaging and the License Issuing Status 
 
 



242 J.H. Park, S.J. Lee, and B.S. Koh 

Table 2 shows the comparative analysis between the existing DRMS and the pro-
posed system. The interactive transaction service means the end user can easily 
change from the existing mode into the other mode (CP, CD, CC) in a device. The 
proposed system supports such flexible change so that the interactive transaction 
could be possible. In addition, it supports the contents super-distribution among the 
multi-domains by which the CC who is good at the market characteristics of a certain 
domain can transact for the secondary distribution as a CP. Furthermore, in the pro-
posed system, a flexible license format is supported between the fixed device and the 
mobile device, while in the existing system, license format was dependent on the 
devices. Key parts for encryption consists of key in KMF and the encrypted contents 
file, which are safely managed. It increases the efficiency of management by keeping 
the contents and meta-data independently. In addition, it supports download and 
streaming service, and therefore enables the creation of the various business models 
based on the interactive transaction. 

Table 2. Comparison between the existing DRMS and the proposed system 

Item 
Compara- 
tive System 

Interactive 
transaction 

service 

Contents  
super- 

distribution 

Flexible  
License 
format 
support 

Encryption
key manage-

ment 
DI type 

Service 
type 

MS-DRM X O � 
Svr_key+ 

key for 
encryption

encrypt+ 
meta-data 

Down / 
Streaming 

Intertrust X X X Svr_key 
encrypt+ 
license 

Down 

Proposed 
system 

O O O 
Svr_key+ 

key for 
encryption

encrypt+ 
meta-data 
+license 

Down / 
Streaming 

 O : Excellent    �: Normal  X : Unsatisfied 

The proposed system strictly discriminates the contents usage rights and the copy-
rights. Therefore, although CP transmits the contents through the unsafe communica-
tion channel, the usage of contents can be secured in confidence.  However, the secu-
rity of the user’s terminal could be variable according to the usage environment of the 
contents. Therefore, the additional safeguard for the fixed or mobile terminal is neces-
sary. The following is the potential attack that is likely to be made from outside, and 
the analysis of safety against those attacks. 

- Protection from device spoofing attack: The proposed system can prevent the de-
vice spoofing attack by realizing the safe communication channel, using the public 
key cipher method for obtaining the license and authentication of the Flexible 
DRMS device as shown in the authentication of the subsection 2.2.1 

- Protection from illegal license alteration attack: The proposed system can prevent  
the illegal license alteration attack by performing the integrity checking, including 
the digest value on the digital resources within the license. 
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- Protection from illegal user attack against contents: By the user authentication and 
device authorization through the certificate issued by CMA, illegal user’s attack 
against contents can be prevented, and the non-reputation service can be also  
available. 

3   Conclusion  

In this paper, we have designed and implemented the Flexible DRMS which is suit-
able for UE. We have complemented weakness of the inflexible contents distribution 
among fixed subjects in the existing system. To take into account the environment 
where a single user can be flexibly changed in UE, it supports dynamically interactive 
contents transaction within an identical domain. In addition, it supports contents su-
per-distribution among multi-domains that CC well known the market characteristic 
of the specific domain, can be easily changed and transact contents for the 2nd distri-
bution. Furthermore, it supports license format which can be flexibly used in multi-
media devices under the wire or wireless environment. 
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Abstract. In this paper, we design and implement the intelligent IPMPS (Intel-
lectual Property Management and Protection System) in Ubi-Home. The  
proposed system supports flexible distribution platform for secure multimedia 
Service. In addition, we design user location recognition algorithm in order to 
provide intelligent services, and implement sensor network module using the al-
gorithm to collaborate among devices in Ubi-Home. Furthermore, the proposed 
system provides multimedia service to authorized users who are using PC, STB, 
PDA, and Portable Device, etc. in Ubi-Home. Finally, Finally, we adopt the con-
cept of domain authentication to improve the efficiency of license management 
for all device in Ubi-Home. 

1   Introduction 

Evolution of information technology has finally caused the up rise of the Ubiquitous 
Computing Environments (UCE). UCE aim to provide services of computer applica-
tions, embedded software and networked services in a highly flexible but integrated 
manner to users [1, 3]. It was advocated by Mark Weiser of Xerox PARC in 1998, and 
has provided the users with valuable services by interaction among numerous com-
puters without user recognition. In addition, it has the ability to give any objects or 
space in daily life a sense of intelligence any time and any where [1, 2]. UCE are col-
laborative space including users, systems, services, sensors, and resources [4]. Fur-
thermore, it results in affluent and convenient life at home. For this, it is necessary to 
develop intelligent system which can support user centric service among home appli-
ances such as D-TV, PC, notebook, refrigerator, washing machine, microwave, etc. 

Taking into account the aspect of multimedia service, there are several different 
frameworks and elements to distribute and consume multimedia contents in the  
                                                           
* This research was supported by the MOCIE (Ministry of Commerce, Industry and Energy)-

HIMS Project (10016508) and the MIC (Ministry of Information and Communication), Ko-
rea, under the ITRC(Information Technology Research Center) support program supervised 
by the IITA(Institute of Information Technology Assessment). 
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current multimedia service environment. Nonetheless, there are no frameworks where 
the multimedia content can be collaboratively consumed and distributed among the 
different elements in home environment. Therefore, it is necessary to develop a sys-
tematic and efficient system to protect and manage the multimedia contents so that 
intelligent and secure multimedia services suitable for Ubi-Home can be available.  

The following requirements need to be considered for multimedia service in Ubi-
Home: user location recognition, low-power wireless network, flexible authentication 
of user and device, interoperability, contents protection and distribution,  usage rule 
management, and contents super-distribution [5, 6, 7]. 

In this paper, we design and implement multimedia service system for the intelli-
gent and secure service in Ubi-Home (UiIPMPS: Ubiquitous intelligent Intellectual 
Property Management & Protection System). The proposed system supports flexible 
distribution platform for secure multimedia service. Moreover, we design user loca-
tion recognition algorithm in order to provide intelligent services and implement sen-
sor network module by using the algorithm to collaborate among the appliances in 
Ubi-Home. 

The rest of this paper is organized as follows. In Section 2,  we discuss related 
works which are core technologies and research trends of multimedia service in home. 
In Section 3, we describe design included architecture and protocol, experiment, and 
analysis of the proposed system. We conclude and discuss the future research direc-
tion in Section 4. 

2   Related Works 

In this section, we describe core technologies of ubiquitous computing implementing 
Ubi-Home, and then outline research trends of DRM in Home-network. 

Wireless Sensor network (WSN) is a core technology implementing Ubi-Home en-
vironments. It is consisted of sensor node. Densely located micro controller is embed-
ded into sensor network. Sensor node have sensing module, data processing module 
and communication module inside [8].  

Context Awareness (CA) is a technology allowing communication between user 
and computer. Its aim is to bring the standard of understanding of communication up 
to such level of human world. CA recognizes the situation (a location, a place, sound 
levels, duties, private situations and time) of the user being faced and acquires cor-
rectly the information in accordance with the situation as a desired form. The system 
which provides above resources is considered as a context awareness system. The 
situations mean situation information for at least one object. It is a person, a place, 
time and subjects that could be the object of situations and they are suitable factor 
between users or applications. The computing resources equipped the ability of con-
text awareness are required the function that obtains and extracts a situation data, 
converts the data into the form suited for present situation [9, 10].  

We outline some research trends of secure multimedia service in Home-network. 
Recently, Digital Video Broadcast and TV Anytime have turned their attention to 
content protection on the emerging Home-network. There are at least three proposals 
on the table; Thomson’ s SmartRight, Cisco’ s OCCAM, and IBM’ s xCP Cluster 
Protocol. Thomson’s SmartRight is based on smart cards in every device [11].  
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Other standards initiatives related to Home-network began to gain momentum in 
2004. The 4C and 5C consumer electronics consortia, contents media storage stan-
dards, have been defining the standards related to content storage media 
CPRM/CPPM (Copy Protection for Recordable/Prerecorded Media) and the network 
protocols for inter-device communication-DTCP (Digital Transmission Content Pro-
tection) respectively. Toshiba, one of the members of the 4C Entity, introduced 
CPRM-compliant DVDs this past year.  These specs are located well, because they 
apply to what everyone agrees are the essential building blocks of home digital enter-
tainment networks, not to home entertainment network "solutions", whatever that 
means [12].  

3   UiIPMPS 

3.1   UiIPMPS Design  

In this paper, the proposed system was designed considering multimedia contents in 
various environments such as extra-VoDs, Terrestrial / Satellite DMB (Digital Multi-
media Broadcast), Cable TV, etc. In addition, its main components consists of three 
elements such as follows: 

- iMG: It receives and stores digital contents from a extra CP (Contents Provider), 
and  trans-codes to provide contents flexiblly among appliances in Ubi-home. In 
addition, It takes access control functionality for providing multimedia contents in 
various devices at room 1, room 2, room 3, and so on. 

- WSN module: It takes functionality for network communication among WSN mod-
ules, and context collection functions for each object attached on end user and 
IMPD. WSN module consists of  low power manager, sensor part, operating 
system, and the protocol module, middleware part, and  application program.  

- UiIPMPS Client: It takes basically functionality to depackage packaged contents 
and update right informaion about contents access through the license parsing. 
Furthremore, it takes functionality to display multimedia such as DTV, PDA, 
mobile note book, etc., and embeds WSN module, so multimedia device context 
information is delivered to iMG through WSN.  

Figure 1 shows architecture of UiIPMPS. It is divided into user location recognition 
part and secure multimedia service part. The former support user centric intelligent 
service. The latter consists of VOD supporting MPEG-2/4, multimedia protection, and 
service providing real-time streaming service.  

3.1.1   User Location Recognition Part in Ubi-Home 
Wireless network randomly assign the nodes and voluntarily have to transmit the 
information corresponding surroundings. To achieve the active information trans-
mission, trusted location information and data transmission is very important. Previ-
ous wireless network doesn’t support the functionality to transmit the information 
corresponding location recognition and active surroundings.  
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Fig. 1. UiIPMPS Architecture 

In this paper, we propose the recognition technology detecting the location of the 
moving node. The node will be randomly assigned after measuring the RSSI (Re-
ceived Signal Strength Indicator) based on the grid typed wireless network. Moreover, 
our proposed user location recognition algorithm consists of two parts. One of the two 
consisting parts are triangular measuring using RSSI measurement and RSSI and the 
other is a distance measurement by triangular measurement and average speed of 
moving node. User location recognition algorithm follow steps: RSSI sampling  
Location calculation  Error compensation  Estimation. In this process, triangular 
measuring method has a advantage that we can calculate the distance using RSSI 
relative formula depending distance. If we know the distance from node, we can get 
the relatively exact location after the minimal operation using triangular measure-
ment. To measure the RSSI, it needs a message formatting process being consisted of 
RSSI Request Message and RSS Reply Message. Therefore, we apply Tiny OS’s MAC 
[13] developed by the UC Berkley.  

3.1.2   Secure Multimedia Service Part in Ubi-Home 
The secure multimedia service part  is divided into streaming service transmission and 
receipt part. Transmission part including streaming server, license server, content 
packager, and content management server. Streaming server provides VOD and Mul-
ticast live streaming service. License server performs general right protection 
throughout the digital content distribution process. Content management server pro-
vides statistic and monitoring service for the log of content license. 

Receipt part by iMG (intelligent Multimedia Gateway) of devices and this intelli-
gent home devices are assigned to one of the domain. That’s, the user requiring de-
vice is contained in individual domain. The contained devices make the share and use 
of content possible.  
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- UiIPMPS Domain: The domain might be considered  as the set of devices which 
sharing the same content and license. To manage the free sharing and distribution of 
the content and license among devices in Ubi-Home. We extanded and applied the 
domain concept of OMA-DRM [6] into this system.  

In UiIPMP Domain, iMG takes function of the domain controller and all devices in 
domain share the private domain key. In addition, One domain has one key at least 
and one device can be registered in several domains. The Scenario for registration and 
secession is depicted in Figure 2. There are four devices registered in domain-00. 
Even if device 3 and 4 are seceded, they still having a domain key. Therefore, they 
can use the pre-purchased contents. But they can’t share a license of the new content. 
Devices in domain-01 have the key for both domain-00 and domain-01, so that they 
can use all contents corresponding to these domains. Moving among domains depends 
on the license policy for each content. As shown the Figure 2, Device 3 registered in 
domain-00 is impossible to use the content contained device 1 in domain-01. But 
device 2 registered in domain 01 can use the contents purchased contents in domain-
01 and also can use the contents distributed from domain-00. 

Digital TV RefrigeratorRefrigeratorPDAIP STB
(Media G/W)

PC

Device 2Device 1

Domain-01

Device 3 Device 4

Domain-00

 

Fig. 2. Domain registration / secession of the device 

- User Identity Monitoring: The understanding user’s identity is very important to 
provide customized service for each user. There are several ways to understand the 
recent user. The more effective way is to store the user’s ID into sensor network in 
advance and use the content. We assume that the user using the terminal is unique, 
understanding that what type of terminal is used by certain is a different technical 
problem. We differentiate the user by restoring the user’s English name between 
<user> and </user> tag of XML format. Moreover, The media parameter using this 
type of tag. 

3.2   Proposed Protocol 

The notations in table 1 are used throughout this paper. 
In this paper, the proposed system consists of license issuing protocol and delivery 

protocol between iMG and device (or client). 

<License Issuing Protocol> 
In the proposed system, license is defined with those components. Fundamental li-

cense is composed of  the follow: 
License=(ContentID, DeviceID,KBPACKB, Certificate Blicense B) 
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Table 1. Notations appeared in this paper 

Notations Meanings 
ContentID Unique value of content for multimedia service  
UserID Registered unique ID in iMG 
DeviceID Unique value for device identification 
PacBKeyB Key used for multimedia content packaging 
License License with electronic signature 
AUS Certificate Server to authenticate user, device, and domain 
iMG Intelligent Multimedia Gateway in Ubi-Home 
CMS Contents Management Server 
VSS VOD Streaming Server 
CertificateBX.509v3B Certificate in X.509v3 format (Simple Certificate) 
CertificateBuserB User Certificate 
A Content ‘A’ for multimedia service 
E(A) Content ‘A’ packaged 
DRMBClientB 

Depackaging content and identifying the authority of user or   
device for content 

Auth( ) User/Device Authenticate 

H(  ) Hash Function 

Cert(  ) Certificate Data 

ContentID is a unique authority code of distributing content. It represents the au-
thority of digital content apparently and can be used as a common query key for each 
content. DeviceID is a user’s special DeviceID which is created to bind user with 
hardware. In this paper, inherent value for device and UserID is stored in the De-
viceID. This DeviceID is iteratively creating the sequence number to keep secure 
streaming service and re-constructed value is used to convert into legal stream data in 
the client. Rights receive variable level due to the importance of content. Every level 
has a limitation of available number, period, and the number of device, etc. The gen-
eral device information is as a follow;  

Device_Info=H(UserID|| DeviceID) 

User gets the right to use the content by acquiring license. If user uses player, man-
agement module of client will protect illegal use of license or content by transmitting 
the user information to Multimedia Service Server. The following steps are used for 
license request and acquisition for multimedia service: 

UStep 1.U User requests license issuing to AUS to get the right of content. 
User  AUS:Data(UserID||DeviceID||ContentID)BRequest B  

UStep 2.U  AUS identifies the userID and DeviceID. 
AUS User:H(ContentID||License||Certificate BX.509v3 B)  

UStep 3U. AUS encrypts license by user’s public key and transmit to client. 
AUS  Auth(UserID,DeviceID)  

UStep 4.U USer send the employment list into CMS after receiving the license. 
User  CMS:License(UserID||ContentID||Certificate BuserB)  
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<Part 1>  
1. Device transmits its own UserID to iMG, and requests a streaming service of 

content ‘A’.  
Device  iMG:A B Request B (UserID||DeviceID||ContentID)  

2. iMG transmits to CMS the information received from device and requests a 
streaming service of content ‘A’.  
iMG  CMS:A B Request B (UserID||DeviceID||ContentID)BRequest B  

3. CMS requests authentication from AUS.  
CMS  AUS:Auth B Request B (UserID||DeviceID||ContentID)  

4. AUS transmits authentication information to CMS. 
AUS  CMS:Cert(DeviceID,UserID,Pac BKey B, ....)  

5. CMS receives authentication information and requests from VSS, a streaming 
service of packaged content ‘A’.  
CMS  VSS:Request BE(A) B  

6. VSS performs a streaming service of packaged content ‘A’ and iMG receives it. 
VSS  iMG:StreamingBE(A) B  

<Part 2> 
7. iMG requests user location information to WSN module. 

iMG  WSN module:RequestBMsg B  
8. WSN module transmits response packet about user location information  to iMG. 

WSN module  iMG:Reply BPacketB  
9. iMG transmits packaged content ‘A’ to UiIPMPS client in order to depackage 

content ‘A’ based on user location information.  
 iMG UiIPMPS BClientB:E(A)  

10. UiIPMPS client depackages content ‘A’ and provides multimedia streaming 
service according to the type of devices (D-TV, PDA, Portable device, etc.). 

UiIPMPS BClientB Device:A BContentB(Streaming) 

3.3   Experiment and Analysis of the UiIPMPS 

In this subsection, we discuss experiment and analysis of the proposed system. Figure 3 
shows the screen that license wad checked before the contents are playing. 

Table 2 is a part of REL to represent license right on proposed flexible Ubi-Home. 
It extends the Super-distribution and Domain of OMA DRM. Distribution mechanism 
for MPEG-21 REL. 

We compare the existing system with the proposed UiIPMPS. The existing system 
means multimedia service at home network systems of K-Com.[14] or S-Com.[15] 
demonstration enterprise consortium in Korea.  

The proposed system makes the authentication of a certain device or specialized 
device possible and support flexible license depends on the device ID as shown table 
2. Even existing license format is dependent on device, the proposed system support 
the flexible license format. This license is mutually interoperable between fixed de-
vice and mobile device. As it authenticates the device by applying the domain and 
X.509 device certificate, free sharing and distribution of digital content is available in 
devices assigned to domain.  
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Fig. 3. License checking 

Table 2. Parts of flexible REL format in iMS-DRM 

// field where multimedia parameter is handled for location confirmation.  
<Nodes> 
    <Node id="6400"><BaseId>7e00</BaseId> 
        <Computing><Codec>mpeg4,mpeg2</Codec><Network>wlan,bt</Network>             

<IP>192.168.1.10</IP><Resolution>1024x768</Resolution> 
        </Computing><Foraging>  

<Genre>movie,drama,sports,news,documentary</Genre> 
<Keyword>ring,band,brothers</Keyword> 

   <Device>tv,radio,pc,pda,fridge</Device></Foraging></Node> 
</Nodes> 
// Domain structure for flexible content and device certification 

<sx:dnsName>urn:domain Name:device or user id</sx:dnsName>  
<sx:commonName>urn:STB:Serial Number</sx:commonName>  

// Granting certification key value on content ID concerned. 
<asset><context><uid> cid:12345 </uid> </context><KeyInfo>  

<KeyValue>vUEwR8LzEJoeiC+dgT1mgg==</KeyValue>  
</KeyInfo> 

</asset>  
// Restricting frequency and period for granting authority of media service. 
<DigestValue>WgCxegWxrpb2kBOSttmf2P8ZFLI=</DigestValue> 
<SignatureValue>Ir+YdkpisfOvAIyLR+emQu9UHmnnnQ/bNQ=…. 
</SignatureValue> 
// limit counts and duration for authorization of multimedia service. 
<permission>  

<play><constraint><count>5</count></constraint></play>  ……………… 

In the existing system, user selects preferred contents after streaming service of 
contents provided by CP at home, and commands manually by selecting the device to 
play. However, the proposed system provides intelligent user-centric multimedia 
service suitable for Home enabling automatic execution of information  without the 
passive intervention of the user by using WSN module to collaborate in among de-
vices in Ubi-Home. The existing system is operated by XrML based on license  
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system for the safety of general online contents in user rights management. This sys-
tem has an inconvenience of user to reconnect to the main license server through 
external line in case of switching of user rights between user A and user B. Whereas, 
in the proposed system, the convenience of user and the efficiency of user rights man-
agement can be increased by using a license system capable of switching user rights. 

The followings explain the security of the proposed system against possible attack 
in Ubi-Home.  

- Protection from license modification and copy: By managing authority of user 
and contents through AUS for a certain period of time, we can verify the license 
and then guarantee the integrity from the attacks such as a handling of the license 
number and change of authority. After DigestValue is encoded by Base64 using 
private key for packaging, we encrypt above value using Base64 and then utilize as 
a signature as shown table 2 in subsection 3.3. In client parts, the Digest Value is 
verified first followed by the verification of the Signature value. They can confirm 
whether the license is modified or not  through the two steps. 

- Protection from illegal eavesdropping: Even if a eavesdropper copies device info. 
From device A to device B, the propose system can protect from illegal  eaves-
dropping, because it is hashed by H(UserID||DeviceID). 

 - Protection from the malicious network attack: The proposed system guarantees 
confidential service from malicious attacks on network, because all packets in 
home network encrypted with symmetric key with 128/256 bits. The proposed sys-
tem extended and applied ISMA (Internet Streaming Media Alliance) [16], secure 
streaming protocol, to provide service streaming service in Ubi-Home.  

- Protection from the user disguise: The proposed system can protect from user dis-
guise through authentication of the user,  device, and domain by using X.509v3 
Certificate. In addition, even if both user and device are authenticated by AUS, if 
they didn’t register to domain as described subsection 3.1.2, user can’t be provided 
multimedia service. 

4   Conclusion  

Our new system provides user centric intelligent secure multimedia service in Ubi-
Home. The proposed system supports flexible distribution platform for Secure Multi-
media Service. Moreover, we design user's location recognition algorithm (not available 
in previous work)  in order to provide intelligent services, and implement sensor net-
work module using the algorithm to collaborate among devices in Ubi-Home. Further-
more, the proposed system can provide multimedia streaming service to proper users 
which are using PC, STB, PDA, and portable device, etc. It adopts the concept of do-
main authentication to serve multimedia streaming service to legal user then it improves 
the efficiency of license management for all devices in Ubi-Home.  

In the future, we should send more time to study optimized service among incom-
patible devices. The optimized service contemporarily serves suitable resolution with 
considering multimedia device status. We are going to graft the proposed system and 
model which is considering user’s privacy together. 
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Abstract.  In combination with the easy acquisition of hacking tools and new 
artificial intelligent computer viruses such as Bug Bear, Spy Ware, or Net 
Devil, it demands a new information security area for the keyboard input infor-
mation. In this study, considering the limit of the prior technologies, a source 
security method of the keyboard input information, regardless of the type of the 
hacking tool, was developed. The method makes use of a newly developed key-
board security driver at the Kernel level departing from the Pattern Matching 
Heuristic Method which requires technologies corresponding to various hacking 
tools case by case basis. In order to verify the technology developed in this re-
search, tests were carried out in comparison with the prior arts with collected 
hacking tool, which have contributed to the development of the suggested  
technology. 

1   Introduction 

1.1   Research Background  

Recently, there have been several banking theft cases by hackers who have secretly 
implanted hacking tools into the victims' computers which could extract the banking 
information entered through the victims' keyboard inputs. The information was trans-
mitted through network and illegally used to draw the victims' bank deposits. This 
type of infringing personal information cannot be prevented with the information 
security technologies described earlier. In combination with the easy acquisition of 
hacking tools and new artificial intelligent computer viruses such as Bug Bear, Spy 
Ware, or Net Devil, it demands a new information security area for the keyboard 
input information.  

As a secure method of keyboard input information, a new technology of entering 
personal sensitive information with mouse and screen keyboard input, in place of 
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keyboards. However, the technology has not yet been matured enough to support the 
control of various operating systems and connection ports simultaneously securing  
the overall section of the transmission of the entered information.  

In this study, considering the limit of the prior technologies, a source security  
method of the keyboard input information, regardless of the type of the hacking tool, 
was developed. The method makes use of a newly developed keyboard security driver 
at the Kernel level departing from the Pattern Matching Heuristic Method which re-
quires technologies corresponding to various hacking tools case by case basis. 

1.2   Research Methodology 

In this research, the information security technology development methodology had 
been applied which develops technology to resolve the vulnerability problems in 
accordance with the analysis result of the vulnerability derived from the process of 
risk analysis(Peltier, 2001). On the basis of this methodology, the process is consisted 
of the identification of the information assets from the information flow entered 
through keyboards, the analysis of the security vulnerability of each steps, and estab-
lishment of the security measures with pertinent technology.  

In particular, analyze the information flow entered through keyboards in Windows 
environment, and derive possible security vulnerability on the basis of the analysis. In 
order to resolve the derived security vulnerability, examine prior studies to identify 
their limitations, and design and develop the technology suggested in this research to 
resolve such limitations. Finally, the conclusions obtained from the experiments con-
ducted with the technologies of prior studies and this research is presented together 
with the direction of future studies. 

2   Vulnerability Analysis of the Process of the Keyboard Entered 
Information 

The vulnerability in security which results in the leak of keyboard entered information 
can be exposed in various steps by various hacking tools, in the process of the key-
board input from the keyboard hardware to the application software.  

At the keyboard input/output port, the keyboard scan code in the keyboard in-
put/output port remaining after the transmission of the scan code from the CPU can be 
hacked by hacking tool(Port Scan). Common keyboard filter drivers have the func-
tions of reading and controlling the communication of the keyboard input informa-
tion, providing an environment which enables keyboard manufacturers to add  
functions to the PS/2 keyboard hardware. However, such keyboard filter driver cab be 
used as a tool to extract the keyboard inputs in the procedures of processing the input 
information. The most common method of extracting keyboard inputs is the Hooking  
technology which interrupts the function call from the application software and make 
the keyboard inputs processed with the function prepared and implanted by the 
hacker. In the process of the keyboard entered information (WM_KEYBOARD) in 
Windows environment, a hacker can interrupt (Event Dispatch) the keyboard inputs 
with the method described below. 
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3   Literature Review on the Security of the Keyboard  Information 

The methods of resolving the vulnerability problems which can be occurred in the 
process of the information entered through keyboard can be classified into hardware 
methods and software methods. In the hardware methods, in general, additional en-
crypting device transforms all the keyboard entered information. The software method 
secures keyboard inputs with application software including the Screen Keyboard 
which converts the keyboard inputs at the application software level and the keyboard 
Security Driver which is installed in the computer system to encrypt keyboard inputs. 

In this section, the limits of the prior studies of the keyboard input security are 
identified by analyzing their implementation principles to apply for the development 
of the technology to resolve the problem. 

3.1   Hardware Approaches 

User enters desired information into the keyboard hardware, which is encrypted by 
additional devices. There are a diversity of keyboard input encrypting devices from 
the simple one which shifts the inputs using the Shift Register Circuit to the sophisti-
cated one which converts the inputs with the combination of the time variable using 
the system clock signal and the Arithmetic Circuit (Michael F. Angelo, 1998, David 
Carrol Challenger, 2003). 

The hardware methods require encryption software to be designed and installed 
into the hardware chip. Therefore, they are difficult to modify and expensive. Fur-
thermore, this method can prevent information leak by keyboard input message hook-
ing, but still vulnerable to other types of keyboard input process. 

3.2   Software Approaches 

There is a conventional method of indicating the user inputs, such as passwords, with 
predetermined same symbols (e.g., ‘*’, ‘#’  etc.), not with the characters entered by 
the user. However, keyboard inputs in this method can be leaked by combining the 
characters in the keyboard hardware area entered by the user or by analyzing the com-
puter system storage which temporarily saves the keyboard inputs. To resolve such 
problems, software approaches have been studied to encrypt user keyboard inputs at 
diverse levels (user, system) without additional hardware device.  

Among such approaches, the method which changes the keyboard input process 
according to the result of the inspection of the hacking tools makes combined use of 
the encryption and screen keyboard method. This method requires keyboard security 
driver installation, key logger decision, screen keyboard generator, and keyboard 
input encryptor(Ahn Lab, 2003). In this research, the problem of having to reboot the 
system with the keyboard security driver, which had been developed earlier, at the 
bottom level when it fails to preoccupy the inputs entered from the keyboard a the 
system level due to the order of loading device drivers. 

However, this method is still vulnerable to security problems in the prior stage to 
the virtual keyboard driver in case that the keyboard inputs are encrypted, or after the 
virtual keyboard driver in case that the keyboard inputs are replaced with the screen 
keyboard inputs. 
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4   Suggested Technology of Securing  Keyboard Input Information 

In this research, a technology of securing keyboard input information at the system 
level by analyzing possible security vulnerabilities at the keyboard input procedure 
and the limits of the resolutions in the prior arts. 

4.1   Design of the Keyboard Input Information Security System 

The suggested system is consisted of the Secure Web Page Control installed in the 
server, the Debug Exception Processing installed in the security keyboard driver, 
Interrupt Vector Table Monitoring, and Keyboard Input Data Encryption.  

The Secure Web Page Control carried out the functions including the environment 
inspection of the user's computer system, installation and notification of the keyboard 
security driver, checking the activation (focus) of the Web page, and decryption and 
output of the keyboard inputs. The keyboard security driver carries out the analysis of 
the keyboard input information, Debug Exception Processing, modification of inter-
rupt vector table and redefinition of the process function, and encryption and trans-
mission of the keyboard input information. 

• Resolution of the Keyboard Input/Output Port Scan 
As for the secure methods of the keyboard input information left in the keyboard 
input/output port, the method of deleting the information using the hardware control 
command and the method of controlling(blocking) the access to the keyboard in-
put/output port are available. The former method controls the keyboard input/output 
port using separate hardware control command. On receiving the keyboard input 
information, the keyboard security driver sends the control command(Enable Key-
board, F4h) commonly defined in the keyboard hardware to the keyboard input 
port(60h - IN). On receiving the control command, the keyboard hardware acti-
vates(Enable, Reset) the keyboard and sends the acknowledge message to the key-
board output port(60h - OUT). In this process, the residual information in the  
keyboard output port is replaced with different information, which is of equal effect 
of deletion. This method cannot prevent the interruption of the information in the 
keyboard port by other hacking tool in the process of the deletion. Furthermore, the 
OS has to carry out the keyboard input process twice, which may result in the slower 
speed of the keyboard input process.  

The access control method of the keyboard input/output port secures the keyboard 
input information by deleting the register wherein the keyboard input information is 
stored, when any hacking tool except the OS and keyboard security drive is detected, 
using the Debug Exception Processing supported by the OS, to access the keyboard 
input/output port.  

• Encryption of the Keyboard Input Information 
The process function of the keyboard interrupt analyzes whether the keyboard input is 
a common character key or a special function key(Ctrl, Enter, F1, Tab, etc.) to process 
accordingly. Character key inputs are encrypted using the Key Tale and special func-
tion keys inputs are processed by the system inherent interrupt process. 
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• Resolution of the Window Message Hooking 
Keyboard input hooking by hacking tools is resolved by transmitting encrypted key-
board inputs directly from the keyboard security driver to the Web page security con-
trol to carry out the decryption at the keyboard input process step. 

5   Research Methods 

The security performance of the technology developed in this study was tested with 
the collected hacking tools and compared with the existing technologies to prove the 
advantages. 

As for the major prior arts of the security of the keyboard input information, hard-
ware method(David Carrol Challenger, 2003), Screen Keyboard method(Ahn Lab, 
2003), and the encryption engaged into the keyboard security driver(Shakshuki, 2005) 
have been implemented and compared with the method developed in this study. Be-
fore proceeding the test, a hacking tool which attacks the security vulnerabilities at 
various stages simultaneously has been implemented for the test. The implemented 
hacking tool has user ID('gil-dong') and password('hong') from the keyboard port scan 
to the Windows message hooking entered by the user at each step.  

The technology suggested in this paper has resolved the information leak by the 
keyboard input/output port scan with the Debug Exception Processing, and the infor-
mation leak by filter driver installation and message hooking with direct transmission 
of the keyboard input information to the application software. 

Fig. 1 shows that different from the prior arts wherein the keyboard input  
information can be leaked at various steps, the technology developed in this re-
search can secure the information safely from the steps prior to the keyboard input 
information processing. From the keyboard input/output port to the interrupt vector  
 

 

Fig. 1. Result of the Suggested Technology Applied to the Hacking Tool 
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Table 1. Comparison Experiment  to  Prior Studies 

Hardware Method 
(David Carrol 

Challenger, 2003)

Screen Keyboard 
Method 

(Ahn Lab. 2003)

Encryption at the 
Keyboard Security 
Driver(Shakshuki, 

2005) 

Technology Sug-
gested in this 

Research 

Keyboard Input 
Message Hooking 
(Thread Message 

queue)

O X O O

Keyboard Input 
Message Hooking 
(System Message 

Queue)

O X O O

Filter Driver Instal-
lation 

O O O

Keyboard In-
put/output Port Scan

X C O
 

 O : keyboard inputs are secured from the hacking tools 
X : keyboard inputs are not secured ed from the hacking tools 

table, the access of hacking tools is prevented fundamentally. The encrypted key-
board input information is directly transmitted without passing through the filter 
driver. System message queue and the thread message queue show the transmitted 
dummy information for the keyboard input information received by the security 
Webpage control. 

5.1   Research Results and Directions for Future Studies 

In this research, the section from the keyboard input to the Web page or application 
software is secured with a newly developed technology. On the basis of the informa-
tion security methodology, the process of identification of the information assets of 
the information flow of the keyboard input, analysis of the security vulnerability by 
steps, and the establishment of the technical resolution have been performed. To re-
solve the security vulnerabilities, the prior arts had made use of hardware or software 
methods, however, their functions and security were limited. Therefore, a keyboard 
input information security technology at the system level was developed in this re-
search to cope with the limitations in the prior studies.  In order to verify the technol-
ogy developed in this research, tests were carried out in comparison with the prior arts 
with collected hacking tool, which have contributed to the development of the sug-
gested technology.    

This technology can be applied to all the e-business transactions which require per-
sonal information. It also can generate basic data for the investigation of keyboard 
input information leak, if it happens. It is expected that this technology can provide 
customers with confidence as well as preventing the accidents caused by leak of per-
sonal information which often occur in recent days. 
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Abstract. Blind signature allows a user to obtain signatures from an
authority on any document, in such a way that the authority learns
nothing about the message that is being signed. The blindness is an
important property in blind signature scheme. In this work, we analyze
security of the blind signature[1], and show that the scheme hasn’t blind-
ness, in other words, the signer is able to link a valid message-signature
pair obtained by some user. To overcome the above flaw, we propose an
improved scheme and show that the security of the improved scheme is
based on the Computational Diffie-Hellman problem.

1 Introduction

In traditional digital signature schemes, the blinding between a user and his
public key needs to be ensured. The usual way to provide this assurance is
by providing certificates that are signed by a trusted third party, Namely the
public certificate. As a consequence, the system requires a large storage and
computing time to store and verify each user’s public key and the corresponding
certificate. In 1984, Shamir [2]introduced the conception of identity-based public
key cryptosystem to simplify key management procedures in certificate-based
public key setting. In ID-based mechanism, the user’s public key is indeed his
identity (such as email, IP address, etc.). Since then, various ID-based encryption
schemes and signature schemes have been proposed. At present, many ID-based
encryption and signature schemes have been proposed based on the bilinear
pairings in elliptic curves or hyper-elliptic curves. The size of signature is in
general short in these schemes.

Blind signature was introduced by D.Chaum [4], which can provide an anony-
mity of signed message.Since it was introduced, blind signature schemes[4,5,6,7,8,
9,10] have been used in numerous application, most prominently in anonymous
voting and anonymous e-cash.

Informally, blind signature allows a user to obtain signatures from an author-
ity on any document, in such a way that the authority learns nothing about the
message that is being signed. The most important property of blind signature
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differing from the other signatures is blindness, which requires that after interact-
ing with various users, the signer S is not able to link a valid message-signature
pair (m, δ) obtained by some user, with the protocol session during which δ
was created. The other property is unforgeability, requires that it is impossible
for any malicious user that engages in k runs of the protocol with the signer,
to obtain strictly more than k valid message-signature pairs. The basic idea of
most existing blind signatures is that the requester randomly chooses some ran-
dom factors and embeds them to the message to be signed. The random factors
are kept in secret so the signer cannot recover the message. Upon the blinded
signature returned by the signer, the requester can remove the random factor
to obtain a valid signature. Up to now, two ID-based blind signature schemes
based on bilinear pairings have been proposed. The first scheme was proposed
by Zhang and Kim[16] in Asiacrypt 2002, the other scheme[17] was proposed
in ACISP2003. They claim that the security against generic parallel attack to
their schemes don’t depend on the difficulty of ROS-problem [18]. In fact, their
scheme[17] is also forgeable under the generic parallel attack if the ROS-problem
is solvable, namely, the security against generic parallel attack to this scheme
also depends on the difficulty of ROS-problem.

Recently, Huang et.al proposed an ID-based blind signature scheme in CANS05
[1] (Huang et.al scheme for short) and show that the security of the scheme is
based on CDH assumption (Computational Diffie-Hellman Assumpitonm), and
the scheme satisfied the blindness of blind signature, namely, unlinkability. In this
work, we show the scheme doesn’t satisfy unlikability by analyzing the security of
the scheme. In other words, the signer is able to link a valid message-signature
pair. In this paper, we first analyze the security of Huang et.al blind signature[1],
and show that the scheme hasn’t blindness, in other words, the signer is able to
link a valid message-signature pair obtained by some user. Finally, to overcome
the above flaw, we propose an improved scheme and show that the security of the
improved scheme is based on the Computational Diffie-Hellman problem.

The rest of the paper is organized as follows: Section 2 give some preliminary
knowledge related to the paper; in section 3, we show the flaw of Huang et.al
blind signature scheme, then propose an improved scheme in section 4; in section
5, we analyze the security of improved scheme; Finally, we draw this paper.

2 Preliminaries

In this section, we will fist review some fundamental backgrounds related to the
paper.

Let G1 be a cyclic additive group generated by P with the order prime q, and
G2 be a cyclic multiplicative group with the same order q. Let e : G1×G1 −→ G2
be a pairing which satisfies the following conditions:

– Bilinearity: For any P, Q, R ∈ G1, we have e(P + Q, R) = e(P, R)e(Q, R)
and e(P, R + Q) = e(P, R)e(P, Q). In particular, for any a, b ∈ Zq,

e(aP, bP ) = e(P, P )ab = e(P, abP ) = e(abP, P )
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– Non-degeneracy: There exists P, Q ∈ G1, such that e(P, Q) �= 1
– Computability: There is an efficient algorithm to compute e(P, Q) for P, Q ∈

G1.

The typical way of obtaining such pairing is by deriving them from the Weil
pairing or the Tate pairing on an elliptic curve over a finite field.

Computational Diffie-Hellman Problem: Given P, aP, bP ∈ G1 for ran-
domly chosen a, b ∈R Zq to abP .

The success probility of any probabilistic polynomial-time algorithm A in
solving CDH problem in G1 is defined to be

SuccCDH
A = Pr[A(P, aP, bP ) = abP |a, b ∈ Zq

∗]

The CDH assumption states that for every probabilistic polynomial-time al-
gorithm A, SuccCDH

A is negligible.

3 Reviews of Huang et.al Blind Scheme

In the following, we will briefly review the Huang et.al blind scheme. Please the
interested reader refer to [1] for the detail content.

[Setup]
Choose a group G1, which is a cyclic additive group generated by P with
prime order q. Choose a cyclic multiplicative group G2 with the same order
q and a bilinear pairing e : G1 × G1 −→ G2. Pick a random s ∈R Zq, set
Ppub = sP . Let H1(·), H2(·) be two hash functions and satisfy H1 : {0, 1}∗ ×
G2 −→ Zq and H2 : {0, 1}∗ −→ G1. Publish the system parameter SP =
(G1, G2, e, q, P, Ppub, H1, H2), and keep the master key s secret.

[Extract]
Given an identity ID, compute PID = H2(ID) and return the corresponding
private key SID=sPID .

[Sign]
To make the signer produce a signature, The user U first chooses P1 ∈ G1 and
compute e(P, P1) before executing interaction. Then they execute the following
interactive procedures:

1. The signer randomly chooses a number r ∈R Zq, and computes

R′ = e(PID, Ppub)r

and sends R′ to the user as his commitment.
2. The user randomly chooses t1, t2 ∈R Zq and computes

R = R′t1e(P1, P )t2

h = H1(m, R)
h′ = ht1

then sends h′ to the signer.
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3. The signer computes
V ′ = (rh′ + 1)SID

and sends V ′ to the user.
4. upon receiving V ′, the user checks whether the relation holds.

e(V ′, P ) = R′h′
e(PID, Ppub)

If it holds, he computes
V = V ′ + ht2P1

Then, the resultant blind signature on the message m is (R, V )

[Verify]
To verify a signature (R, V ) on the message m, the verifier checks the following
equation

e(V, P ) = RH1(m,R)e(PID, Ppub)

4 The Flaw of Huang et.al Blind Signature Scheme

Recently, Huang et.al presented a ID-based blind signature and claimed that
their scheme satisfied the important property: blindness. Unfortunately,we show
that Huang et.al blind signature scheme doesn’t satisfy the blindness by analyz-
ing the security of the scheme. Namely,after interacting with various users, the
signer S is able to link a valid message-signature pair (m, δ) obtained by some
user.

4.1 Linkability

Here, we will show that the signer can link a message-signature pair. According
to the above signing procedure, we can know that given a blind signature (R, V )
on the message m, the view of the signer is (R′, h′, V ′) in the generation of the
blind signature. In the following , we will show how the signer link the message-
signature pair by the views (R′, h′, V ′). Given a blind signature (R, V ), the signer
executes as follows

– Firstly, the signer computes α = e(V − V ′)
– then, the signer computes β = R′h′

– compute h = (m, R)
– Finally, check whether the relation equation

α · β =? = Rh (1)

if the equation (1) holds, then it denotes that the signer can link the message-
signature pair.
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4.2 Correctness

In the following, we will show that why a blind signature (R, V ) satisfies the
equation (1) above, then it means that the signer can link the message-signature
pair.

Theorem 1. Given a blind signature (R, V ) on message m, the signer can link
a message-signature pair by using the equation (1).

Proof. according to the blind signature above, we know

V = V ′ + ht2P1,

thus the signer can compute

α = e(V − V ′, P )
= e(ht2P1, P )
= e(P, P1)ht2

and since the signer possesses R′ and h′ and h′ = ht1, then he is able to compute

βR′h′
= R′ht1

Thus, we obtain the following relation

α · β = R′ht1e(P, P1)ht2 = Rh

Note that h = (m, R). According to the state above, the signer can link a
message-signature pair. In other words, it indicates that the blind signature
hasn’t blindness. The signer can link the signature and message by his restored
messages.

5 Improved Scheme

In this section, To modify the flaw of Huang et.al blind signature scheme, we
give an improved blind signature scheme. The system Setup phase and Extract
phase in our proposed scheme is the same ones of Huang et.al scheme. In the
following, we only consider Signing phase and Verification phase.

[Signing phase]
To obtain a blind signature on the message m, a user can first chooses a point
P1 ∈ G1 and compute e(P1, P ) beforehand outside of the signing protocol. Then
the signer executes the following interaction procedure with the user.

1. the signer randomly chooses a number r ∈R Zq, then computes

R′ = e(PID, Ppub)r

and sends R′ to the user as the commitment.
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2. The user randomly chooses three numbers t1, t2, t3 ∈ Zq as blinding factors,
and compute as follows

R = R′t1e(PID, Ppub)t2t1e(P1, P )t3

h = H1(m, R)
h′ = t−1

1 h + t2

and sends h′ to the signer as the challenge.
3. The signer computes

V ′ = (r + h′)SID

and returns V ′ to the user.
4. The user computes

V = t1V
′ + t3P1

Note that V = (h + rt1 + t1t2)SID + t3P1

Then (V, R) is the blind signature of the message m.

[Verification]
After receiving the blind signature (V, R), a verifier checks as follows:

h = H1(m, R) (2)
e(V, P ) = R · e(PID, Ppub)h (3)

if the equations above (2) and (3) hold, the verifier accepts it as a valid blind
signature.

6 Security Analysis of the Proposed Blind Signature
Scheme

In the following, we first show that the proposed scheme satisfies correctness.
According to the signature above, given a blind signature (R, V ), we know

h = H1(m, R)
e(V, P ) = e(t1V ′ + t3P1, P )

= e(t1V ′, P )(P1, P )t3

= e(t1(r + h′)SID, P )(P1, P )t3

= e((h + rt1 + t1t2)SID, P )(P1, P )t3

= e(PID, Ppub)(h+rt1+t1t2)(P1, P )t3

= e(PID, Ppub)hR

Obviously, the blind signature (R, V ) on the message m satisfies the verification
equation, thus it indicates that the scheme satisfies correctness.

Let an adversary A be a probabilistic polynomial time Turing machine whose
input only consists of public data (G1, G2, e, P, Ppub, H1, H2). A can make qs

queries to the signer, and qH1 queries to the random oracle H1.
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Theorem 2. If there exists an adversary A can forge a blind signature in poly-
nomial time with non-negligible probability ε ≥ 10(qs + 1)(qs + qH1)/2l, then
the CDH problem can been solved in G1 in polynomial time with non-negligible
probability.

Proof. (sketch). Suppose that B is a CDH attacker. Given an instance (q, P, aP,
bP ), Let A be a forger that breaks the proposed signature scheme under chosen
message attack. We show how B can use A to the CDH problem, i.e. to compute
abP .

First, the challenger B sets Ppub = aP and (q, P, aP ) to the forger A the
system public key. Let bP be the hash value ID which is the identity of the signer,
namely, H2(ID) = bP . If A can forge a valid signature (m∗, R∗, V ∗, h∗) with
running time t in a non-negligible ε ≥ 10(qs + 1)(qs + qH1)/2l under adaptively
chosen message.

Apply the ”forking Lemma” formalized in [15], B can obtain two valid blind
signatures (m∗, R∗, V ∗, h∗) and (m∗, R∗, V ′∗, h′∗) such that h∗ �= h′∗. Then they
satisfy the following relation.

e(V ∗, P ) = R∗ · e(PID, Ppub)h∗
(4)

e(V ′∗, P ) = R∗ · e(PID, Ppub)h′∗
(5)

Thought the above equation (3) and (4), we have

e(V ∗, P ) · e(V ′∗, P )−1 = e(PID, Ppub)h∗ · e(PID, Ppub)−h′∗
(6)

Thus, we can obtain

e(V ∗ − V ′∗, P ) = e(PID, Ppub)h∗ · e(PID, Ppub)−h′∗
(7)

e(V ∗ − V ′∗, P ) = e(PID, Ppub)h∗−h′∗
(8)

At last, the algorithm B can output abP = 1
h∗−h′∗ (V ∗ −V ′∗). It means that the

algorithm B can solve an instance of Computational Diffie-Hellman problem in
G1 in excepted time. �

7 Conclusion

ID-based public key crypt-system can be an alternative for certificate-based key
infrastructures. Blind signature plays an important role in secure e-commerce,
such as e-cash, e-vote. Where The blindness is an important property of blind
signature scheme. In this paper, we first analyze the security of Huang et.al
blind signature[1], and show that the scheme hasn’t blindness, in other words,
the signer is able to link a valid message-signature pair obtained by some user.
To overcome the above flaw, we propose an improved scheme and show that the
security of the improved scheme is based on the Computational Diffie-Hellman
problem.
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Abstract. As e-learning studying is activated, learners’ requirements are in-
creased. It is important to note that the effective e-learning model augmented re-
quirements of learner and new ubiquitous environment are artifacts of an era of 
u-learning. This paper has analyzed learners’ requirements and limitations in the 
existing e-learning system, and proposed the addition of contents conversion ser-
vice and collaborative learning service to LMS based on SCORM standard pro-
posal using ubiquitous network, next-generation sensor technology, etc. in order 
to construct effective and unbounded u-learning system in ubiquitous environ-
ment. Based on this structural model. we also propose XML-MCAS security 
method suitable for wireless environment for preventing the leakage of personal 
and contents information. 

1   Introduction 

As for communication platform, PC and the Internet have been the main components 
of learning environment in the past, but now in the age of ubiquitous environment we 
are in the need of a new e-learning model. From now, e-learning in ubiquitous envi-
ronment is called u-learning for short. Ubiquitous environment will give learners 
learner-centered creative educational environment, and allow them to learn any con-
tents at any time and in any place freely and conveniently. This is the goal pursued by 
the u-learning. In order for the current e-learning system to evolve to u-learning sys-
tem, we need to modify and improve LMS (Learning Management System), which is 
the root of the system structure.  

This paper has analyzed learners’ requirements and limitations in the existing  
e-learning system, and proposed the addition of contents conversion service and  
                                                           
*  “This work was supported by a grant No. (R12-2003-004-03003-0) from Ministry of Com-
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collaborative learning service to LMS based on SCORM standard proposal using 
ubiquitous network, next-generation sensor technology, etc. in order to construct 
effective and unbounded u-learning system in ubiquitous environment. Moreover, to 
solve the vulnerability of security in ID-password system, we introduced XML-
MCAS security method suitable for wireless environment for preventing the leakage 
of personal and contents information. 

Problem Definitions in Traditional e-Learning Approaches:  

(1) Limitations in experiential (active) learning: Learning activities in the context of 
e-learning are largely divided into passive learning in which learners study information 
prepared by specialists following the logic prescribed by the specialists and active 
learning in which learners search various resources related to learning contents. The 
former is called push learning and the latter is pull learning. Existing e-learning was 
mostly push learning or spray learning that sprays a large volume of information [8]. 
These types of learning activities can create only explicit knowledge. Explicit knowl-
edge means that the knowledge which is easy to express and explain verbally like 
documented knowledge and processes described in the form of manuals. E-learning 
occurs in a digital space. Different from an analogue space, a digital space cannot give 
practical experiences of applying what to feel and realize to real situations.  
(2) Limitations in collaborative learning: In the current form of e-learning, teachers 
and learners have few chances to meet each other face-to-face. They meet via text 
messages through a bulletin board. Sometimes teleconference system is used but its 
use is highly restricted by the system performance and various limitations. Thus, it is 
not easy to execute group projects and collaborative learning through e-learning. 
Thus, still learning through classroom lectures is considered superior to e-learning. 
That is, e-learning system is inferior to traditional learning in that it cannot expect 
solidarity among learners and team meetings for creating new ideas.  
(3) Inappropriateness of contents evaluation: In order for learners to study 
through e-learning, the quality of contents must be guaranteed. High-quality contents 
may be misunderstood as various multimedia functions and gorgeous appearance. 
People believe that learners’ curiosity should be stimulated and their attention should 
be drawn with displays looking colorful and dynamic at a glance. In a sense, this is 
reasonable considering the peculiarity of online learning. However, learning effect 
through e-learning is maximized not by seemingly gorgeous and dynamic contents 
but by elaborately designed internal logical structure that induces learners to make 
learning activities in connection with learning strategies optimized for the nature of 
learning contents. That is, the quality of contents should be evaluated not by visible 
attractiveness but by the logical structure of the learning contents and the dynamic 
inducement of learning activities for substantial and durable learning effects.  
(4) Lack of security: Because E-learning exchange information and contents over the 
network between learners and teachers, the risk of information leakage is quite high. 
However, existing e-learning service is fully exposed to security risk as it identifies 
users just with ID and password and distinguishes the access rights of learners, teach-
ers and administrators. Thus, if a user’s ID and password is obtained, one can access 
the system without any other authentication process and, as a result, users’ personal 
information and various data and contents for only authorized users are left unpro-
tected. On the other hand, considering the characteristic of e-learning that continues 
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information transmission without interruption, high security may increase users’ in-
convenience. Moreover, because learning services in ubiquitous environment are 
mainly provided in wireless mode, authentication system must be improved for wire-
less environment.  

2   Related Works 

2.1   Ubiquitous Environment and e-Learning 

Computer environment is switching from the age of PC to the ubiquitous age. Ubiqui-
tous environment is a computer environment, in which various types of computers are 
embedded in everyday life and are used freely and conveniently whenever necessary 
like water and electricity. That is, unlike in the previous paradigm where humans 
provide computers sensing and interface functions, in the new paradigm, computers 
will sense necessary functions and provide interface customized to users. The ideal 
ubiquitous computer is “unbounded computer” and “autonomous computer.” As net-
worked micro-computers are implanted in things and places, people can get informa-
tion from any place [1]. Next-generation technology developed by various companies 
and U-Korea Plans promoted by the Korean government show that the ubiquitous age 
is being unfolded before our eyes. As a part of U-Korea Plans, the Ministry of Infor-
mation and Communication is making intensive research on four key technologies: 
IPv6-based low-power WPAN technology interoperable with mobile networks; UWB 
technology for 100Mbps low-speed sensing; high-speed multi-sensing RFID technol-
ogy; and intelligent wireless sensor network for routing. In particular, RFID (wireless 
sensing, Radio Frequency Identification) is a technology for identifying, tracking and 
managing objects, animals or humans carrying a micro-chip containing identification 
information using wireless frequency, and is being applied in various areas including 
logistics, distribution, electronic payment and security [2]. 

2.2   Sensing Technology in Ubiquitous Environment 

In ubiquitous environment, physical and chemical conditions of the human body and 
its environment such as light, temperature, smell and weight are recognized by using 
various sensors. Data collected by a sensor is processed by a micro-processor. These 
technologies have already been developed and commercialized. Sensed signals are 
converted to electric signals by a signal controller. Data converted to electric signals 
are digitized by an A/D converter and put into the microprocessor and then the data is 
transformed to information through the embedded operating system.  

Sensors are largely divided into two categories. One is manual sensing system in 
which a reader senses an identification chip planted in an object. The system performs 
the sensing function according to a standard method agreed upon between the identi-
fier and the reader. A standard interface is applicable between the subject and the 
object. Representative RFIDs are Active Badge and 2D Barcode. The other is sensing 
system in which sensors, like the five human senses, recognize the environmental 
changes and send information by them. 
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Table 1. Sensing systems corresponding to the five senses 

Sense Object Man Sensor Interface 

Vision Visible rays Eye Image sensor Motion recognition 

Hearing Sound Ear Sound sensor Voice recognition 

Touch 
Mechanical 

energy 
Skin Touch sensor Touch screen 

Smell 
Chemical 
elements 

Nose Gas, bio sensor Under research 

Taste 
Chemical 
elements 

Mouth Ion, bio sensor Under research 

As in Table 1, sensing systems have outstanding sensing abilities through operation 
similar to human sense organs but current technology is not enough to sense smells 
and food tastes [3]. Intelligent interface is important and non-standard approaches are 
required. A representative technology is Small Dust. This technology scatters dust-
size sensors around the physical spaces like buildings, roads, clothes and bodies and 
collects information on temperature, humidity, acceleration, pressure, etc. through 
wireless network. Inside a smart dust are sensor, sensor control circuit, computer, 
bidirectional communication module, power supply, etc. With the advance of con-
temporary VLSI semiconductor technology and MEMS (Micro Electro Mechanical 
System) technology, it is possible to implement such a device as small as a grain of 
sand [4, 5].  

3   A Refined e-Learning Model in Ubiquitous Environment 

3.1   SCORM-Based u-Learning Model 

From computer-based learning (CBI) to Web-based learning (WBI), the development 
of classes in computer environment demands huge investments of time and money. In 
order to overcome the inefficiency in development, e-learning researchers are looking 
for the reuse of developed contents and the sharing of contents developed by third 
parities. By developing a system for reusing a part or the whole of existing contents or 
sharing contents created by third parties, we can save a lot of time and money. Such 
efforts have been integrated into the establishment of e-learning technology standard. 
SCORM proposed by ADL in the U.S. is evolving into a form integrating general 
standards [6]. Many e-learning-related products are being introduced in the market 
including e-learning platforms, authoring tools and contents development tools.  
E-learning technology standard set definite guidelines for contents and platforms so 
that contents can be reused and shared independently from the platform and platforms 
can easily interoperate with one another. Contents are created as learning objects 
containing texts, graphics, videos, sound files, etc. and the objects are stored, searched 
and delivered. According to e-learning relevant literature, learning objects are also 
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described as reusable learning objects, sharable contents, etc. but ‘learning object’ is 
the most common term. ADL SCORM is generally accepted as technology standard 
by many relevant companies. 

In order to implement requirements of SCORM satisfactorily, we must have Web-
based LMS that executes contents developed by different companies and searches 
contents in database. LMS is composed of functions designed to manage learning 
contents, execute learning and track learners’ responses. LMS can be applied to sim-
ple class management as well as extremely complicated wide-area distributed envi-
ronment. SCORM defines interoperation between contents and LMS environment and 
does not specify functions implementing specific LMS. 

 

Fig. 1. Structure of SCORM-based LMS 

Figure 1 shows the traditional components and services of SCORM-based LMS. 
LMS is a method to delivery learning contents to learners and contains a number of 
services such as deciding what and when to deliver (delivery), tracking learning proc-
ess through learning contents (tracking) and setting the order of delivery to learners 
according to predefined rules (sequencing) [7]. Different from previous CBI system, 
‘learner-specific service’ and ‘tracking service’ provide information for establishing 
adaptable learning environment. LMS collects information on learners’ characteris-
tics, delivers contents, monitor learners’ responses and achievements through con-
tents, and helps learners decide what to study next. 

In order to overcome limitations in e-learning analyzed in Example 1 and prepare the 
coming ubiquitous age, we propose a number of services to be added to current 
SCORM standard, based on LMS, and the IEEE standard learning management system.  

3.2   Learning Form Conversion Service 

Learning form conversion service senses a learner’s surrounding situations and rec-
ognize his/her body condition using smart sensor technology and provides the learner 
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with contents in the optimal form. LMS has four characteristics. First, the teaching 
designer creates a new learning object or a new course by combining existing learning 
objects. Second, the editor reviews the learning object or course submitted by the 
designer and approves it. Third, individualized rules adjusted to the learner. Lastly, 
old learning objects and courses are stored in the archives or deleted. The present 
study proposes to add learning form conversion service and collaborative learning 
service. The reason for the proposal is that services necessary for u-learning can be 
added by the characteristic “the editor reviews a submitted learning object and ap-
proves it” mentioned above. Because learning contents are designed and implemented 
at the unit of learning object, it can be created promptly and its reuse and reshuffling 
can be fast and efficient. Learning form conversion service recognizes the learner’s 
current condition using smart sensors, searches database to find services in the form 
optimal for the learner, links the learner to the learning contents provider or to a learn-
ing service server of appropriate form. 

3.3   Collaborative Learning Service  

The biggest weak point of current e-learning is its limitation in collaborative learning. 
In ubiquitous environment, however, we can implement U-learning that solves the 
problem. We made this research based on the technology of Orestia project, SOB 
project and Paper++ project. When these projects are completed, the systems can be 
constructed in connect with the present research. Orestia project is to design, develop 
and evaluate modules and symbol - sub-symbol structures of intelligent artificial ob-
jects mainly focused on interaction with humans. If the Orestia architecture is put in 
specific environment requiring certain features, it retrains the sub-symbol neural net-
work of an artificial object so that the object is bestowed with new features. Combing 
existing technology with new wireless communication, it provides a common protocol 
and format that enable exchange of different types of data among artificial objects and 
between artificial objects and service providers [9]. That is, using Orestia, modules 
and multi-purpose information objects are created for interaction among learners in 
the same group. SOB project aims to develop effective sound and sensory models 
based on physical acoustic phenomena happening in artificial objects and equipment 
having physical interaction with humans. Variables in the sound model are human 
body motions and gestures, which are managed by a control model. That is, although 
it is a learners’ meeting in virtual space, they feel handshake by touching the video 
screen and sense the texture of real objects. Paper++ project develops stored learning 
materials embedded with sensors and position-based devices, aiming to improve the 
useful properties of paper using sensors, in order to fill the gap between materials and 
the electronic domain. If the participants finish their discussion, the minutes of the 
meeting are automatically saved and delivered to all the learners of the group [9, 10]. 
Using ubiquitous projects like Orestia and SOB, users can shake hands as if they are 
meeting face-to-face and feel objects as if they are real things. Moreover, using Pa-
per++, members can receive the contents of discussion that are automatically saved 
and delivered. 
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Fig. 2. LMS structure proposed for u-learning 

The reasons for proposing the two services to be added to SCORM-based LMS can 
be explained in the following five aspects with regard to the advantages of SCORM 
standardization as follows: First, contents are interoperable with other different sys-
tems without additional work. Second, objects can be reused in various ways. Third, 
the system can track and manage learners and contents, collecting necessary informa-
tion. Fourth, learners can get information on contents and access them at convenient 
time and access  from any place. Fifth, the standard is durable to new technologies 
and products. 

4   Security of Distance Education Model in U-Learning 

The U-learning model proposed above was embedded with various sensing systems 
for its application at new ubiquitous environment, and its insufficiencies were sup-
plemented in current e-learning system. However, such a system must consider secu-
rity. Research on problems in existing e-learning has been focused on the structure of 
teaching and learning system. In distance education system that transmits various 
types of data and information between the teacher and the learner, however, personal 
and contents information is exposed to high risk of leakage. Nevertheless, many  
e-learning systems just use the ID and password system on the Web. If one acquires a 
user’ ID and password, information on teachers, learners and contents involved in the 
e-learning systemcan be easily disclosed. 
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To solve such a security problem, we need to provide a more advanced authentica-
tion service to teachers and learners using the system, but the commonly used PKI-
type authentication system is not suitable in ubiquitous environment containing many 
mobile systems and in U-learning demanding real-time connection and smooth infor-
mation transmission. Thus, it is considered effective to prevent information leakage 
by building MCAS (Multiplex Certification Agent System) that adopts XML elec-
tronic signature. 

5   Conclusions 

The wave of the ubiquitous age is now rising from the feet. In addition, our social 
conditions accelerate the increase of demands from e-learning learners and, as a con-
sequence, limitations in e-learning as well as learners’ new requirements are being 
found. Facing the new age, therefore, we propose a new model for implementing  
U-learning improved by reflecting e-learning learners’ requirements. The three char-
acteristics of the proposed u-learning model are as follows. First, it adopts sensing 
technologies in ubiquitous environment, which are under research. Second, it provides 
learning form conversion service and real-time collaborative learning service. Lastly, 
it gives interoperability, reusability, controllability, accessibility and durability with-
out extra work as it is added to SCORM-based LMS. What is more, in order to rein-
force the security of existing e-learning solutions, we suggested information security 
using XML-MCAS, which is fit for wireless systems in ubiquitous environment. 
Sensing systems and security technologies in ubiquitous environment need to be stud-
ied and improved further in the future. The outcomes of this study may be usable 
depending on the progress of ubiquitous technologies.  
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Abstract. Most RFID (Radio Fequency IDentification) Tag security
schemes assumed that the backward channel from tags to a reader is
safe from eavesdropping. However, eavesdroppers near a tag can over-
hear message from the tag illegally. This may cause some privacy issues
because the backward channel eavesdropping means the expose of per-
sonal information related to the tags that each person has. In this paper,
we propose a method to protect the backward channel from eavesdrop-
ping by illegal readers. The proposed scheme can overcome the problems
of conventional schemes based on tree-walking algorithm. It is shown
that the proposed method can provide the probability of eavesdropping
in some standardized RFID tag system such as EPCglobal, ISO, uCode
near to ’0’.

1 Introduction

Most of currently used RFID tag type is passive. Passive RFID tag does not have
its own power, and the power is supplied by external devices such as readers.
Accordingly, passive tag can not initiate communication with a reader, but it can
send the information encoded in its memory, e.g. tag ID, only after the reader
sends power and query signals to it.

In RFID applications, a reader has to distinguish individual tag IDs in its
reading region. However, since several tags in the region may respond simulta-
neously to the reader’s query, signals from tags are interfered with each other,
and then the reader can not recognize any tag ID. This situation is called colli-
sion. Several anti-collision schemes to avoid such a collision situation have been
proposed. Tree-walking algorithm is one of those anti-collision schemes[1]. In
tree-walking algorithm, however, since a reader sends its bit-by-bit query sig-
nals for distinguishing each tag ID, any eavesdropper within the reader’s signal
transfer range can also detect tag IDs by monitoring the query sequence from
the reader. This may cause severe privacy problems.

To solve the eavesdropping problem in tree-walking algorithm, some schemes
such as silent tree-walking and randomized tree-walking[2] algorithms have been
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proposed. These schemes can protect signals on the forward channel from a
reader to tags only. However, if an eavesdropper is located very near to a tag,
it can overhear the short range signals through the backward channel from tag
to reader, and obtain the entire ID of the tag. This may cause some privacy
issues because the backward channel eavesdropping means the expose of personal
information related to the tags that each person has.

In this paper, we propose a simple but effective method to solve the back-
ward channel eavesdropping problem in randomized tree-walking algorithm for
RFID security. The proposed method can be applied to all kind of schemes that
tags provide their ID information to readers as in the randomized tree-walking
algorithm. The proposed method can make the eavesdropping probability on
the backward channel near to ’0’ for those standardized RFID systems such as
EPCglobal[3], ISO/IEC [4], and uCode[5].

The rest of the paper is organized as follows. In Section 2, some works related
to the proposed method and their problems is briefly reviewed. Then, we will
explain our proposed scheme in Section 3, and its performance will be illustrated
in Section 4. Finally, we will conclude the paper in Section 5.

2 Related Works

2.1 Binary Tree-Walking Algorithm

Overview of Tree-Walking Algorithm. In binary tree-walking algorithm[1],
each tag has two states: on and off. Tags in on state can respond to a query
from a reader, while tags in off state can not. At the beginning of query, after
the reader sets all tags to be on states, it queries all tags about their IDs.
Since all tags are on state at the time of the initial query, all tags respond to
the query. Then, the reader checks the first bit of its received signal whether
collision occurs. If there is a collision in the first bit, it means there are tags with
different values in their 1st bit position. When collision occurred, the reader sets
all tags with 0 (or 1) in their first bit to be off state. Then, the reader queries
again. Because only tags with 1 (or 0) in their first bit position, there is no
collision in the first bit. So, the reader checks the collision in the second bit. The
same procedures are done repeatedly until it reaches to the last bit position.
When it moves down to the last bit position, there remains only one tag in on
state, and the reader can recognize the last remaining tag’s ID. Likewise, as
in normal binary tree construction procedure, a binary tree with each tag’s ID
as leaf node can be made, and then all tags’ IDs can be distinguished by the
reader.

Eavesdropping in Tree-Walking Algorithm. Let define the forward cha-
nnel as the channel for signals from a reader to tags, and the backward channel
as the channel from a tag to the reader. Using the forward channel, the reader
can supply powers and send query signals to tags, while tags respond to the
queries via the backward channel. Since readers supply powers to tags via the
forward channel, the strength of signals through the forward channel should be
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Fig. 1. Signal delivery ranges from reader and tags

much stronger than that of the backward channel. As a result, the signal coverage
range of the forward channel is much broader than that of the backward channel
as shown in Fig.1. In binary tree-walking algorithm, since a reader sends its
bit-by-bit query signals through the forward channel, if any eavesdropper within
the forward channel cover range monitors the query sequence, then it can also
detect all tags’ IDs.

2.2 Silent Tree-Walking Algorithm

In binary tree-walking algorithm, since readers send control signals to set tags
off or on for every ID bits before query, eavesdropper can know tags’ IDs by
monitoring the readers’ signals through the forward channel. To avoid this prob-
lem, in silent tree walking algorithm[2], when there is no collision in a certain
bit position, instead of sending the control signal, readers send query signal for
the next ID bit directly. Since long-range eavesdroppers can not hear the back-
ward channel, they can not know the uncollided bit value. In addition, since
readers send control signals using XOR with 0 and the previously uncollided
bit value, the bit value obtained by eavesdroppers is different from the original
one.

2.3 Randomized Tree-Walking Algorithm

In randomized tree-walking algorithm[2], each tag has two IDs: One is a real tag
ID, and the other is a random ID allocated by manufacturers or generated by
the tag itself. General procedure of the randomized tree-walking algorithm is as
same as in binary tree-walking algorithm except for using the random ID. That
is, readers send control and query signals according to the procedure defined in
binary tree-walking algorithm, but tags respond based on their random ID, not
on their real tag ID. Only after each tag becomes singularized, it reports its real
ID to the reader through the backward channel. Because eavesdroppers far off
from tags can hear only forward channel, they can gather only random IDs, not
tags’ real IDs. Likewise, real IDs of tags can be secured.
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3 Proposed Backward Channel Protection Method

The methods described in previous Section can protect effectively against long-
range eavesdropping. However, if eavesdroppers are within the backward channel
range of a tag, they can obtain the entire ID of the tag even though silent or
randomized tree-walking algorithms are applied. In this Section, we explain our
proposed backward channel protection method for RFID security. In our pro-
posed method, we consider the singularization phase that only one tag sends its
real tag ID in the randomized tree-walking algorithm. As we mentioned before,
though the singularization has been done by using a random ID, any eavesdrop-
per within the backward channel range can hear the tag’s real ID. Our proposed
method makes it impossible to overhear the tag’s real ID transferred through
the backward channel by eavesdroppers.

We assume the following two things. First, there is no bit error on both forward
and backward channels. Second, there are no tags with same random IDs within a
reader’s forward channel range. We can get the validity of the second assumption
from the following fact. For m tags with IDs of n-bit length, the probability that
more than two tags have same random ID is Σm

k=2

(
m
k

) 1
2n(k−1) . Since most of

standardized ID lengths are more than 64, the probability becomes zero for
those ID systems.

The operation of the proposed method is as following. At the singularization
phase of randomized tree-walking algorithm, since only one tag has ’on’ state,
there is no collision when the tag sends its real ID. At this phase, any eaves-
dropper within the backward channel range can hear the tag’s real ID. To avoid
this situation, in the proposed scheme, when the tag sends its real ID, the reader
sends a randomly generated pseudo-ID simultaneously. For this, we assume the
bit-timing between the tag’s real ID and the reader’s pseudo-ID is synchronized
as in [2]. Then, collisions occur at the positions with different bit values between
the two IDs. Accordingly, eavesdroppers receive an ID with some collided bits,
and we will show the recovery probability from the collided ID by eavesdroppers
becomes near to zero in Section 4.

An example operation of the proposed method is illustrated in Fig.2(a). It
assumes ID with 8 bits length, a real tag ID of ’00001111’, and a pseudo-
ID of ’01100111’. When both the real and the pseudo IDs are transmitted
at the same time, the signal delivered to both the reader and eavesdroppers
through backward channel becomes ’0XX0X111’ where ’X’ denotes the collided
bit value.

It is noted that collision occurs when different bits are sent from both reader
and tag simultaneously. That is, a collision when the reader sent a bit ’0’ means
that the tag transmitted a bit ’1’, vice versa. Accordingly, the reader can recover
the tag’s real ID exactly from the collided ID information by simply replacing
the collided bits with the complements of the corresponding bits in pseudo ID
generated by the reader.

Fig.2(b) shows an example of the recovery process by a reader from the re-
ceived collided ID of Fig.2(a). By replacing the collided bit value with the com-
plement of its corresponding pseudo ID, the real tag ID can be exactly recovered.
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Fig. 2. Example operation of proposed method (a) collision (b) recovery

On the contrary, since eavesdroppers do not know the pseudo-ID generated by
the reader, they can not recover the real ID in a same way as the reader does.

In order to implement the proposed scheme, the same communication module
as in tags may be required for readers because the reader to tag modulation
and encoding schemes may be different from those for the tag to reader com-
munication as in [6]. It is noted that though each tag ID is encoded and the
encoded data is delivered to the reader instead of original tag ID as in [6], the
proposed scheme works well. Since encoded bit data is transmitted using a mod-
ulation scheme such as ASK or PSK, if the reader generates random bit data
with the same size of the encoded data and transmits using same encoding and
modulation technique used in the tag to reader communication, then collision
occurs. And, the reader can recover the collided encoded data using the pro-
posed method. Then, the reader can get the tag ID by decoding the recovered
data.

4 Performance Results

In this Section, we will derive performance models for the proposed scheme, and
show its degree of ID protection.

Performances of the Proposed Method. Let l be the length of a tag’s ID,
and pc be the probability that a bit is corrupted by the pseudo ID randomly
generated by the reader. Then, the probability that arbitrary k bits of the tag’s
ID with length l bits are collided with the pseudo ID, Pc(l, k), can be obtained
as

Pc(l, k) =
(

l

k

)
pk

c (1 − pc)l−k (1)

Let Pf (k) be the probability that the corrupted ID with k collided bits is
exactly recovered by the eavesdropper. And, if we let E(l) be the expectation
for the eavesdropper to interpret the tag’s ID with l bits exactly, it is written as

E(l) = Σl
k=0Pc(l, k) · Pf (k) (2)
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Fig. 3. Successful eavesdropping probability

Since Pf (k) = 1
2k and pc = 1

2 in binary system, we can rewrite Eq. (2) as

E(l) = 2−lΣl
k=0

(
l

k

)
· 2−k (3)

Note that the right-hand side of Eq. (3) can be represented as a polynomial
with two arguments 1 and 1/2. Accordingly, we have

E(l) = 2−lΣl
k=0

(
l

k

)
· 1l−k · (2−1)k = 2−l · (1 + 2−1)l =

(3
4

)l

(4)

The intuitive meaning of Eq. (4) is as follows. Let Ec be the event that a
bit of the tag’s ID is collided with that of the pseudo ID, and Et be the event
that the bit value interpreted by the eavesdropper is correct whether the bit
is corrupted or not. Then, the probability of the event Et, Pr{Et}, becomes
Pr{Et|Ec}×Pr{Ec}+Pr{Et|EC

c }×Pr{EC
c } according to the total probability

theorem, where EC
c means the complementary set of Ec. For the binary system,

since and Pr{Et|Ec} = Pr{Ec} = Pr{EC
c } = 1

2 , we have Pr{Et} = 3
4 . Because

the interpretation of each bit value can be done independently of other bits,
the probability that the tag ID with l bits can be correctly interpreted by the

eavesdropper becomes
(

3
4

)l

as same as in Eq. (4).
Fig.3 shows the probability that the eavesdropper interprets the tag’s ID with

l bits from the corrupted ID exactly when the proposed scheme is applied. We can
see the probability for the success of the eavesdropping decreases exponentially
as the ID length l increases. Especially, for tag’s ID lengths of 64, 96 and 128
that are suggested by the standardized RFID tag system such as EPCglobal[3],
ISO/IEC[4] and uCode[5], the probabilities are 1.01×10−8, 1.01×10−12, 1.03×
10−16, respectively, which are near to ’0’.

Performance Comparisons with Other Schemes. In this subsection, we
compare the performances between the proposed scheme and other tree-walking
based schemes such as binary tree-walking (BTW), silent tree-walking (STW),
and randomized tree-walking (RTW). Let EFW and EBW be the events that
eavesdroppers overhear the information through forward and backward channels,
respectively.
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Table 1. Comparisons of successful eavesdropping probabilities

Scheme Tag ID Eavesdropping Probability
BTW E(l)BTW = Pr{EBW } · 1 + Pr{EF W ∩ EC

BW } · 1 (5)
STW E(l)STW = Pr{EBW } · 1 + Pr{EF W ∩ EC

BW } · PSTW (6)
where PSTW is ID exposure probability on forward channel (see Appendix)

RTW E(l)RTW = Pr{EBW } · 1 + Pr{EF W ∩ EC
BW } · 0 = Pr{EBW } (7)

Proposed E(l)PRO = Pr{EBW }· 3
4

l

+ Pr{EF W ∩ EC
BW } · 0 = Pr{EBW }· 3

4

l

(8)

In Table 1, the successful eavesdropping probabilities are shown for the four
schemes. To obtain the probabilities shown in Table 1, it is considered the fol-
lowing two cases: One is that the eavesdropper is located in backward channel
range, and the other case is that the eavesdropper is out of backward channel
range but within forward channel range. For the three comparable schemes, when
eavesdroppers are in backward channel range, they can get the corresponding
tag ID. However, for the proposed scheme, since there are collided bits in the ID
received by eavesdroppers, the probability significantly decreases to the amount

of
(

3
4

)l

according to the ID length l.
When the eavesdropper is out of backward channel range but within forward

channel range, binary tree-walking scheme exposes all tag IDs to the eavesdrop-
per. In silent tree-walking algorithm, when no collision occurs at a bit query,
instead of sending the control signal, readers send query signal for the next ID
bit directly. This makes that eavesdroppers can not know the exact ID bit val-
ues of those uncollided bits. Thus, the ID eavesdropping probability for this case
decreases as shown in Eq.(6). The derivation of the probability for silent tree-
walking scheme is shown in Appendix. For the randomized tree-walking and the
proposed schemes, since meaningless bit information is delivered through the
forward channel, the ID eavesdropping probability approaches to 0.

From Table 1, the tag ID eavesdropping probabilities for those schemes have
the following relationship

E(l)BTW ≥ E(l)STW > E(l)RTW > E(l)PRO (9)

It is noted that the ID eavesdropping probabilities such as E(l)BTW , E(l)STW

and E(l)RTW are independent of ID length, while E(l)PRO decreases exponen-
tially as ID length increases.

Summary on Basic Characteristics of Comparable Schemes. In Table 2,
basic characteristics of the schemes compared in Table 1 are summarized. The
proposed scheme requires additional overhead in readers such as the generation
of random ID and the recovery of collided bits, but it can provide high security for
the backward channel that is not provided by other schemes. It is noted that the
eavesdropping on backward channel means the expose of personal information
related to the tags that each person has.
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Table 2. Basic characteristics of compared schemes

forward backward additional additional
feature channel channel reader tag

protection protection overhead overhead
BTW no no none none

STW
partial protection
depending on ID
distribution

no none none

RTW
meaningless in-
formation on
forward channel

no none
(random ID)+(actual
ID transmission at sin-
gularization stage)

Proposed same as RTW high security
(random ID collision
function)+(recovery
of collided bits)

same as RTW

5 Conclusion

In this paper, we proposed a simple but efficient method to protect the backward
channel for securing tag ID information and privacy in RFID environments.
We derived the performance model of the proposed scheme and showed that
the eavesdropping probability becomes near to ’0’ for those standardized RFID
systems such as EPCglobal, ISO, and uCode. The performance of the proposed
scheme has been also compared with other tree-walking-based schemes.

While the existing ID security schemes based on the binary tree-walking al-
gorithm have been focused on the forward channel protection, the proposed
scheme can provide the backward channel security. So, by combining the pro-
posed method with conventional schemes, we can achieve the security on both
channels. It will contribute to activate the provision of RFID-based applications.
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Appendix: Derivation of Eq.(6)

Let Kn be the maximum number of possible tags that can respond to n-th bit
query in silent tree-walking algorithm. Then, we have Kn = 2l−n+1. According
to the query mechanism in silent tree-walking algorithm, if the actual number
of remaining tags is larger than Kn/2, it can not avoid the collision at n-th bit
query. On the contrary, collision does not occur only if the actual number of
remaining tags is less than or equal to Kn/2 and the n-th bits of those tags are
same value. Let Pc,n be the probability that collision does not occur at n-th bit
query. If we assume the uniform distribution for the tag IDs, then we have

Pc,n =
2l−n∑
k=1

(1
2

)k

·
( k

Kn

)
, n = 1, 2, ..., l (A1)

Let define C = (c1, c2, ..., cl) with the following elements

ck =
{

1 if a collision is not occured at n-th bit query
0 otherwise (A2)

Let define Sm as the set with all possible cases that m collisions occur until
one tag is selected at the singularization phase. That is,

Sm =
{
C
∣∣∣Σl

k=1ck = m
}

, m = 0, 1, 2, ..., l (A3)

And, we also define PS,m ≡ Pr{Sm}. Some examples of PS,m are as following
PS,0 = Pc,1Pc,2...Pc,l

PS,1 = (1−Pc,1)Pc,2...Pc,l +Pc,1(1−Pc,2)...Pc,l + ...+Pc,1Pc,2...Pc,l−1(1−Pc,l)
PS,2 = (1 − Pc,1)(1 − Pc,2)Pc,3...Pc,l + ... + Pc,1Pc,2...(1 − Pc,l−1)(1 − Pc,l)
...
In silent tree-walking scheme, since eavesdroppers have to infer the actual

values from the uncollided bits, we have the following ID exposure probability

PSTW =
l∑

m=0

PS,m·
(1

2

)m

(A4)
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Abstract. This paper presents the design of reconfigurable clothes that can be 
shown on a fashion show with actuator and sensor network. These days, some 
kinds of clothes are often required to perform the multiple images by transform-
ing the shapes of clothes. In this case, reconfigurable clothes  that is, clothes 
that can be reconfigured by an electronic device  can be very useful way. In 
this study, an embedded controller using wireless sensor network (WSN) is 
proposed to change the shape of the clothes and also collect the information on 
the show-stage and clothes configuration. To perform reconfigurable clothes, 
remote operator based on WSN is mounted on a jacket or a trouser and control 
clothes. The structure of the controller, mounting method, networking method, 
and the configuration method are discussed in detail. To verify our design, a 
fashion-show example is provided. By real performance with fashion model 
wearing these reconfigurable clothes, the usefulness of this method and valid-
ness of a WSN application to reconfigurable clothes is verified.  

1   Introduction 

Clothes are one of the most essential parts of life. They have rapidly changed and 
remarkably improved with the times. Moreover, clothes are changing with the indus-
trial advancement in closed relationship with industrial infrastructure such as mass 
media and Internet advertisement. Clothes often express social position and superior 
personal characteristics, and also represent the general social system of a certain pe-
riod [1]. Therefore, clothes should provide not only simple comfort or protection, but 
also a new image [2]; this concept is so called the new fashion generation. Clothes in 
the past have just shown simple design under the restriction of cloth material and 
source [3]. However, more specific clothes systems are required in these days. Recon-
figurable clothes are a good way to express beauty of clothes, but a simple wireless 
system has a limitation because of the distance from base station to target the stage 
during fashion show. Here, a sensor network is a good solution to attack this problem. 
In this study, the clothes transformation system is proposed. It is used for generating 
design deformation and supporting adjustable clothes. To express the variety in 
clothes, we propose an electronic system to support configurable clothes. This system 
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can be used in real life, as well as at exhibitions such as fashion shows. It contains a 
small operating system, WSN, and an electrical circuit related with the clothes inter-
face. It is mainly based on TinyOS[4] from Berkeley, and some application program 
and hardware are included. Applications in various fields of research are being devel-
oped. Interesting ongoing projects is applied to extensive experimentation of struc-
tural response to earthquakes [5], habitat monitoring [6], and intelligent transportation 
systems [7]. Other important fields of applications include home and building auto-
mation, and military applications. Self-configurable, ubiquitous, easy to deploy, se-
cure, and undetectable sensor networks are an ideal technology to employ in intelli-
gence Operations. Some similar researches have been in the field of robot application 
such as CotsBot[8], Robomote[9], MAS-mote[10] and tiny mobile robots. They use a 
WSN as a controller and TinyOS as an operating system and a hardware body as a 
robot. This paper suggests a clothes expression method by using WSN to reveal the 
beauty of fashion clothes and flexibility of designs on a fashion show stage. 

2   Overall Configuration 

The configurable clothes can be applied to express the multiplicity and beauty of 
clothes in the fashion-show stage. Many fashion models are wearing the various 
clothes and producing various expressions on the stage. In this case, transformation of 
their clothes is a good way to show the diversity. Figure 1 depicts the fashion-show 
stage example with configurable clothes. The fashion models are wearing the clothes 
with the configurable mechanism including WSN, which are exchanging their infor-
mation related with adjustable configuration times and configuration extents. In case 
of using the traditional method with wire communication or non-electrical method, 
there is no method to share the stage information because they have to continuously 
move around. So it is required to have WSN. In this paper, some reconfigurable 
clothes with WSN is suggested, which is applied in fashion-show stage. As seen in 
the figure, node #2 and node #3 are exchanging their information in near area, but 
nodes from #4 to #6 do not communicate with each other since they exist in rather 
long distance. Of course this situation is a basic form of ad-hoc networking and varied 
with time. 

 

Fig. 1. Conceptual fashion-show stage with WSN  
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The fashion models wearing the clothes change their position during fashion-show 
period continually. Finally node #1 is connected with a remote operator, who controls 
the fashion-show performance via its base node in the remote area. 

3   System Design 

3.1   Clothes Design  

A jacket and a trouser as clothes samples are designed to test the concepts. Figure 2 
depicts a jacket mounting shape of the attached system. As shown in figure, external 
shape of cloth is focused on a beauty rather than a function. However the cloth mate-
rial is required to make with span material to withstand deformation of the cloth and 
maintain convenience, and also the cloth should be strong to mount the controller and 
some battery. 
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Fig. 2. Transformation devices mounted on the jacket 

The attached motors are used for making some transformation for the cloth, and the 
controller is used for generating the process. Here, the three motors on the jacket, 
installed on left-upper, right-lower, and center position, respectively, wound around 
the clothes. These motors are AIMOTOR-601[11] series from Megarobotics, which 
consist of a motor, a reduction gear, and a position sensor all in one structure. It can 
control the angular position of motor shaft through a serial communication. Therefore, 
this motor is very suitable for a multiple agent system controlling a number of motors. 
The current position and torque values are monitored during the cloth transformation 
via UART. In this study, since the motor identification numbers are limited to 5 dig-
its, 31 configuration motors can be controlled.  

Figure 3 shows the internal shape on the trouser.  Two motors in the back-waist di-
rection of trouser are mounted to a tie and are used for raising the trouser. These two 
motors are operated simultaneously with wires, from the bottom to top to express the 
smoothness and beauty. The controller is mounted on the front-upper-side of the 
jacket not to interfere the wrapping operation. The driving motors are installed on the 
back of waist and connected with the cloth using wires. When the motors start to 
work, the wires pull the structure upward and the trouser is wrapped upward. 
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Fig. 3. Transformation devices mounted on the trouser 

The movable range of the clothes can be calculated by using a simple geometry. 
Figure 2(c) and Figure 3(c) show the mechanical structures attached on shaft of motor 
in the clothes, where X symbols mean the sewed point of the clothes on the jacket and 
trouser and solid lines represent wires from A to M and C to N.  The clothes wrapping 
between point A and C can be calculated from moving difference along the AC line. 
OC or OA is calculated to 249.12mm from Pythagorean theorem. The wrapping se-
quence starts from turning a quarter, then length of OA becomes about 20.12mm 
(249.12-250mm+21mm). Until the motor is turned to a quarter, the wires do not be 
wrapped at the shaft. If the motor turns the structure about 2 turns, working length 
becomes 50.27mm (2 r×2). Finally it is followed a quarter turn (2 r/4= 6.28mm). 
Therefore overall amount of transformation is 20+50.27+6.28 = 76.55mm. The other 
wrapping point B is calculated as 42+50.27 = 92.27mm after a half turn (42mm) and 2 
turns (50.27mm).  In case of the trouser, there are almost 12 turns, so total length of 
transformation can be measured (2  ×7.5 × 12 turns = 565.49mm). The lower, middle 
and upper parts of the attaching points are supposed to fold at the point of 124.49mm, 
201mm and 240mm respectively. The purpose of installation of the ring shape ele-
ments at point A and B is not to make the cloth transformation until reaching the 
sewed point C at those points. The above process took 5 seconds (2.5 turns) for the 
jacket and 12 seconds (6 turns) on the trouser.   

3.2   Structure of Main Controller and WSN 

Figure 4 shows the main structure of the controller and functional block diagram of 
the system. It consists of a controller module and a WSN module. Most of basic cir-
cuit and software are based on a typical TinyOS. A basic CPU in a controller is AT-
mega128 with a 128KB flash memory, 4KB RAM, SPI, I2C, and USART, all in one 
chip. The TinyOS is a kind of sensor network operating systems, which is very easily 
to install on a small system and has the abilities such as time scheduling and network-
ing. It can be included user application programs like configuration scenarios. The 
control operation is minimized and managed in real-time since it is event-driven  
including support of network managements.  
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Fig. 4. Main controller and its configuration  

The development environment is also very convenient since it uses a general PC 
program environment like a Cygwin and NesC[12].  The controller has the two func-
tional modules, one is an embedded system with TinyOS and the other is a cloth con-
troller.  The controllers also basically contain a WSN with a 915MHz CC1000 chip, 
so it is easy and reliable to connect to the other controllers through network protocol 
like Ad-hoc and Multi-hop[13].  

Fig. 5. Wireless packet architecture and motor configuration packets  

The information exchange is 28 bytes per 100ms as shown in Figure 5. This data 
contains the transformation data for the motors. The data packet for controlling the 
configuration motors is shown in the right of the Figure 5. It is transferred via serial 
channel using a multi-drop method. All the configuration motors are tied in this chan-
nel and followed the communication specification of AIMotor-601. Many commands 
configure the motor operation, but just position command (Wheel Act Mode) is avail-
able to transform clothes. The driving speed levels of motor are divided into 16 steps. 
Motors named from ID0 to ID3 are used for jacket transformation, here ID0 and ID1 
moved to counter clockwise and clockwise for an ID2. Whenever ID0 and ID2 rotate 
5 times, ID1 rotates 3 times.  On the other hand, there are 2 motors in a trouser, the 
ID3 moving counterclockwise, and ID4 moving clockwise direction. All sequence 
takes 12 rotations.  

4   Experiment 

To verify our study, we carried out an experiment as follows. First, a predefined sce-
nario was downloaded offline to the remote controller before the normal operation. 
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The remote controller can send the clothes transformation data to the local controller 
by WSN. They can exchange the control and monitor data with each other after pack-
ing or unpacking the communication packets. In this experiment, two clothes, single 
jacket and single trouser, were controlled by remote user at a show stage. All se-
quences were synchronized with an internal timer. Figure 6 shows the functional state 
diagram of the controllers. 
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Fig. 6. State diagram for a remote controller and local controller

In the Figure, PacketGenerator module loads the configuration data into communi-
cation packets to transmit to a local controller, which is installed in the flash memory 
of remote controller in advance. On the other hand, PacketExtractor in a local control-
ler draws the configuration data from the packets. This data is transferred to the con-
figuration motor, which carries out the clothes transformation. Whenever the timer 
expires at a rate of 100msec, it sends 12 operational scenarios, which contain the 
clothes configuration data. They are used to drive the configuration motors, and its 
operation will be repeated until deformation cloth is renewed. TinyOS supports many 
modules. Among them, CC1000RadioM is used for media access control of wireless 
communication, TimerM supports the 100ms time intervals, and HPLUART0M mod-
ule manages the serial communication using UART0 with the configuration motors. 
In this experiment, the Mica2 remote controller from XBOW was used since it does 
not require any additional hardware, but a local controller was included by the user 
hardware. These controllers were mounted on the clothes in a jacket and trouser.  
Figure 7 describes the clothes transformation sequence for the jacket and trouser. The 
sequence was carried out in 6 steps. In the case of jacket, phase (1) shows the initial 
posture without transformation, then the left-upper and a right-bottom motors were 
operated in order during phases (2) to (4); in phase (5), the middle motor started to 
work to fasten tightly; and finally, in the phase (6), the transformation sequence was 
finished. In the trouser case, phase (1) is the initial stage, and from phase (2) to phase 
(6), the two motors at both ends operated in order, and then the trouser was wrapped 
upward slowly at a rate of tens centimeters at a second. This operation took 5 seconds 
for the jacket and 12 seconds for the trouser. To verify the configuration process, the 
real situation in fashion-show was performed. The left of Figure 8 depicts the flow 
chart of operation process. During a show, the performance manager controls the 
deformation steps, and monitors the information related with the shape of the clothes. 
From the remote location in near far away, an operator with a WSN node controls the 
shape of the clothes at the show spot. 
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(1)                    (2)                    (3)                   (4)                    (5)                  (6) 

Fig. 7. Configuration process of a jacket (upper) and a trouser (bottom) 

The right of Figure 8 shows the real performance with these clothes configurations. 
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Fig. 8. The flow chart of the configuration process and real performance   

As seen in the figure, the clothes mounted on fashion models were well configured 
according to command by remote performance manager, and also the multiplicity for 
the clothes is well expressed by transformation process. 

5   Conclusion 

This paper proposed a clothes configuration method, which can be used in a place like 
a fashion-show stage. This method applied WSN having an embedded operating sys-
tem, and also included the servo motor interface used to transform the shapes of 
clothes. Therefore, a user from a remote place can carry out various configurations 
during a show performance. The controller was designed as two modules: one was a 
remote controller, and the other was a local controller. They were controlled with 
WSN based on TinyOS from Berkeley. All the hardware and software structure were 



 Design of the Configurable Clothes Using Mobile Actuator-Sensor Network 295 

discussed and presented, and their function in a real performance such as in fashion-
show stage was realized actually.  The experimental results showed that our proposal 
was a good method to configure various kinds of design samples at a show stage. In 
the future, this concept based on networking will be expanded to the multiple clothes 
configuration based on multi-hop protocol, and a more compact controller is neces-
sary to make the clothes wearer more comfortable. 
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Abstract. Radio Frequency Identification (RFID) is considered to be a
promising identification approach in ubiquitous sensing technology. The
operation of RFID systems in advanced applications may pose security
and privacy risks to both organizations and individuals. In this paper, us-
ing randomly Key-Changed Identification, we propose an eavesdropping-
proof security protocol based on cryptographic one way hash functions
for passive RFID tags. Compared with several existing methods, our
proposed protocol shows some security improvements as well as gives a
reasonable and compatible approach that could be easily employed in
practical situations. Finally, an illustration is also given to show clearly
the whole operating procedure of the proposed procedure. Key Words:
RFID (Radio Frequency Identification), Security Protocol, Hash Func-
tions, Randomly Key-Changed Identification.

1 Introduction

The Radio Frequency Identification (RFID) technology is an emerging tech-
nology that uses radio waves to automatically identify individual items [1][2].
Through automatic and real-time data acquisition, this technology can give a
great benefit to various industries by improving the efficiency of their opera-
tions [3][4]. It could be applied for checking storage goods in advanced logistics
applications such as JIT environments [5]. Much more complicated applications
can be found in the areas such as auto-distribution production line, warehouse
security moving in and out check, and smart shelves in the shop. Furthermore,
it could be also effectively deployed under the extremely hazard circumstances
where human can not reach a high temperature production process in a phar-
maceutical plant [6]. Compared with the existing bar code system, RFID has
lots of special advantages such as it does not require physical communication
line, it can be reprogrammed easily, it can be used in harsh environment, it can
store more data, and it can read many tags simultaneously. We might anticipate
RFID technology will be the next generation solution in object identification
and tracking material status under a ubiquitous computing environment.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 296–305, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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A complete RFID system basically consists of three components: transceiver
(reader), transponder (tag), and data management infrastructure: the back-
end [7]. The transceivers (reader) can read data from and also write data to a
transponder. It also works as a power supplier in the passive RFID systems. The
transponder, or tag, is usually attached to an object to be identified, and stores
data of the item. There are two types of RFID tags: the active one which gener-
ates power by itself normally an on-board battery and the passive one which gets
energy from the transceiver through radio frequency. The passive tag seems to
be much more attractive than the active one because of the price factors, which
the preferable price for pervasive deployment of RFID tags would be about $0.05
[7]. The remaining part would be the subsystem usually a data management in-
frastructure (back-end) bridging the gap between the physical and the digital
world. It may contain both the enterprise application layer and the middle layer
software such as Savant [8]. These three parts cooperate efficiently to implement
all kinds of applications using RFID technology.

2 RFID Security Problems

The RFID security problem becomes extremely crucial along with the drastically
increasing deployment of RFID tags. This problem is viewed as a barrier to the
widespread adoption of RFID technology. The privacy information leakage and
location tracking seems to be the most serious problems in realistic domain.

In everyday life, people do not want others to know what he carried or what he
bought at a supermarket because some of them might be quite personal. But due
to the trend that RFID tags gradually become unified such as Class I tags defined
by EPC [7], it is quite easy to detect what other people carries just by a third
party reader. Furthermore, logistics and inventory data hold significant financial
value for commercial organizations and their adversaries. If items in the whole
supply chain of a company are equipped with RFID devices, it will be extremely
dangerous to employ RFID technology in all wide supply chain process without
any data encryption method. The adversary of a company can easily obtain the
complete manufacturing process information of its corresponding manufacture
plant only by interrogating the unprotected tags.

Another important concern is the tracking of individuals by RFID tags. This
problem is concerned much after a major tire manufacturer decided put RFID
tags into its tire products [9]. Individuals might be tracked by the tires used in
their personal cars. Except this, other goods labeled by tags like clothes, shoes
might also expose location information of individuals who wear them in their
daily life.

However, the inborn properties of RFID devices, such as low-power, low com-
puting ability, storage resource-deficiency, and low-price for pervasive deploy-
ment make it quite difficult to apply a perfect data protection method such as
strong symmetric or even asymmetric encryption method in large scale appli-
cations. For keeping the price of passive tag under $0.05, a practical design of
passive tag only contains roughly 7.5k - 15k gates. Because it requires 5k to 10k
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gates for a typical 100 bit EPC chip, only approximately 2.5k - 5k gates are
available for security control in passive RFID tags [10]. As a result, all the data
encryption solutions for RFID system try to find a good balance between the
cost of hardware and the ability of data protection.

In this paper, based on randomly key-changed identification procedure, we
present a security protocol to prevent the eavesdroppers from monitoring the
communication data between RFID devices by using cryptographic one way hash
functions on the passive tags. In the following sections, we will look over some
related research works firstly. Then, we propose our eavesdropping-proof solution
using randomly key-changed identification scheme. An operation example is also
shown for giving illustration of the complete procedure. Finally, the conclusion
and further studies are also discussed.

3 Related Works

There are several existing works dealing with security problems in RFID system,
we discuss some important ones here.

In Sanjay E. Sarma’s research work [7], a Hash-Based Access Control pro-
cedure is presented. To lock a tag, the database computes a hash value of a
random key and sends this hashed value to the tag as a metaID while saving the
original keys in the database. In turn, the tag stores the metaID and enters the
locked status. While in the locked status, a tag responds to all queries only by
the metaID. After the database received the metaID value, it hashes all the keys
stored and finds which matches the metaID then sends the matched key back to
the tag. The tag hashes this value and compares it to the metaID. If the value
matches, the tag unlocks itself. This scheme is relatively low cost because only
a hash function is needed on the tags. However, it is easy to be middle-attacked
since one can query tags for getting the metaID value and send it to the reader,
then later unlocks the tag with the reader’s responding matched key.

M. Ohkubo also presented a security scheme that specially considered the
forward security in RFID system [10]. This scheme employed two hash functions
and a hash chain to renew the important information contained on the tags.
But this scheme is still vulnerable to the middle attack with the reason same as
the above Hash-Bashed Access Control procedure [7]. In our proposed method,
this kind of attack could be avoided by randomly changing the interrogating key
between tags and reader.

The Kill-Command method was developed by Auto-ID Center [11]. This
method enables RFID tags destroying information stored on it when necessary.
Although it can protect the information detected by other parties or individuals,
this method actually cuts off many important benefits of RFID systems. More-
over, someone might be able to prevent the tags destroying themselves in order
to obtain the secret information.

Ari. Juels proposed an External Re-encryption Algorithm [12]. Public-key en-
cryption of serial numbers in RFID tags is employed in this algorithm. However,
the difficulty of this algorithm is the data stored on each tag have to be updated
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often. This limitation makes it difficult to operate this scheme in practice [10].
On contrary, our method only needs updating several bits in passive tags so that
our system is much easier to be deployed in practical situations.

In Stephen A. Weis’s work [13], he gave a Randomized Access Control method
which tried to improve the Hash-Based Access Control method. However, this
method requires passive tags employing a pseudo-random generator. As men-
tioned above, only 2.5k - 5k gates could be used for security control in passive
tags, so this kind of method might not be embedded at a low cost in practical do-
main because the minimal hardware complexity of a PRF ensemble remains an
open problem [14]. Compared with this method, our proposed scheme does not
need a PRF generator inside the passive tags which might be more reasonable
in real applications.

There are also some other works bear to mention such as Avoine’s paper [15].
By using Time-memory Trade-off, they gave an advanced algorithm based on
M. Ohkubo’s work [10] for adding the scalable ability. Furthermore, a different
security aspect known as ’yoking-proof’ is discussed by Saito’s work [16]. They
solved the replay attack by using a time stamp.

Although the existing methods gave some security protocols dealing with the
privacy issues for RFID system, they have some flaws which might stop them
from being deployed in large scale practical applications. In [7][10][15], the mid-
dle attacking threaten could not be avoided. By killing the tags themselves,
the method shown in [11] may also kill many inherit advantageous of RFID
technology. Moreover, [12]’s scheme requires rewriting data stored on each tag
frequently, [13]’s algorithm needs a PRF generator inside passive tags; so these
two methods might be difficult in practical implementations. An attempt is given
to improve the previous works by presenting our randomly key-changed identi-
fication scheme, which possibly the previous improper points could be corrected
or improved by our approach.

4 Problem Definitions

To address our proposed procedure, we would like give some assumptions firstly.
We assume the communication layer between readers and back-end is not ex-
posed to the eavesdroppers. It means that the eavesdroppers can only listen
to the communication signals between tags and readers and can not get any
information concerning the reader to back-end communication layer. This is il-
lustrated by Figure 1.

Furthermore, we assume each tag contains two statuses: locked and unlocked.
In the locked status, the tags only send back the Meta-Key for any enquiries,
whereas in the unlocked status, the tags offer all functionalities to the reader.
At the beginning, all the tags are initiated as the locked status.

Because the signal sent from tags to reader is relatively much weak, and
it may only be monitored by eavesdroppers within the tag’s shorter operating
range, we also generally assume that in the unlocked status, eavesdroppers can
not listen to the functional signals directly without any detection. On contrary,
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Fig. 1. Compared with the insecure RF channel between tags and reader, the commu-
nication layer between back-end and reader is secure enough

during the locked status, the eavesdroppers may monitor the Meta-Key sent
by the tags. Thus the key point of our eavesdropping-proof scheme is to safely
change the status of locked tags without being detected by eavesdroppers and
also prevent the eavesdroppers from unlocking the tags illegally. The illustration
of this assumption is shown as Figure 2.

Fig. 2. An illustration of eavesdropping scene in the unlocked status. Generally without
detection, the eavesdropper can not monitor the functional communication data from
tags to reader.

5 Randomly Key-Changed Identification Procedure
5.1 Initial Setup

The main idea of our proposed method is to keep the interrogation key between
readers and tags changing randomly during the runtime of RFID system. We
give two functions as preliminaries below:

Y = h(X) (1)

Y = g(X) (2)
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These two functions are cryptographic one-way hash functions.
Furthermore, both the back-end and tags need to contain some bits informa-

tion used in our scheme.
Key: ”K” Stored both in back-end and tags.
Meta-Key: ”MK” Stored only in back-end.
Verifying-Key: ”VK” Dynamically generated.
Flag-Key: ”FK” Stored both in back-end and tags.
To lock a tag with an ID value at the beginning, the back-end generates a

random value A as well as computes Y=h(ID) by (1). Then we let:

K = ID (3)

MK = Y (4)

FK = A (5)

The set value (K, MK, FK) are saved in the back-end system while the set
value (K, FK) are saved in the tag, then this tag enters its locked status and re-
sponds any enquiries only by MK value. For each new tag, we use this procedure
for initialization.

5.2 Randomly Key-Changed Identification Procedure

In this part, we would like introduce our proposed scheme. When we need the
functionalities of a tag, the reader broadcasts the query signal firstly. After
receiving the query signal, tag hashes K value by (1) and sends back MK=h(K)
to the reader. Then the back-end also uses (1): Y=h(K) hashing all the K value
stored in the database and finds which Y matches MK so that we can get a set
of value (K, MK, FK) which is related to the received MK.

Then the back-end generates a random value B and sends (VK, FK, B) back
to the tag where VK=h(K||B). Using K value it stored and the received B value,
the tag computes Y=h(K||B). If Y matches received VK as well as FK value
matches, the tag unlocks itself. Finally, both the database system and the tag
refresh the FK value by (2):

FK = g(K||B) (6)

The completed state diagram is shown in Figure 3.
Before the unlocking action, all the tags check carefully if the FK values

matched. Since the FK value is a stochastic value: FK=g(K||B) that keeps chang-
ing at each interrogation cycle, our algorithm could resolve the middle-attack ef-
ficiently while other similar existing methods employed a PRFs (pseudo-random
functions) generator inside the passive tags such as [13] which might be not
practical [14].

As we discussed before, the complexity of a security protocol for RFID system
is extremely important as the low cost requirement for passive tags. Our scheme
requires computation of two hash functions: (1) and (2). Because the crypto-
graphic one way hash functions embedded on the tags and managing keys on
the back-end might achieve a relatively low cost [10][17], our proposed method
could be well deployed in a large application scale while other methods may not.
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Fig. 3. The state diagram of our proposed identification procedure using randomly
key-changed interrogation

6 Illustration for the Scheme

For making the operation of our protocol clear and demonstrating how the pro-
posed method works against the middle attack, an example of completed oper-
ation is shown in this section.

We assume that there is a new tag with ID value 10. Before this tag enters
its locked status, the back-end should initiate the system. Firstly, the back-end
generates a random number A, let it just be 7, and hashes ID value by (1):
Y=h(ID), here ID value is 10. So we can get three values by (3) (4) (5):

K = ID = 10 (7)

MK = Y = h(10) (8)

FK = A = 7 (9)

Then, those data will be stored both in the back-end and this tag shown as
Table 1 and Table 2, and this tag enter its locked status:
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Table 1. Data stored in the back-end at the beginning

K MK FK DATA
10 h(10) 7 Reference

Table 2. Data stored in this tag at the beginning

K FK DATA
10 7 other EPC code

During its locked status, this tag responses all kinds of queries just by MK
value h(10). For common eavesdroppers, they can not get any information only
from the MK value h(10), so the basic security assurance is validated. When
the back-end wants to unlock this tag, it hashes all the K values it has by (1):
Y=h(K) until one result Y equals h(10) so that we could get a set of (K, MK,
FK) as (10, h(10), 7).

At present, the back-end needs generating another random value B and we
assume B is 8. Then the reader sends (h(10||8), 7, 8) as (VK, FK, B) to the tag.
After receiving this three values, this tag:

(1) Hashing stored K and received B by (1) : Y=h(K||B)=h(10||8).
(2) Because VK=Y=h(10||8) and FK matches, this tag unlocks itself.
(3) Both the back-end and the tag sets new FK=g(10||8).
Therefore, the data stored in the back-end and this tag now is shown as

Table 3 and Table 4. As well as the functionality communication finishing, this
tag will enter its locked status again.

Table 3. Data stored in the back-end after one functional reading cycle

K MK FK DATA
10 h(10) g(10||8) Reference

Table 4. Data stored in this tag after one functional reading cycle

K FK DATA
10 g(10||8) other EPC code

For a middle attacker, he may get the response signal from the tag, and tries
to use this signal getting information from the reader, then unlocks the tag
some time later by pretending to be a legal reader. This kind of attack can
not be prevented in several existing RFID security protocols like [7][10][15]. In
our example, the middle attacker could get (h(10||8), 7, 8) from the reader by
using tag’s responding MK value h(10). However, after finishing this functionality
reading cycle, both the FK stored in the back-end and this tag have already been
changed by a new random value: FK=g(K||B)=g(10||8). Hence, when the middle
attacker tries to unlock the tag some time later by using signals (h(10||8), 7, 8)



304 J. Zhai, C.M. Park, and G.-N. Wang

with FK=7, the unlocking attempt will be denied by the tag because the FK
value does not match. By employing this scheme, we successfully make sure
the important information stored on the tag keeping secure against the middle
attackers.

7 Conclusion

We have demonstrated a security protocol for identifying passive RFID tags
safely. Our proposed randomly key-changed identification procedure could be
employed in many kinds of applications without relying on strong symmetric
or even asymmetric encryption. The main advantage of the proposed method
is its simplicity because it only requires hash functions on the tag and data
management at the back-end. Only simple message exchange is required, the
radio communication channel need not be reliable, and the reader need not be
trusted. The proposed scheme is well compatible to the existing EPC standard
because only simple EPC codes need storing on the tag while complex product
information stored in the back-end as references. Furthermore, proved by the
illustrative example, middle attacking problem has been successfully resolved by
our scheme which could not be prevented in several existing works. As a further
study, application specific algorithms can be developed based on our research
work, which might facilitate the pervasive deployment of RFID system.
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Abstract. We present two distributed algorithms for localizing sensor
nodes of a wireless sensor network. Our algorithms determine locations
of nodes based on the connectivity between nodes. The basic idea be-
hind our algorithms is to estimate distances between nearby nodes by
counting their common neighbors. We analyze the performance of our al-
gorithms experimentally. The results of experiments show that our algo-
rithms achieve performance improvements upon the existing algorithms.

1 Introduction

Wireless sensor networks (WSN) are becoming increasingly important in a large
number of applications. The basic concept is to deploy a large number of low-
cost sensor nodes in a region. Each node monitors its environment, processes the
sensed data, and transmits the result to the central system. In many applications
of WSNs, the sensed data is useful only when considered in the context of where
the data was taken from. In addition, the location information of nodes is a useful
primitive in some routing protocols [6], information dissemination protocols [4],
and sensor query processing systems [8]. Therefore, the localization of the sensor
nodes is considered to be a fundamental problem in WSNs.

An obvious solution is to equip each node with a Global Positioning System
(GPS) receiver. But using GPS requires significant increases in size, cost, and
energy consumption, and then, is unsuitable for low-cost sensor networks. Thus
there is interest in developing methods to determine locations of the sensors with
a minimum of additional hardware. A number of localization algorithms that do
not depend on GPS have been proposed. Those algorithms can be classified into
two categories: the physical measurement-based approaches and the connectivity-
based approaches.

In the physical measurement-based approaches, each node physically measures
distances to neighboring nodes and/or angles from which the signals arrive. The
positions of nodes are determined based on the measured distances or angles.
Typical measurement methods include RSSI (Received Signal Strength Indica-
tor), ToA (Time of Arrival), TDoA (Time Difference of Arrival), and Angle of
Arrival (AOA) [3, 11, 12, 13, 14].
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In the connectivity-based approaches, the positions of nodes are determined
based only on the connectivity relationships between nodes. Two nodes are con-
sidered to be connected if they can communicate directly. In those approaches,
it is typically assumed that each node has a fixed communication range and
can communicate directly with the nodes within the range. Then the connectiv-
ity relationships between nodes are represented as a graph, called the unit disk
graph. The positions of nodes are determined by considering the graph-theoretic
properties of the unit disk graph like hop-counts, degrees, and the existence of
subgraphs of certain topologies [1, 9, 10].

In general, we can expect a higher accuracy of localization with the physical
measurement-based approaches. The connectivity-based approaches, however,
have an obvious benefit in respect of cost-effectiveness. Location accuracy re-
quirements vary with the applications. There are many applications of WSN in
which the cost-effectiveness is more crucial than the accuracy of the localization.
In this paper, we study the connectivity-based localization approaches.

Most of the existing connectivity-based distributed localization algorithms
share a common structure [5]. It is assumed that there are at least three spe-
cial nodes, called anchors, that know their positions a priori. Those nodes get
the location information by manual initialization or an additional positioning
system like GPS. The localization algorithms consist of three phases: (1) each
node estimates distances from each of the anchors; (2) each non-anchor node
determines its position using the procedure called multilateration; and (3) the
determined positions are adjusted by an iterative refinement procedure.

Multilateration is a common tool for locating a node using predetermined
positions of three or more anchors and the estimated distances from those an-
chors [10, 14]. Suppose that node v knows coordinates of k ≥ 3 anchors (xi, yi),
1 ≤ i ≤ k, and the estimated distances di, 1 ≤ i ≤ k, from node v to each
of the anchors. Then the coordinate (x, y) of node v is determined to the one
that minimizes the total squared error between the calculated distances and the
estimated distances, that is,

∑k
i=1(
√

(xi − x)2 + (yi − x)2 − di)2.
The DV-hop algorithm [9] and the Amorphous algorithm [10] are the repre-

sentative connectivity-based localization algorithms. In those algorithms, each
node first determines how many hops away from each of the anchors. In order
to convert the hop-counts to distances, they introduce the concept of average
hop distance, and then estimate distances to the hop-counts multiplied by the
average hop distance. The DV-hop algorithm defines the average hop distance
as the sum of the actual distances between anchors divided by the sum of the
hop counts between anchors, while the Amorphous algorithm [10] defines it as a
function of the node density using the Kleinrock and Sliverster formula [7].

Another connectivity-based localization algorithm, called GHoST [1], takes
into account the topological properties of the unit disk graph. The algorithm
investigates certain local structures, called trimmers and stretches, to drive a
lower and/or upper bound on the inter-node distances. Those bounds help the
algorithm to avoid some worst cases of distance estimations.
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Fig. 1. Calculating common area

In this paper, we assume that every node has the same communication range
r. Although this assumption may not be a realistic description of wireless sensor
networks in physical environments, it is a valid starting point for modelling
purposes, and has been studied by various groups in the past [2, 10].

The basic idea behind our algorithms is to estimate distance between two
nearby nodes by counting their common neighbors. In general, the closer two
nodes are, the higher the number of the common neighbors will be. For two
nodes u and v that have common neighbors, we assume that the number of
common neighbors is proportional to the area of the intersection of two disks of
radius r centered at u and v, respectively. Upon this assumption, it’s possible to
guess the distance between two nodes.

Based on the counting-based distance estimations, we construct two local-
ization algorithms, called Trigonometric and Progress Estimation, respectively.
They have the common structure and achieve significant performance improve-
ments upon the existing algorithms.

2 Distances Between at Most Two Hop Apart Nodes

Let us introduce some notations that will be used throughout this paper. We are
given n sensors with the same communication range r. Let dij denote the physical
distance between sensor nodes vi and vj . Let G = (V, E) be the unit disk graph.
Each node vi ∈ V represents a sensor node and each edge (vi, vj) ∈ E represents
the fact that the distance between sensors vi and vj is at most r, that is, dij ≤ r.
The existence of edge (vi, vj) means that direct bidirectional communication is
possible between two nodes. Let hij denote the hop-count between vi and vj in
graph G. The hop-count is the minimum number of edges included in the path
connecting two nodes in the graph. A node vj is called a neighbor of vi if hij = 1.
For any node vi, let Ni be the set of neighbors of vi in G.

Suppose that node vj is at most two hops apart from node vi, that is, hij ≤
2. Then they have common neighbors and the distance dij is at most 2r. We
assume that the number of common neighbors is proportional to the area of the
intersection of two disks of radius r centered at vi and vj . Let ρ1 be the ratio of
the number of common neighbors of vi and vj to the number of neighbors of vi
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and let ρ2 be the ratio of the common area of two disks to the area of the disk
centered at vi. Note that ρ1 can be computed if we know |Ni| and |Ni ∩ Nj |,
while ρ2 can be expressed as a function of distance dij , as shown in Figure 1.

We estimate the distance dij by solving the equation ρ1 = ρ2. Actually, the
equation can be approximately solved by applying binary search on dij . The
search range is [0, r] if vj is a neighbor of vi; [r, 2r] if vj is two hop away from
vi. At most 5 iterations of the binary search suffice for the desired accuracy of
our use.

3 Localization Algorithms

The framework of our localization algorithms is as follows: (1) each node finds
its neighbors, two-hop apart nodes, and the common neighbors with each of
them; (2) each node estimates distances from each of the anchors; (3) each node
determines its coordinate through the multilateration.

3.1 Finding Neighbors and Common Neighbors

In this subsection, we describe how to find the neighbors, the two-hop apart
nodes, and the common neighbors with each of them. Two types of messages
are used in this phase. Each node first broadcasts a message notifying its exis-
tence to its neighbors. We call this message the notifying message. The message
includes the sender’s id. If any node vi receives a notifying message from its
neighbor vj , node vi adds its own id into the received message and broadcasts it
to its neighbors again. We call this message the relayed message. For this relayed
message, we call node vj the originator and node vi the relayer. Each notifying
message is relayed just once by each of its neighbors. The relayed messages are
not relayed anymore. So the existence of a node is propagated two-hops across
the network.

Upon the completion of this phase, each node vi can find neighbors, two-hop
apart nodes, and the common neighbors with each of them: if node vi receives
the notifying message of node vj , then vj is a neighbor of vi; if vi receives the
relayed message with originator vk but does not receive the notifying message
of vk, then vk is two-hop apart from vi. For both cases, the number of relayed
messages with originator vj is the number of common neighbors with vj .

Let’s count the number of total messages involved. Each node broadcasts
one notifying message and the notifying message is relayed once by each of its
neighbors. Therefore, the number of messages originated from a node is the
degree of the node plus 1. Summing up this for every node, the number of total
messages is n + 2m, where n is the number of nodes and m is the number of
edges of the unit disk graph.

3.2 Estimating Distances from Anchors

In what follows, we describe how to estimate distances from a specific anchor
node v0 to other nodes. In this section, we use the shortened notations di and hi
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instead of d0i and h0i, respectively. Our algorithm is similar to the well-known
distance vector routing algorithm. During the execution of the algorithm, each
node discovers its hop-count from the anchor v0 and estimates its distance from
the anchor. Each message includes the anchor v0’s coordinate and the sender’s
hop count.

The anchor v0 initiates the algorithm by broadcasting a messages to its neigh-
bors. If any node vi receives a message from its neighbor vj , node vi examines
the sender’s hop-count hj included in the message. If either hi is not defined yet
or hi > hj + 1, node vi accepts the message and sets its hop-count hi to hj + 1;
otherwise, it rejects the message. If node vi accepts the message, it estimates its
distance di. We explain how to estimate di later in this section. Then, node vi

broadcasts a new message to its neighbors. For this new message, we call node
vi the sender of the message, and call node vj the predecessor of the message.
The message includes the following information:

1. the id and the coordinate of anchor v0
2. the id of sender vi, its hop-count hi, and the estimate of distance di

3. the id of predecessor vj and the estimate of distance dj

4. the estimate of distance dij

The initial message from anchor v0 to its neighbors, of course, does not have the
predecessor, and hence, the message does not have item (3) and (4). In general,
the items (1) and (3) are available from the prior message sent by the predecessor
vj , and item (4) can be estimated by the sender vi. How to estimate distance di

is the topic of the remaining part of this section.
Suppose that node vi has just received a message. If hi ≤ 2, node vi can

estimate its distance di using the method described in Section 2. Consider the
general case of hi > 2. Suppose that vi−1 is the sender and vi−2 is the predecessor
of the message that vi has just received. Node vi has the estimates of the following
five distances:

di−1, di−2, di,i−1, di−1,i−2, and di,i−2

The estimates of three distances di−1, di−2, and di−1,i−2 are available from the
message received, and the other two can be computed by node vi using the
method in Section 2. In what follows, we propose two distinct methods, called
Trigonometric and Progress Estimation, to estimate di using them.

3.3 Trigonometric Method

See Figure 2. Three nodes vi, vi−1, and vi−2 form a triangle, and three nodes
v0, vi−1 and vi−2 also form another triangle. There are two possible positions of
node vi satisfying five distance constraints, as shown in Figure 2. The one is the
reflection of the other against the mirroring line connecting vi−1 and vi−2.

Choosing the correct one among two candidate positions is a kind of problem
called the folding problem [11]. The folding problem must be handled very care-
fully when a very accurate distance measurement technique like TDoA is used
and a high degree of location accuracy is desired. But it’s doubtful to be worth
handling when the distance estimations are erroneous like ours.
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Fig. 2. Trigonometric Method

To clarify this issue, we implement and compare two methods: the one that
always chooses the farthest one from v0 among two candidates and the other that
always chooses the correct one. Choosing correct one means that the decision is
made based on the real coordinates of four nodes vi, vi−1, vi−2, and v0. More specif-
ically, we made the decision by examining whether vi and v0 are actually in the
same side of the mirroring line or not. The experiments exhibit no noticeable
difference in performance between two. Itmeans that the error caused by the wrong
selections is overwhelmed by the distance estimation error. So we take the simplest
strategy that always chooses the farthest one from v0. Calculating the length of the
diagonal viv0 is just an arithmetic, and the description will be skipped.

3.4 Progress Estimation Method

In this method, node vi tries to guess the displacement Δi = di−di−1 rather than
di itself. Once Δi is appropriately guessed, distance di is estimated to di−1 +Δi.

The intuition behind this method is very simple. Suppose that there is a very
twisty path. We will come close to the destination a little by moving one hop
along the path, in general. If the path is almost straight, on the other hand, we
will come close to the destination almost as much as the hop distance by one hop.

See Figure 3. Using three estimates of distances di,i−1, di−1,i−2, and di,i−2,
it’s possible to know how much bending at node vi−1 the min hop path from
vi to v0 is. Let αi−1 be the acute angle ∠vivi−1vi−2. Applying cosine rule, the
angle αi−1 can be computed as shown in Figure 3.

Let q be the intersection point of the straight line connecting vi and v0 and
the circle of radius di−1 centered at v0. Then, Δi = |viq|. If v0 is sufficiently far
away from vi, then |viq|  di,i−1 · cos θi where θi is the acute angle ∠vi−1viv0. If
we impose an appropriate probability distribution on θi, the expectation E[Δi]
can be expressed as follows:

E[Δi] 
∫ π

0
prob(θi = θ) · di,i−1 cos θ dθ, (1)

where prob(θi = θ) is the probability of θi being θ.
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Fig. 4. Assumption on the position of v0

Analyzing prob(θi = θ) for randomly distributed nodes seems to be chal-
lenging, but difficult. Instead of analyzing that, in this paper, we take a very
optimistic and simple assumption on prob(θi = θ). See Figure 4. We simply
assume that anchor v0 is in direction between two vectors −−−→vivi−1 and −−−−−→vi−1vi−2
originated at node vi, which means that 0 ≤ θi ≤ π−αi−1. In other words, node
v0 is assumed to be somewhere within the shaded area of Figure 5. Moreover,
we assume that the probability of θi being θ, for 0 ≤ θ ≤ π − αi−1, is equally
likely. In summary, we assume that

prob(θi = θ) =

{
0 if θ > π − αi−1,

1
π−αi−1

if 0 ≤ θ ≤ π − αi−1.
(2)

Substituting equation (2) into (1), we have

E[Δi]  1
π − αi−1

∫ π−αi−1

0
di,i−1 · cos θ dθ =

sin αi−1

π − αi−1
· di,i−1
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In summary, node vi estimates its distance di as follows:

di =

{
estimated by the method in Section 2 if hi ≤ 2,

di−1 + sin αi−1
π−αi−1

· di,i−1 if hi > 2.

4 Simulation Results

In this section, we present the results of our simulations. We do not include the
Amorphous and the GHoST algorithm in our presentation of the results. The
Amorphous algorithm exhibits a little worse results than the DV-hop algorithm
for almost all settings we’ve tested. We believe that the GHoST algorithm is
a sort of technique that can be added to any algorithm to enhance the perfor-
mance.

In our simulations, the nodes are randomly placed according to a uniform
distribution on a squared area of size 500 × 500 units. The number of node is
250. The specified fraction of anchors is randomly selected from the nodes.

Figure 5 shows the error of anchor-to-node distance estimations. The re-
sults show that Progress Estimation performs best. Trigonometric is worse than
Progress Estimation slightly and consistently.

A noticeable phenomenon is that the distance estimation accuracy of DV-hop
decreases as the node density increases over a turning point. It’s natural since
increasing density while preserving the number of nodes means enlarging the
communication range r. Enlarging the range, the hop-counts between nodes are
getting smaller and the granularity of distances becomes coarser.

Figure 6 show the localization error rates for anchor percentage 3% and 8%,
respectively. The error rates are measured by the location errors divided by
range r. The results are as expected from the distance estimation error rates.
The Progress Estimation performs best and achieves 30% of the location error
at the average degree about 12.

5 Concluding Remarks

A weakness of our distance estimation method is that it is based on an ideal
model of the communication range. In practice, communications between nodes
within the communication range can fail by various and unpredictable reasons.
The communication range itself can also vary from node to node according to
the configurations of the ground.

Nevertheless, we think our method has several advantages and possibilities
for practical use. First, it requires no additional hardware support. Second,
the distance estimation part of our algorithms does not require even the ex-
istence of anchors, which gives us a potential to use our technique in anchor-
free localizations. Third, the counting-based distance estimation method can be
used in the refinement phase of other connectivity-based localization algorithms
like DV-hop. In typical refinement techniques, each node iteratively updates its
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Fig. 5. Anchor-to-node distance estimation error

Fig. 6. Relative location error with 3% anchors and 8% anchors

coordinate by considering the coordinates of the surrounding nodes and the dis-
tances from them. In those contexts, the relative magnitudes of the distances
are more important than the absolute magnitudes of the distances, which can
make the weakness of our technique mentioned above less fatal.
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Abstract. RFID(Radio Frequency Identification) system will play a
critical role providing widespread services in a ubiquitous environment.
However, widespread use of RFID tags may create new threats to a con-
sumer privacy such as information leakage and traceability. It is difficult
to solve the problems because a tag has the limited computing power
that lacks of supporting the general encryption. Although the scheme of
[2] protects a consumer privacy using an external agent, a tag should
perform exponential operation requiring high cost. We propose Self Re-
Encryption Protocol(SREP) which provides strong privacy without help
of any external agent. SREP is well suitable for low cost RFID systems
since it only needs multiplication and exclusive-or operation.

1 Introduction

RFID system is the automatic identification technology and can rapidly read the
information of an object without physical contact. Since the system is capable
of wireless communication over a short distance, it will become the substitution
of bar-code system. Nowadays, the system is partially used for supply chain
management, traffic management, animal management, and so on.

In wireless communication with an RFID tag, an RFID reader obtains its
information and transmits the information to a database. Service providers can
easily obtain the consumer information included in a tag anywhere and provide
the consumer with various convenient services using the information. However,
an adversary can eavesdrop the information because the message is transmitted
over an insecure channel. For this reason, it is possible to reveal the sensitive con-
sumer information such as credit information, health state, shopping patterns,
and so on. Also, the adversary can trace the location of the consumer holding
the tag by analyzing the eavesdropped message.

One of the most important issues in an RFID scheme is a computational cost
of a tag since the tags1 have an extremely limited computing power. Researchers
� This research was supported by grant No.R01 − 2004 − 000 − 10704 − 0 from the

Korea Science & Engineering Foundation.
1 RFID tag is divided into an active tag and a passive tag. In this paper, we consider

all tags as the passive tag. The features of the passive tag are limited computing
power, low cost, power supply by induction, and so on.
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have suggested numerous protocols to reduce the computational cost and to pro-
tect the consumer privacy. As a result, there are various approaches such as a
physical approach and a cryptographic approach which is classified into a hash
function approach and a re-encryption approach. In this paper, we solve pri-
vacy problems by using the re-encryption approach. Namely, whenever a reader
transmits a request to a tag, the tag always re-encrypts its information for itself
and transmits the new ciphertext. Therefore, an adversary cannot infringe the
consumer privacy. In addition, since the tag of our scheme requires the only low
cost operations(multiplication and exclusive-or), our scheme is suitable for low
cost RFID systems.

1.1 Related Work

Researchers have recognized the privacy problems of an RFID system and de-
vised various approaches to protect the consumer privacy. In the initial pa-
per, the scheme uses the physical approach such as Kill Command [11], Blocker
Tag[3], Faraday Cage[5], and Active Jamming[3]. In the cryptographic approach,
the authentication scheme using a hash function is Hash-Lock [9, 10, 11], Hash-
Chain[6, 7], Challenge-Response Authentication scheme[4], and so on.

The other cryptographic approach, re-encryption approach, is the method that
is to re-encrypt the value of a tag’s information periodically using a asymmetric
key[1] or a symmetric key[8] by an external agent. The schemes of [1] and [8]
prevent information leakage by encryption and traceability by re-encryption.
Since the computing power of a tag is so low that the tag cannot perform the
re-encryption requiring exponential operation, an external agent re-encrypts the
tag’s information instead. Since the tag always emits the fixed response until the
next re-encryption step, it should re-encrypt its information with the external
agent in every session.

In Universal Re-encryption scheme[8], an external agent re-encrypts informa-
tion without knowledge of public keys. Saito et al.[2] showed attack models that
an adversary who impersonates an external agent writes particular value to an
target tag in re-encryption step. In order to prevent the vulnerabilities, the tag
of Re-encryption with a check checks if the re-encrypted ciphertext is correct
before writing the ciphertext to the tag. However, the tag should perform the
exponential operation.

1.2 Contribution

We propose the scheme which is applied to low cost RFID systems and protects
the consumer privacy. In this section, we express contributions of efficiency and
privacy.

− Efficiency. As explained above, it is important to reduce the computa-
tional cost of a tag in RFID system. The scheme of [2] is inadequate in
low cost RFID systems because the tag performs exponential operation for
re-encryption. However, since the tag of our scheme only performs multipli-
cation and exclusive-or(XOR) operation, it is possible to apply our scheme
to low cost RFID systems.
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− Privacy. In [1, 2], there are many vulnerabilities in a tag by using the unau-
thenticated external agent. If an adversary prevents a target tag from re-
encrypting its information with an external agent, the tag always transmits
the same ciphertext whenever a reader requests. The adversary can trace the
location of the consumer holding the tag through fixed ciphertext. However,
an tag of our scheme always performs re-encryption for itself without help of
an external agent and emits the new ciphertext to a reader in every session.
Therefore our scheme provides stronger privacy than the schemes [1, 2].

Organization. The remainder of this paper is as follows : We explain privacy
problems in section 2. In section 3, we describe characteristics or roles of each
component. Then in section 4, we explain SREP in detail, and analyze the SREP
in view of security and efficiency in section 5. We conclude in section 6. In ap-
pendix, we show that SREP is secure against replay attack and spoofing attack.

2 Privacy Problems

In an RFID system, there are various vulnerabilities such as eavesdropping,
analysis and alteration of the transmitted information. An adversary tries to
disclose the sensitive information, trace the location of a consumer holding a tag,
and so infringe the consumer privacy. In this section, we do not consider about
replay attack and spoofing attack. We will explain that our scheme applying
challenge-response technique is secure against the attacks in appendix.

− Information Leakage. In a ubiquitous environment, most people will have
several tags including various information which is very personal and sen-
sitive. For example, many people may not want to disclose the name of
medicine, a expensive product and the title of a book. Since the tag’s in-
formation is transmitted over an insecure channel, the sensitive informa-
tion will be easily disclosed by an adversary without the knowledge of tag’s
holder.

− Traceability. If an adversary knows whether the transmitted message is the
information of the target tag or not, he can trace the location of a consumer
holding the target tag. Although the adversary cannot understand a mes-
sage, if a link between the target tag and the message is established, he also
trace the location of the consumer.

3 RFID Components

In our scheme, an administrator divides all tags into several groups and several
databases manage the groups. We add a new component that is called Gate-
way to classify the transmitted message to the corresponding database. There-
fore, we newly define RFID components which are adequate in our scheme.
RFID system of our scheme consists of RFID Member Tag(member tag), RFID
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Fig. 1. The overview of RFID system

Reader(reader), gateway and Group Database.2 The features or the roles of each
component are as follows.

− RFID Member Tag: This component is an inexpensive microchip that
has the limited computing power. It emits its information in response to a
request from a nearby reader.

− RFID Reader: This component includes an antenna and a microchip for
wireless communication with a member tag. It only gathers information from
nearby member tags through an RF channel and transmits the information
to gateway. It has a high computing power in comparison with a member
tag.

− Gateway: This component has a high computing power. It computes a
transmitted message with its key and transmits the message to all group
databases.

− Group Database: In our scheme, we assume that each group database
manages the information of its member tags and its private key securely.
Upon receiving a message from a gateway, the group database decrypts the
transmitted ciphertext by its private key and obtains information of a mem-
ber tag.

4 Self Re-Encryption Protocol (SREP)

SREP consists of the setup phase and the execution phase. We assume that an
administrator securely performs the setup phase. When a reader transmits a
request to a member tag, the execution phase is performed.

4.1 Setup

− STEP 1 (Administrator) Grouping
An administrator randomly divides all member tags into several groups.
The number of a group(N) should be adequately determined by considering
security and efficiency.

2 We change the name of an RFID tag and a database to emphasize the meaning of a
group in this paper. The characteristics of the components are equal to that of the
general RFID components except the name.
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− STEP 2 (Administrator) Key Generation
Let G denote the underlying group for ElGamal cryptosystem, let q denote
the order of G, and let g and s be a published generator for G[8]. The ad-
ministrator generates four keys for every group as following Table 1.3

Table 1. Keys of each group

Key Symbol Expression
Group Private Key xi xi ∈R Zq−1

Group Public Key yi yi = gxi

Update Public Key ui ui = sxi

Gateway Symmetric Key GSi GSi ∈R Zq−1

− STEP 3 (Administrator) Encryption
Let mi,j denote a member tag’s information.4 An administrator chooses new
random numbers k0, k1, k2 and k3 for every member tag. He calculates ci-
phertext Ci,j and Update value UDi,j using the random numbers as following
formula (1) and writes Ci,j , UDi,j and GSi to a member tag securely. He
securely stores all GSi to gateway and xi to the i-th group database each.

Ci,j = [(α0, β0); (α1, β1)] = [(mi,jy
k0
i , gk0); (yk1

i , gk1)]
UDi,j = [(γ0, δ0); (γ1, δ1)] = [(uk2

i , sk2); (uk3
i , sk3)] (1)

Briefly, we describe secret values stored in each component of our scheme as
following Table 2.

4.2 Execution

− STEP 1 (RFID Member Tag) Self Re-Encryption
A member tag re-encrypts its ciphertext Ci,j into new re-encrypted cipher-
text C′

i,j as following formula (2).

Ci,j = [(α0, β0); (α1, β1)]
UDi,j = [(γ0, δ0); (γ1, δ1)]

⇓
C′

i,j = [(α′
0, β

′
0); (α′

1, β
′
1)]

= [(α0α1γ0, β0β1δ0); (α1γ0γ1, β1δ0δ1)] (2)

− STEP 2 (RFID Member Tag) Group Symmetric Encryption
The member tag encrypts the ciphertext C′

i,j into a ciphertext Pi,j using
GSi as following formula (3) and transmits the ciphertext Pi,j to a gateway
through a reader.

Pi,j = C′
i,j⊕GSi (3)

3 Keyi denotes the key of the i-th group.
4 Infoi,j denotes the information that the j-th member tag of the i-th group stores.
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Table 2. The secret values of each component

j-th Group Group
Component Member i-th Symmetric Update Ciphertext Private

Tag Group key value Key
tag3 UD1,3 C1,3

tag11 group1 GS1 UD1,11 C1,11 -
All · · · · · · · · ·

RFID tag4 UD1,4 C1,4

Member · · · · · · · · · · · · · · · -
Tags tag97 UDN,97 CN,97

tagn groupN GSN UDN,n CN,n -
· · · · · · · · ·

tag36 UDN,36 CN,36

Reader - - - - - -
GS1

Gateway - - · · · - - -
GSN

- group1 - - - x1

Group - group2 - - - x2

Database - · · · - - - · · ·
- groupN - - - xN

− STEP 3 (Gateway) Gateway Transmission
As shown in the following Fig.2, a gateway calculates all GSi to ciphertext
P with XOR operation and transmits the message to each group database.

Fig. 2. Transmission of Gateway

− STEP 4 (Group Database) Decryption
After performing decryption algorithm Table 3, the only group database of
the transmitted message obtains the member tag’s information mi,j .
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Table 3. Decryption Algorithm in Group Database

compute m0 = α0/βxi
0 , m1 = α1/βxi

1
If (m1 == 1)

information mi,j ← m0

else
reject

5 Analysis

5.1 Security

In communication of between a member tag and a reader, a passive adversary
eavesdrops all ciphertexts P , and an active adversary analyzes, alters the cipher-
texts or impersonates an authenticated reader. We analyze the security of our
scheme against the threats introduced in section 2.

An adversary tries to find out secret values of a target member tag that are
ciphertext C′, UD and GS. The adversary can obtain ciphertexts P and calcu-
lated values using the ciphertexts P , which is presented in following Table 45.

Table 4. The forms of message that an adversary can use

Ciphertexts P Calculated values
disclosed over an insecure channel using the ciphertexts P

P 1 = C′ ⊕ GS P 1 ⊕ P 2 = C′ ⊕ C′′

P 2 = C′′ ⊕ GS P 1 ⊕ P 3 = C′ ⊕ C
′′′

P 3 = C
′′′ ⊕ GS C′ ⊕ C′′ ⊕ C

′′′ ⊕ GS

P 4 = C
′′′′ ⊕ GS C′ ⊕ C′′ ⊕ C

′′′ ⊕ C
′′′′

· · · · · ·

If an adversary find out the only one value among the secret values of a
member tag, she can compute the other secret values by analyzing ciphertexts
P of the member tag. As shown in Table 4, she cannot obtain the secret values
independently, but the forms of the secret values associated with XOR operation
(for example, C′ ⊕ GS, C′ ⊕ C′′, C′ ⊕ C′′ ⊕ C

′′′ ⊕ GS, and so on). Therefore,
she cannot obtain any secret values of the member tag.

− Information Leakage. Although an adversary obtain a ciphertext C′ of a
target member tag, she cannot obtain the target member tag’s information
m. Since our scheme uses public key cryptosystem, the only group database
holding private key x is able to obtain m. Therefore, our scheme is secure
against information leakage.

5 P i denotes the transmitted ciphertext P in the i-th session.
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− Traceability. Although GS is fixed, a ciphertext P is always changed be-
cause ciphertext C′ is re-encrypted in self re-encryption step in every ses-
sion. Even if an adversary obtains all re-encrypted ciphertexts P , she can-
not decide whether the two different responses are generated by the same
member tag. Therefore, our scheme prevents traceability of the target con-
sumer.

Since our scheme is secure against information leakage and traceability, it
protects the consumer privacy.

It is a vulnerable point that an unauthenticated external agent writes some
value to a member tag. However, our scheme fundamentally solves the potential
problems occurred by writing of an external agent, because a member tag of our
scheme performs re-encryption step without the external agent for itself.

5.2 Efficiency

It is important to minimize the computational cost of a member tag.

− The Computational Cost in an RFID Member Tag. Upon receiving a
request from a reader, a member tag performs self re-encryption and group
symmetric encryption steps, and transmits a ciphertext P to the reader.
As explained in section 4, a member tag performs 8 times multiplication
operation in the self re-encryption step and 1 time XOR operation in the
group symmetric encryption step.

In paper [2], a member tag requires an exponential operation to check an
validity of a ciphertext re-encrypted by an external agent, but it is impossible
for the member tag to perform the exponential operation. However, the member
tag of our scheme requires multiplication and XOR operation. Therefore, our
scheme is more efficient than the re-encryption scheme of [2].

Table 5. The analysis of efficiency

Scheme The computational cost
Scheme of [2] Exponential

SREP Multiplication

6 Conclusion

We propose a scheme that protects the consumer privacy using limited comput-
ing power of a member tag. Since SREP executes self re-encryption without an
external agent, a member tag always emits the re-encrypted ciphertext on every
request of a reader. Therefore, we solve the problems of information leakage and
traceability.

We propose practical model for low cost RFID systems. Therefore we expect
that our scheme is applied to user belongings such as transportation card and
money in near future.
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A Secure SREP Against Replay and Spoofing Attacks

In this paper, we have not considered two attacks such as replay attack and
spoofing attack because we can easily solve the problems by authenticating mu-
tually between a member tag and a group database. In this section, we explain
that our scheme applying challenge-response technique is secure against the re-
play attack and the spoofing attack.

1. A reader transmits a request with a random value R to a member tag.
2. The member tag re-encrypts a ciphertext C into a ciphertext C′ in self re-

encryption step as explained in section 4.2. It computes H = h(C′ ‖ R),
where h is an one-way hash function. Then it computes P = C′ ⊕ GS in
group symmetric encryption step.

3. The member tag transmits the ciphertext P to the reader with HL which is
the left half of H . The reader transmits P, HL and R to gateway.

4. The gateway transmits C′(= P ⊕GS), HL and R to a group database6.
5. The group database computes H ′ = h(C′ ‖ R) using the received values. It

authenticates the member tag by checking whether the received value HL

equals to H ′
L which is the left half of H ′.

6 In this section, we consider the group database according to a transmitted message.
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Fig. 3. SREP applying challenge-response technique

6. The database transmits H ′
R, which is the right half of H ′, to the member tag

through the reader and the gateway. Upon receiving the value, the member
tag authenticates the group database by checking whether the received value
H ′

R equals to the right half of H .

Although an adversary eavesdrops all transmitted messages between a reader
and a member tag, she does not know a ciphertext C′ since it is changed in every
session. Therefore, the adversary can not compute a hash value H .

Briefly, our scheme applying challenge-response technique is secure against
the replay attack and the spoofing attack by authenticating mutually between a
group database and a member tag.
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Abstract. The Ubiquitous computer environment is thing which invisible 
computer that is not shown linked mutually through network so that user may 
use computer always is been pervasive. Intend computing environment that can 
use easily as user wants and it is the smart environment that user provides 
context awareness that is wanting computing environment. This Ubiquitous 
computing contains much specially weak side in security. Masquerade attack of 
that crawl that is quoted to user or server among device that is around user by 
that discrete various computing devices exist everywhere among them become 
possible. Hereupon, in this paper, proposed method that has following 
characteristic. Present authentication model through transfer or device. Suggest 
two method that realize authentication through device in case of moved to 
method (MD: Multi Domain) and user ownself space (SD: Single Domain) that 
realize authentication through device in case of moved user's direct path who 
device differs.  

1   Introduction 

Ubiquitous computing aims at an environment in which invisible computers 
interconnected via the network exist. In this way, computers are smart enough to 
provide a user with context awareness, thus allowing the user to use the computers in 
the desired way. Ubiquitous computing has the following features:  Firstly, a variety 
of distributed computing devices exist for specific users. Secondly, computing 
devices that are uninterruptedly connected via the network exist. Thirdly, a user sees 
only the personalized interface because the environment is invisible to him. Lastly, 
the environment exists in a real world space and not in a virtual one[1][2]. However, 
the ubiquitous environment is weak in security. Since distributed computing devices 
are spread out in the environment, it is possible to launch disguised attacks against the 
environment from a device authenticated by a user or a server. Also, although a user 
approves of the installation of only authenticated applications into the devices, there is 
a chance that a malicious code will be transmitted to surrounding devices that do not 
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have computing capability. Since many ubiquitous computing devices do not provide 
efficient memory protection, the memory where user information (authentication 
information) is stored can easily be attacked. These problems can be resolved by 
using encryption or electronic signature for computing devices. But non-computing 
devices cannot be protected using encryption codes or electronic signatures, which 
bring up potential security issues. Also, when a device is moved out of the domain 
into a new user space, user authentication must be performed smoothly in the new 
space. This is so because a different device in the new user’s space can be 
authenticated with the user authentication information in the new user space, and not 
with the previous user authentication information[3][4][7][9]. It is this paper’s 
purpose to propose an authentication model through the movement of a smart device.  
The conceptualized model proposes two methods. One method is to implement the 
authentication through a device when an individual small device is moved into the 
multi domain. The other method is to implement the authentication through a device 
when another device is moved into the single domain. In the first method, each device 
stores a different set of user authentication information. Minimum authentication 
information is stored in the smart device, and most authentication information is 
stored in the computing device. Since a smart device stores minimum authentication 
information, it transmits and receives authentication information from the Hub which 
first provides it with the authentication information.  In this method, the Hub can be a 
user or a server[8]. This paper thus consists of five chapters. Chapter 1 covers this 
introduction. Chapter 2 covers requirements for authentication in ubiquitous 
computing. Chapter 3 covers ubiquitous computing research trends. Chapter 4 covers 
authentication methods using a smart device in the multi domain and the single 
domain. Chapter 5 compares existing ubiquitous researches and the proposed methods 
to verify the efficiency of the proposed methods.  Finally, Chapter 6 concludes the 
research[10][11][12][13]. 

2   Ubiquitous Computing Research Trends and Summary of PMI 

In 1993, Mark Weiser of PARC (Palo Alto Research Center), a prominent figure in 
ubiquitous computing, took a look at the computer evolution in his paper and saw 
computer technology development from the point of view of changes in human 
relationships. The first wave was defined as mainframes, each shared by a lot of 
people. The second wave was defined as personal computers, each shared by one 
person. In his paper, the ubiquitous society was introduced. In society, a wide range 
of people use computers without being aware of various internal computers. This 
computer technology was defined as the third wave. His paper mentions a calm 
technology that permeates our daily life through invisible interfaces, which will be 
our major computer interface technology. He predicted that this technological 
innovation would bring ubiquitous computing to life [4][5][14][15][16][17]. 
Ubiquitous computing emphasizes the following researches. Since the ubiquitous 
computing network connects PCs, AV equipment on a server-oriented network, 
information electronic appliances, cellular phones, game consoles, control devices, 
and various other devices, core technologies such as miniaturization, cellular phone 
technology, technology for information electronic appliances, electronic control 
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technology, and networking control technology have risen to the front. Among these, 
individual authentication technology and security technology have been named as the 
technologies that will allow users to utilize computers in a secure way. The research 
on authentication has been conducted as a national project in many countries. 
However, no research has been done regarding the provision of authentication in the 
multi-domain. The next part will cover general trends in the ubiquitous computing 
environment, and will describe existing methods and projects. 

2.1   JARM Scheme 

In 2002, Jalal’s proposed a method that supports the user authentication level 
concept[3]. Different levels of user authentication information can be stored in 
different devices, which mean that minimum user information can even be stored in 
watches and smart rings. Medium-level user information can also be stored in a smart 
device like a PDA. With this method, if a device is moved from one user domain to 
another, the device can use the new user information in the new domain. However, 
the device cannot use the authentication information of the new domain, which 
restricts users who move from one domain to another from using the device. 
Therefore, with this method, all devices in one domain have authentication 
information, and a user can be authenticated through a device and can be 
authenticated against all devices using the level authentication information. This 
method cites multiple steps when it comes to the authentication through trust values 
for level authentication information. A device obtains a trust value by using the 
authentication protocol suitable for each device. The method that authenticates 
devices through trust values provides efficient authentication to a smart device, but 
the method often requires a high-level device to confirm the entire authentication or 
the smart authentication. If a middle-level device or a high-level device above the 
smart device is lost or located elsewhere, the entire authentication becomes 
impossible, thus requiring the redistribution of trust values to devices below that 
which was lost.  

3   Requirements for Ubiquitous Computing 

With the advent of human-oriented ubiquitous computing, which is described as 
pervasive, or invisible computing, a user can concentrate on tasks without being 
aware that he is using computers. Despite the many benefits of the digital technology 
that ubiquitous computing utilizes, ubiquitous computing has unseen problems. 
Without addressing these problems, ubiquitous computing cannot be applied. Since a 
user uses many devices, user information can be copied in large volume and can be 
transmitted to unauthorized devices. This illegitimately collected user information can 
be used maliciously after changes on the network. These features and the environment 
of ubiquitous computing have allowed for a wide range of malicious attacks and uses, 
which are likely to become huge obstacles to the development of ubiquitous 
computing. Thus, to overcome these problems, the following requirements must be 
met when designing the ubiquitous computing system.  
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• Mobility: A user’s smart device that contains the authentication information must 
be mobile and be used for all services. 

• Entity Authentication: Even when a user with SM_A moves away from 
Domain_A, the user must be authenticated using the information of SM_A in 
Domain_B.  

• Corresponding Entity Authentication: When Device_B is located in Domain_A, 
the corresponding entity authentication verifies that Device_B and B are identical 
entities. This method implements the authentication for devices through the 
previous user’s entity when several devices are connected to one domain. This 
method can provide a wide range of protection functions.  

• Data Outgoing Authentication: When the outgoing data authentication is provided 
by Domain_A, Domain_A can confirm that Device_A is the actual device in 
Domain_B that requests the outgoing data authentication. This authentication 
method provides proof for the authentication data origin. However, this method 
does not provide protection for data duplication or alteration.  

• Connection/Non-connection Confidentiality: Device_B in Domain_A must provide 
connection confidentiality for the user data. Domain_A receives B’s information to 
obtain the final authentication from the higher-level device. Non-connection 
confidentiality means that Device_B must provide confidentiality for the user data 
prior to the connection to a specific domain.  

4   Proposed Scheme 

In the previous chapters, we have gone over the existing ubiquitous environment, JARM 
method, and PMI. Although many researches have been done regarding ubiquitous 
computing, the most active area of research is on communication rather than on 
security. Security is often researched only as part of the project, not as the main research 
topic. This paper has selected the JARM method as its research topic since the JARM 
method exclusively studies authentication in ubiquitous computing. In reviewing current 
existing researches, the researcher believes that several researches regarding security 
have been accomplished and published. At the time of research, the researcher 
discovered that ubiquitous computing must have mobility, entity authentication, 
corresponding entity authentication, outgoing data authentication, and connection/non-
connection confidentiality as basic requirements. Thus, this paper proposes the adoption 
of PMI to meet the requirements listed above and to implement the authentication for 
the smart device. The ubiquitous computing devices lacked computing, storing, and 
other capabilities. But since a device must meet the requirements discussed earlier, 
applying PMI on top of the currently used encryption system will satisfy the device 
capabilities and requirements. Since all devices can carry out the authentication and 
access control with the PMI certificate, only activities authorized to the devices will be 
allowed. I will also propose a method that uses a PMI certificate for a device. The 
general system flow will be discussed after the consideration for the proposed method  
is reviewed.  
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4.1   Consideration for Proposed Scheme 

The goal of the proposed method is to provide a device retaining the user information 
of the previous domain even when the device is moved into the multi domain.  Thus, 
the following must be considered for the proposed method. 

− A user device alone can be moved and this user device can be linked to other 
devices: This means that when a user’s smart device is moved into the multi 
domain, the smart device can be linked to devices in the multi domain to receive 
services. User information must therefore be extracted from the smart device, as 
other devices exist for services only.  
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Fig. 1. Whole Flow of Proposed Scheme 

A user device is authenticated through the Hub where all device information is stored 
in the same space.  This device is authenticated through the MDC (Multi Domain 
Center) when moved to a different space: When a user device is located in the user 
domain, the user device can be authenticated through the Hub, which connects all user 
spaces. When the user device moves away from the user space, the smart device can 
also be authenticated through the user’s Hub. But when a smart device is moved, an 
authentication method other than the Hub must be used. That method is to use the 
MDC, which authenticates the smart device in the multi domain.  

− Initial authentication information is granted to a smart device through a user’s hub 
from MDC: During this process, an authorized user registers devices in the user’s 
hub. If a user creates authentication information from the MDC for the first time, 
the authentication information is stored in the hub and to the smart device. At this 
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point, higher-level MDC authenticates the smart device using the created 
authentication information given to the user. 

− At this step, the privacy of the user location is not considered.. 

Figure 1 shows the entire flow of the system. User registration and device registration 
must be done in advance in the single domain and the multi domain. These operations 
must be done in order for the initial MDC to grant a PMI certificate to a user. The 
next operation is to authenticate in the single and the multi domain. The 
authentication in the single domain is shown below.  Let us assume that Bob has 
spaces where he can move around. Let us also assume that there are two active spaces 
for Bob: Bob1 and Bob2, and these two active spaces are located in Domain_2 (a 
single domain).  When Bob’s Device_B moves away from Active Space 2 to Active 
Space 3, the single domain authentication occurs. Bob’s SM_B in Active Space 2 
notifies his Hub of movement, transmits the authentication information to Device_B 
and the Hub, and requests the authentication from Active Space 3. At this point, 
Active Space 2 sends the SM_B authentication information to Active Space 3 for 
efficient authentication. Active Space 3 receives the request and compares the 
authentication information from Active Space 2 and the one from the Hub, and then 
authenticates SM_B in Active Space 3. All these steps complete the single domain 
authentication.  In the multi-domain authentication, when user Bob moves to Alice’s 
Domain_A, he can use Alice’s Device_A after getting SM_B authenticated. In this 
case, Bob’s SM_B sends the movement signal to his Hub and requests the 
authentication after the move to Alice’s Active Space. At this point, the authentication 
information is requested through Alice’s Hub. Bob requests the authentication from 
MDC through Alice’s Hub. If Bob’s information does not exist in MDC, the 
authentication request is made against MDCM, which is a higher entity. In this way, 
although an entity is not systematically contained in or connected to the higher entity, 
the authentication using devices in other spaces can be completed through the 
Internet.   

4.2   System Parameters 

Next, system parameters used in this method are explained. Each parameter is 
distinguished according to its components. The components create and transmit the 
parameters. 

*: (SM: SMart device, D: Device, SD: Single Domain, MDC: Multi Domain Center, 
A: Alice, B: Bob, MDCM: MDC Manager, ASC: Active Space Center) 

*Cert : public key of * including Certification 
*PCert : public key of * including PMI Certification 

n : PMI Certification maximum issues number 
AP : Available Period r : user Hub generated random number 
i : user issued device ( )*E : * key with Encryption 
pw : password *R : * of authority 

*ID : * of Identity ( )H : Secure Hash Function 
*Hub : * of Hub 
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4.3   Proposed Scheme 

The detailed flow of these proposed methods is described below. In the first method, 
when a user moves to his domain with his smart device and attempts to use devices in 
the new domain, the user is authenticated using the smart device in which the user 
authentication information is stored. In the second method, when a user moves to the 
multi domain and attempts to use devices there, the user is authenticated using the 
smart device in which his user authentication information is stored.  

4.3.1   User Registration and Device Registration 
A user must have authentication information for all devices in the initial stage to use 
the devices in the single domain. A user receives a certificate from the MDC (Multi 
Domain Center), and his devices are granted a PMI (Privilege Management 
Infrastructure) certificate through a Hub. PMI certificates are granted according to the 
mutually agreed methods with the MDC. Granted PMI certificates are stored in a 
smart device.  

Step 1.  The following processes are required to create Device_A authentication for 
User A. The MDC grants User A a certificate which allows User A to create 
n number of PMI certificates.  A PMI certificate consists of the User A ID, 
privilege, and effective period of the certificate.  

[ ]APnRIDCertHubMDC AAAA ,,,:→  
Step 2.  User A grants PMI certificates to Device_A and SM_A using the granted 

certificate. The certificate contains the path to a higher-level certificate.  
( )[ ] APirCertHIDPCertPCorDeviceSDHub AAAAAAA ,,:)( =→  

[ ]APKA PCESD
DDC

:  
( ) [ ][ ]APKorPINpwA PCEEinstallSD

DDC
:  

Step 3.  User A informs the MDC of the certificate granted to his Device_A.  
Afterwards, User A’s PMI certificate is used, and User A is authenticated 
using the PMI certificate path within SM_A. 

( )[ ]irrCertHEMDCHub APKA DDC
,,:→  

4.3.2   Authentication in the Single Domain 
When SM_A on User A’s Hub attempts to use Device_A2 in AS_A2, SM_A uses 
existing information as is.  

Step 1.  SM_A exists in the active space AS_A1 and sends the movement signal to 
Device_A1 when the movement occurs.  

( )OutgoingSignalDeviceSD AA :
11

→  
Step 2.  Device_A1 notifies Hub A of SM_A movement.  

( )[ ]PCEDeviceEHubDevice
hubHub PKAPKAA ,:

21
→  

Step 3.  Device_A1 also transmits SM_A information to Device_A2. 

( ) ( )[ ]PCEEDeviceDeviceDevice
HubPKorPINpwAAA 121

:→
 

Step 4.  Device_A2 uses the authentication information received from Device_A1 to 
send its information to Hub A.  

( ) ( )[ ]PCEEDeviceHubDevice
HubPKorPINpwAAA 22

:→
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Step 5.  Hub A also confirms the authentication information received from 
Device_A1 by comparing it to the information received from Device_A2, 
and then approving the SM_A authentication.  

( ) ( ) ( )PCEPCEEHub
HubHub PKPKorPINpqA =:  

( ) ( ) ( ) ( )PCEDevicePCEDeviceCompare
HubHub PKAPKA 11

?

: =  
Step 6.  Hub A completes the confirmation and accepts the authentication for SM_A. 

[ ]SDAAA AuthDeviceDeviceHub
22

:→  
Step 7. After SM_A provides its values and compares the values, it approves the use 

of Device_A2 in the active space.  

4.3.3   Authentication in the Multi domain 
When SM_A in Domain_A moves to Domain_B and uses User A’s information to 
use Domain_B and Device_B, SM_A uses User A’s information as is. 

Step 1.  A movement signal is sent using Device_A in Domain_A.  If Hub A receives 
the movement signal from SM_A, it removes itself from the space list.  

( )
[ ]

1

1

:

:

ADeviceListA

AA

SDDeleteSDHub

OutgoingSignalHubSD

→

→  

Step 2.  Hub A notifies the MDC that it is moving out of Domain_A.  If it moves to a 
different MDC, it notifies MDCM. 

( )
( )iIDMDCMMDC

iIDMDCHub

A

AA

,:

,:

→
→  

Step 3.  After notification that SM_A is finally located in Domain_B, it requests 
authentication from Device_B in Domain_B.  

( )
[ ][ ] [ ]

[ ]
[ ][ ]APKBPKBB

APKBA

APKAPKpwA

BA

PCEPCEHubDevice

PCEDeviceSK

PCEPCEESD

OngoingSignalHubSD

DDCBHub

DDC

DDCDDC

,:

:

:

:

1

1

1

→

→

=

→

 

Step 4.  Hub B in Domain_B verifies the authentication information from Device_B. 
[ ][ ][ ] [ ]

BBB

APKBAPKBPKSKB

PCPCHub

PCEPCPCEPCEEHub
DDCDDCBHubHub

?
':

,,:

=

=
 

Step 5.  If the Device_B authentication information is passed, Hub B transmits the 
authentication information to the MDC.  

[ ][ ]( )BAPKPKBB IDPCEEIDMDCHub
DDCMDC

,:→  

Step 6. The MDC verifies that the authentication information is generated from 
Domain_B User.  If confirmed, the MDC approves the authentication for 
SM_A. 

[ ]
( )[ ]irCertHIDPCertPCMDC

IDPCEMDC

AAAA

BAPK DDC

,,:

:
' =

 

Step 7.  In Domain_B, Hub 2 accepts the received authentication for SM_A, and 
allows for the use of Device_B in Domain_B. 
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5   Comparison with Proposed Scheme and JARM Scheme 

This chapter will attempt to analyze the proposed protocol by classifying the user and 
device registration and the authentication in the multi domain, and compare the 
protocol to the existing method.  In the existing method, SM_A is not authenticated 
by moving to AS1.  Therefore, the research in this paper seeks to put emphasis on 
how to authenticate a user who wishes to use Device_B by using user information A 
when SM_A is moved to Domain_B.  The existing methods attempt to solve the 
problem by assigning different authentication information to the devices.  But the 
weak point of this approach is to require all devices to be available when the entire 
authentication information is obtained.  This method raises a problem in that 
authentication information cannot be obtained if a device is lost.   

The proposed method and the existing method are compared below.  The details of 
the proposed method will also be discussed below.  

− Mobility: A device containing authentication information that a user owns can use 
all services.  In the proposed method, a PMI certificate is included in the device.  
Thus, the device can be moved away from the other devices, and can also be linked 
to a different device.  

− Entity Authentication: Although a smart device is moved away from its domain, 
the device in the multi domain can be authenticated using the previous user’s 
information.  Mobility is guaranteed because a user device uses its PMI certificate.  
However, if a certificate is not protected, it can be used by malicious users who can 
also be authenticated.  To resolve this issue, the proposed method protects the PMI 
certificate by using device access and certificate access protection mechanisms 
such as the password and PIN. 

− Corresponding Entity Authentication: When a device is located in Domain_A, 
corresponding entity authentication is provided to verify that Device_B and B are 
identical entities.  This authentication method implements device authentication 
through the entity of the previous user when multiple devices are connected to one 
domain.  This authentication can provide different levels of protection.  Even when 
a smart device is moved, the authentication can be done using what is stored in the 
smart device.  Also, a PMI certificate, which is an internal certificate and identical 
to the certificate from User A, can be used when performing the corresponding 
entity authentication.  

− Connection/Non-connection Confidentiality: Device_B in Domain_A must provide 
confidentiality for user data in both Domain_A and Domain_B.  Domain_A 
receives information from B and receives the final authentication from the higher 
level. Non-connection confidentiality must provide data confidentiality before 
Device_B connects to a specific domain.  

6   Conclusion 

Rapid expansion of the Internet has required a ubiquitous computing environment that 
can be accessed anytime anywhere. In this ubiquitous environment, a user ought to be 
given the same service regardless of connection type even though the user may not 
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specify what he needs. Authenticated devices that connect user devices must be used 
regardless of location. If a device is moved to another user space from a previous user 
space, the authentication must be performed well in the transferred space.  This is so 
because a device is not restricted to the previous authentication information, but can 
use new authentication information in the new space. This paper attempts to solve the 
problems discussed earlier by utilizing such entities as the Hub, ASC, and MDC in 
order to issue PMI certificates to devices that do not have computing capability. This 
provides higher-level devices the authentication information of the smart devices in 
order to authenticate the movement of these smart devices. With this proposed 
method, if a smart device requests the authentication after moving to the multi 
domain, the authentication is performed against the devices in the domain where the 
smart device belongs, and the smart device requests the authentication from the MDC. 
In the user domain, the authentication is performed through the Hub. However, the 
authentication is performed through MDC when a device is moved to the multi 
domain environment.  This proposed method, therefore, attempts to solve the existing 
authentication problem. With regard to the topics of privacy protection, which is 
revealed due user movement key simplification (i.e., research on a key that can be 
used for a wide range of services), and the provision of smooth service for data 
requiring higher bandwidth, the researcher has reserved them for future researches. 
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Abstract. In order to enhance the route optimization mode, the OMIPv6 and 
CGA-OMIPv6 protocols have been proposed. They use public key methods to 
minimize the amount of signaling messages and handover latency. However, 
since the public key operations are computationally expensive, it is so difficult 
for the protocols to support low-power mobile nodes. In this paper, we propose 
an enhanced OMIPv6 protocol. By employing the home agent as a security 
proxy, the proposed protocol improves the CGA-OMIPv6 protocol to support 
low-power mobile nodes. As a result, the proposed protocol significantly re-
duces the computational cost of the mobile node into just two HMAC and two 
hash operations. Furthermore, it achieves good scalability and manageability 
through the bind between the home agent's address and public key. 

1   Introduction 

Mobile IP Version 6 (MIPv6) provides the route optimization (RO) mode to allow the 
mobile node (MN) and its correspondent node (CN) to exchange packets directly [1]. 
In the mode, the MN performs the binding update (BU) process to continually inform 
its home agent (HA) and CN about its new care-of-address (CoA). However, if the 
BU process is not authenticated, the mode may expose the involved parties to various 
security threats. In order to secure the process, the mode employs the return routabil-
ity (RR) procedure, where the CN verifies the MN's home address (HoA) and CoA, 
and exchanges a shared secret with the MN. 

Although the mode is efficient, it results in the following problems [1-3]: 

 Because of security reasons, the mode restricts the lifetime of the shared secret 
to maximum 420 seconds. Such a limited lifetime forces the CN and the MN to 
update their shared secret at a high frequency, thus causing the number of mo-
bility signaling messages and handover latency to be increased. 

 The RR procedure's messages are exchanged in clear in the MN-CN path and 
the HA-CN path across the Internet. This makes the mode vulnerable to vari-
ous security threats every few minutes during the ongoing session. 

In order to solve the above problems, the Optimized MIPv6 (OMIPv6) protocol 
and its successor, the Optimized Mobile IPv6 with CGA (CGA-OMIPv6) protocol, 
have been proposed [2,3]. They use public key methods to compute a strong shared 



 Improving the CGA-OMIPv6 Protocol for Low-Power Mobile Nodes 337 

secret, the lifetime of which is sufficient long to minimize the amount of signaling 
messages and handover latency. However, since the public key operations are compu-
tationally expensive, it is so difficult for the protocols to support wireless low-power 
MNs that cannot afford to provide sufficient computing power for public key cryptog-
raphy. Furthermore, the CGA-OMIPv6 protocol suffers from the lack of scalability 
and the high management cost because in the protocol each MN's HoA is generated 
from its public key and used as a Cryptographically Generated Addresses (CGA) [4]. 

In this paper, we improve the CGA-OMIPv6 protocol to support low-power MNs 
and address the scalability and manageability problem. For that, we employs the HA 
as a security proxy, which performs all the expensive operations on behalf of its MNs. 

The rest of the paper is organized as follows. Section 2 reviews the CGA-OMIPv6 
protocol and analyzes its drawbacks. In section 3, we propose an enhanced OMIPv6 
protocol. Section 4 analyzes the proposed protocol. Finally, section 5 draws some 
conclusions. 

2   Review of CGA-OMIPv6 Protocol 

The CGA-OMIPv6 protocol applies CGAs to improve the efficiency and security of 
the MIPv6 route optimization [3]. Such an enhanced route optimization can reduce 
the number of mobility signaling messages and handover latency while offering 
strong security. This section briefly reviews the protocol and analyzes its drawbacks. 

2.1   Notation 

- | denotes concatenation. 
- PrKX denotes X's private key. 
- PuKX denotes X's public key. 
- ESN denotes Extended Sequence Number. 
- MH-Data1 denotes the content of the Mobility Header where the authenticator 

in the Binding Authorization Data option is zeroed. 
- MH-Data2 denotes the content of the Mobility Header excluding the Authenti-

cator in the Binding Authorization Data option. 
- CGA-Key denotes the CGA public key and other parameters. 
- PX(m) means that the message m is encrypted with the public key of X. 
- PX

 -1(m) means that the message m is encrypted with the private key of X. 
- p and g denote the public Diffie-Hellman parameters. p is a large prime and g 

is a generator of the multiplicative group Zp*. It is assumed that they are 
agreed upon previously by all nodes participating in the Diffie-Hellman key 
exchange. 

2.2   Protocol Operation 

The CGA-OMIPv6 protocol is divided into two phases: the initial phase and the subse-
quent movement phase. The initial phase verifies the MN's CGA ownership and then 
makes the MN and the CN exchange the semi-permanent security association key, 
Kbmperm. During the subsequent movement phase, the MN and the CN efficiently and 
securely authenticate BU and BA messages through the exchanged Kbmperm. 
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2.2.1   Initial Phase 

1. PreBU: CoA, Cpbu 1. PreBU: CoA, Cpbu

2. PreBA: HKT, Cpbu2. PreBA: HKT, Cpbu

3. PreBindingTest: CKT, Cpbu

4. BU including (ESN, CGA-Key, SIG, BAD)

5. BA including (ESN, Skey, BAD)

MN HA CN

Cpbu = prebinding update cookie

KCN = CN's secret key

HKT = First(64, HMAC_SHA1(Kcn, HoA|nonce|0))

CKT = First(64, HMAC_SHA1(Kcn, CoA|nonce|1))

SIG = P-1
MN(SHA1(CN|CoA|MH-Data1))

Kbmperm = a secret key randomly generated by CN

SKey = PMN(Kbmperm)

Kbm = SHA1(HKT|CKT)

BAD = HMAC_SHA1(Kbm, CN|CoA|MH-Data2)

: Encrypted Communication

 

Fig. 1. Initial Phase of the CGA-OMIPv6 protocol 

The initial phase is described in Fig. 1. In steps 1-3, this phase performs both HoA 
and CoA tests to verify if the MN's HoA and CoA are reachable. Also, it allows the 
MN and the CN to use the keygen tokens provided in steps 2 and 3 to establish a 
shared secret key, Kbm, which is then used to prevent denial of service attacks in 
steps 4 and 5. In step 4, upon receiving the BU message, the CN first checks BAD 
with Kbm before performing the asymmetric cryptographic operation. If BAD is 
valid, the CN can ensure that the MN receiving messages of steps 2 and 3 sent the BU 
message. In this case, the CN verifies the MN's CGA public key and signature while 
defending against denial of service attacks. In step 5, the CN generates Kbmperm as 
the semi-permanent security association key and encrypts it with the MN's public key. 
Then, the CN sends the MN the encrypted Kbmperm in the SKey option of the BA 
message. When receiving the BA message, the MN verifies BAD and then decrypts 
the encrypted key with its own private key. 

2.2.2   Subsequent Movement Phase 
As mentioned above, the initial phase performs the HoA test, verifies the MN's 
CGA ownership and then establishes Kbmperm with the help of the CGA public 
key. This enables the CN to have strong assurance about correctness of the MN's 
HoA. Thus, the subsequent movement phase does not need to perform the HoA test  
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again. Fig. 2 shows this phase, where the standard binding update procedure is op-
timized by doing only the CoA test. Also, the standard procedure's security is en-
hanced by using Kbmperm' instead of the normal Kbm. As a result, this phase is 
able to significantly reduce both the signaling and handover latency while achieving 
strong security. 

MN CN

CKT = First(64, HMAC_SHA1(KCN , CoA|nonce|1))

Ccoi = care-of init cookie

NI = nonce index

Kbmperm' = SHA1(CKT|Kbmperm)

BAD = HMAC_SHA1(Kbmperm', CN|CoA|MH-Data2)

: Encrypted Communication

1. COTI: Ccoi

2. COT: Ccoi, CKT, NI

3. BU including (ESN, NI, BAD)

4. BA including (ESN, BAD)

 

Fig. 2. Subsequent Movement Phase of the CGA-OMIPv6 protocol 

2.3   Drawbacks of the CGA-OMIPv6 Protocol 

The drawbacks of the CGA-OMIPv6 protocol are as follows: 

 Since the CGA-OMIPv6 protocol depends on the CGA method, it includes 
computationally expensive cryptographic operations in the initial phase. That 
is, as analyzed in Table 1, the MN should perform one sign operation and 
one public key decryption while the CN should perform one verify operation 
and one public key encryption. This may be a critical limitation to low-
power mobile nodes that cannot afford to provide sufficient computing 
power for public key cryptography. Thus, the protocol needs to be enhanced 
for such nodes. 

 In this protocol, each MN's HoA is generated from its public key and used as a 
CGA. However, such a bind is not desirable for the following reasons [5]. 
First, the MN's HoAs tend to be reassigned when network configurations 
change or when service providers change, thus not being as persistent like do-
main names and email-addresses. This may be an obstacle to applying the pro-
tocol because the CGA method increases the cost of address generation by a 
factor of 216*Sec as well as the cost of brute-force attacks [4]. Second, the MN's 
HoA cannot be used as CGA in a network environment where automated dy-
namic address assignment is employed. 
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Table 1. Computational Cost of the Initial Phase 

Step MN CN 
1 0 0 
2 0 HKT: 1×HMAC_SHA1 
3 0 CKT: 1×HMAC_SHA1 
4 Kbm: 1×SHA1 

SIG: 1×SIGN 
BAD: 1×HMAC_SHA1 

HKT: 1×HMAC_SHA1 
CKT: 1×HMAC_SHA1 
Kbm: 1×SHA1 
BAD: 1×HMAC_SHA1 
CGA: 2×SHA1 
SIG: 1× VERIFY 

5 BAD: 1×HMAC_SHA1 
Skey: 1×PK_DEC 

SKey: 1×PK_ENC 
BAD: 1×HMAC_SHA1 

* PK_ENC denotes the cost for a public key encryption  
* PK_DEC denotes the cost for a public key decryption 
* SIGN denotes the cost for generating a digital signature 
* VERIFY denotes the cost for verifying a digital signature 

3   Proposed Protocol 

In this section, we propose an advanced OMIPv6 protocol, which improves the CGA-
OMIPv6 protocol for low-power mobile nodes. Because only the initial phase in-
cludes asymmetric cryptographic operations, we focus on and enhance the phase. 
Thus, the subsequent movement phase of our protocol is as same as one of the CGA-
OMIPv6 protocol. 

3.1   Security Proxy 

To support low-power mobile nodes, our protocol employs the HA as a security 
proxy, which performs all the expensive operations on behalf of the MN. For that, in 
our protocol, the HA has the public/private key pair PuKHA/PrKHA and uses its own 
IPv6 address derived from PuKHA as a CGA. Therefore, as a security proxy for the 
MN, it can generate a signature, SIG, while exchanging Kbmperm with the CN. Such 
a mechanism is available in the MIPv6, because communication between the MN and 
the HA is protected with the pre-establish security association [1,5-7]. 

3.2   Protocol Operation 

The proposed protocol is shown in Fig. 3. Unlike the CGA-OMIPv6 protocol, this 
protocol uses the Diffie-Hellman method to allow Kbmperm to be exchanged during 
the step 2. 

Step 1 (PreBUa and PreBUb): The MN sends the PreBUa message to the CN to 
start the initial phase. When the message arrives at the home link, it is intercepted by 
the HA using IPv6 Neighbor Discovery [1,8]. The HA keeps ESN and Cpbu in this 
message. ESN is used to generate a signature, SIG, for the PreBAb message and Cpbu 
is used to protect the HA against denial of service attacks. 
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1a. PreBUa: CoA, Cpbu, ESN 1b. PreBUb: CoA, Cpbu

2a. PreBAa: HKT, Cpbu, gy2b. PreBAb: HKT, Cpbu, SKey, SIG

3. PreBindingTest: CKT, Cpbu

4. BU including (ESN, CGA-Key, SIG, gx, HA, BAD)

5. BA including (ESN, BAD)

MN HA CN

Cpbu = Prebinding update cookie

KCN = a secret key of CN

HKT = First(64, HMAC_SHA1(KCN, HoA|nonce|0))

CKT = First(64, HMAC_SHA1(KCN, CoA|nonce|1))

SIG = P-1
HA(SHA1(CN|CoA|ESN|gx|CGA-Key|HKT))

SKey = SHA1(gxy|HKT)

Kbm = SHA1(HKT|CKT)

Kbmperm = SHA1(SKey|CKT)

BAD = HMAC_SHA1(Kbm, CN|CoA|MH-Data2)

: Encrypted Communication

 

Fig. 3. Initial Phase of the Proposed protocol 

Steps 2-3 (PreBAa, PreBAb and PreBindingTest): Upon receipt of the PreBUb 
message, the CN sends the PreBAa message including its Diffie-Hellman public 
key, gy, to the MN's HoA, while sending the PreBindingTest message to the MN's 
CoA. When the HA intercepts the PreBAa message using IPv6 Neighbor Discov-
ery, it first validates Cpbu to prevent denial of service attacks. If the value is valid, 
it computes SKey = h(gxy | HKT), generates a signature, SIG, with PrKHA and 
sends the PreBAb message to the MN. Thus, in step 2, the HA off-loads the 
asymmetric cryptographic operations of the MN to itself. To prevent denial of 
service attacks, the HA and the CN use the same gx and gy as their Diffie-Hellman 
public keys for each protocol run instead of generating new values. After receiving 
the PreBAb and PreBindingTest messages, the MN computes Kbm and Kbmperm 
for the next step. 

Steps 4-5 (BU and BA): Unlike the CGA-OMIPv6 protocol, the BU message in-
cludes the HA's CGA-key, the HA's Diffie-Hellman public key, gx, and the HA's 
address HA, which are used to verify HA's CGA and negotiate Kbmperm. If the BU 
message is valid, the CN can ensure that the MN's CoA and HoA are reachable and 
the Diffie-Hellman public key, gx, is valid. In this case, it computes Kbmperm for the 
following phase, while sending the BA message to the MN. 
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4   Analysis 

Table 2. Computational Cost of the Proposed Protocol 

Step MN HA CN 
1 0 0 0 
2 0 Skey: 1×DH_ AGREE 

+ 1×SHA1 
SIG: 1×SIGN 

HKT: 1×HMAC_SHA1 

3 0 0 CKT: 1×HMAC_SHA1 
4 Kbm: 1×SHA1 

BAD: 
1×HMAC_SHA1 
Kbmperm: 1×SHA1 

0 HKT: 1×HMAC_SHA1 
CKT: 1×HMAC_SHA1 
Kbm: 1×SHA1 
BAD: 1×HMAC_SHA1 
CGA: 2×SHA1 
SIG: 1×VERIFY 
SKey: 1×DH_ AGREE + 1×SHA1 

5 BAD: 
1×HMAC_SHA1 

 BAD: 1×HMAC_SHA1 

* DH-AGREE denotes the cost for a Diffie Hellman key exchange 

Table 3. Computational Cost Comparison of the Proposed Protocol and the CGA-OMIPv6 
Protocol 

Step MN HA CN 
Proposed 
Protocol 

2×SHA1 
2×HMAC_SHA1 

1×DH_ AGREE 
1×SIGN 
1×SHA1 

6×HMAC_SHA1, 4×SHA 
1×VERIFY 
1×DH_ AGREE 

CGA-
OMIPv6 
Protocol 

1×SHA1, 2×HMAC_SHA1 
1×PK_DEC 
1×SIGN 

0 6×HMAC_SHA1, 3×SHA1 
1×VERIFY 
1×PK_ENC 

Difference + 1×SHA1 
- 1×PK_DEC 
- 1× SIGN 

+ 1×DH_ AGREE 
+ 1×SIGN 
+ 1×SHA1 

+ 1×SHA 
+ 1×DH_ AGREE 
- 1×PK_ENC 

Computational Cost: Table 2 analyzes the computational cost of the proposed 
protocol, which is then compared with that of the CGA-OMIPv6 protocol in Table 3. 
As shown in the tables, the proposed protocol significantly reduces the computational 
cost of the MN from (1×SHA1 + 2×HMAC_SHA1 + 1×PK_DEC + 1×SIGN) to 2×(SHA1+ 
HMAC_SHA1). The security proxy HA does the expensive cryptographic operations 
(1×DH_ AGREE + 1×SIGN) on behalf of the MN so the MN does not need to perform 
public key operations. The reduced cost makes it possible for the protocol to support 
low-power mobile nodes. 

Public Key Mechanism: In the proposed protocol, the HA's address is derived from its 
public key and used as a CGA. Such a mechanism enables the protocol to overcome the 
drawbacks presented in section 2.2 because of the following reasons. First, the HA's 
address is normally much more persistent than the MN's HoA. Second, the number of 
HAs is significantly smaller than that of MNs. This can give the good scalability and 
reduce the cost for managing CGAs. Such reduced cost allows the proposed protocol to 
generate CGAs more securely through high Sec values such as 5, 6 and 7. 
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5   Conclusions 

In this paper, we proposed an enhanced OMIPv6 protocol, which improves the 
CGA-OMIPv6 protocol to support low-power MNs and address the scalability and 
manageability problem. The proposed protocol employs the HA as a security proxy 
that performs all the expensive operations on behalf of the MN. Also, the HA has the 
public/private key pair and uses its own IPv6 address derived its public key as a 
CGA. As a result, the proposed protocol significantly reduces the computational cost 
of the MN from two asymmetric cryptographic, two HMAC and one hash operations 
to two HMAC and two hash operations. Furthermore, through the bind between the 
HA's address and public key, it reduces the cost for managing CGAs while achieving 
good scalability and manageability. 
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Abstract. In a ubiquitous environment, the boundaries of network topology can 
change irregularly. In this paper, an Agent-based Traceback System (ATS) is 
proposed to track attacks that utilize systems within an area of the network to-
pology that has been marked for management purposes. Some of the informa-
tion exchanged within the proposed system utilizes the previously verified 
STOP [1]. The additional information provided by utilizing the ATS proposed 
in this paper will greatly enhance the reliability of the traceback process. In ad-
dition, the proposed system is flexible enough to be applied to resource man-
agement systems as well.

1   Introduction 

When a ubiquitous concept is applied to the existing LAN environment, previous 
limitations that restricted the roles of each network component no longer become 
valid. In addition, the boundaries that once separated one network from another lose 
meaning in a ubiquitous environment. The systems that comprise a network can take 
on more than one network interface (both fixed and wireless), enabling simultaneous 
access from both inside and outside the network. This means that the entire topology 
of the network can be altered, and a system within the network can be used by an 
intruder as an access path.   

In this paper, an Agent-based Traceback System (ATS) with the following charac-
teristics is proposed. A light Traceback Agent Module (TAM) is installed on all sys-
tems connecting the managed area to the outside area. The TAM attaches additional 
information to the STOP, which has been previously proposed by Brian Carrier and 
Clay Shields as a means of providing traceback information on processes executed by 
systems on the connection path. Additional information generated by TAM is at-
tached to the basic traceback information provided by STOP. This information is then 
sent to a Traceback Server (TS), which is installed in the network to collect informa-
tion on outside access. When an intrusion occurs, information stored in the Traceback 
Server is used to traceback the path of the intrusion.  
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This paper is organized as follows. In section 2, research trends of traceback tech-
nology is examined, including STOP, which is utilized in the proposed ATS. In Sec-
tion 3, the components and principles of the proposed ATS are explained, and a 
hypothetical situation is considered in order to illustrate the execution procedure of 
the proposed system. A conclusion and discussions for future research direction are 
presented in Section 4. 

2   Related Work 

2.1   Research Trends of Traceback Methods 

Currently, there are two major categories of studies taking place regarding Network 
Traceback. The first is IP traceback, which is researched in order to understand the 
source of a spoofed packet. The main purpose of IP traceback is to find the source of 
the packets used in a DoS attack. The second is the study of using the services of 
systems that have been utilized in the intrusion for traceback.  

- IP Traceback: Proactive Traceback is a method of generating and attaching/ 
transmitting traceback information during the packet transfer process. Thus, if an 
intrusion occurs, the traceback information that has already been sent is compiled 
in order to trace the source of the attack. Proactive Traceback methods include 
Packet Marking [2][3] and ICMP traceback message-based traceback method [4].  

Reactive Traceback is a method of tracing the origin of an attack when the con-
nection established by the intrusion is still active. Some examples of Reactive 
Traceback are hop-by-hop Traceback [5][6], Hash based IP Traceback [7], and 
Traceback using IPSec technology [8]. 

- Protocol-Based Connection-Chain Traceback: The only research results that have 
been published regarding the Protocol-Based solution is Caller Identification Sys-
tem (Caller ID), which was introduced in 1993 [9].  

In this system, mutual authentication between the client and server is necessary 
in order to connect to the system, and an Extended TCP Wrapper and Caller Identi-
fication Server (CIS) must be established in the two connecting systems.  

- The Identification Protocol: IDENT was originally called the Authentication Server 
Protocol [10], but was changed to the present form to reflect its activation method. 
IDENT is a simple two-way protocol that allows the target server to know the iden-
tity of the client attempting the connection.[11] 

IDENT is basically provided in UNIX or LINUX as a daemon, and is used in 
some applications like IRC and Sendmail.  

2.2   The Session Token Protocol (STOP) [1] 

Proposed by Brian Carrier and Clay Shields, this protocol attaches additional func-
tions to the IDENT used in most UNIX systems. The Session Token Protocol (STOP) 
was developed with the following design goals.  
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First, STOP must be compatible with the IDENT specified in RFC 1413, as 
IDENT is already in widespread use. Also, the daemon which implements this proto-
col should have a mechanism that enables the saving of both user-level and applica-
tion–level data, and STOP should also include a mechanism that enables the tracing 
of a client’s path through previous hosts. Finally, when a request is received, the re-
sponse to the request should not be delayed, and a considerable load should not be 
added to the daemon.  

In this study, the Session Token Protocol proposed by Brian Carrier and Clay 
Shields is used to achieve communication between the TAM and TS.  

When an intrusion is detected within the internal network, the TS requests trace-
back information from the system where the intrusion is being attempted. The request 
message takes on the following format:  

< CL_PORT >,< SV_PORT >:< REQ_TYPE >[:< SID >][:< CL_IP >] 

Where, CL_PORT is the port of the Client requesting access, while SV_PORT is the 
port number of the server. SID is a random session identifier that assists in differenti-
ating the current request with other requests. CL_IP is the Client IP.  

 

Fig. 1. Process structure of three hosts in a network loop [1] 

For example, in a network loop as shown in Fig. 1, the STOP request would en-
gage the following procedure.  

1. H3 sends a request to H2 for the random session identifier SID along with the 
SV_REC.  

968, 23 : SV_REC : 1029384756 

2. H2 sends the SV_REC with the above SID to H1. Through this process, informa-
tion regarding the connection to Port 8337 is requested.  

616, 22 : SV_REC : 1029384756 

3. H1 sends the requested information to H2. Here, the information that is to be trans-
mitted by H2 is appended to the information received from H1, which is then sent  
to H3.  
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3   Agent-Based Traceback System (ATS) Design  

A Traceback Server (TS) that centrally collects all information is installed in the ATS, 
and a Traceback Agent Module (TAM) is run on all systems within the managed area. 
The TAM is initiated with the OS when each system is booted. The initial values are 
saved, and at the same time transmitted to the Traceback Server (TS). Whenever a 
new connection is generated or a modification to the system is made, the new infor-
mation is sent to the Traceback Server, which is updated. In addition, the STOP re-
sponse is included in the information set transmitted to TS by TAM.  

 

Fig. 2. overview of ATS design 

3.1   Traceback Server 

The TS saves the information transmitted by TAM in its internal DB. Upon the user’s 
request, the data stored in the DB is retrieved, aiding the traceback process.  

 

Fig. 3. Data structure saved in TS database 
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The length of time that the data should remain in the TS database is determined in 
consideration of system performance and convenience of management.  

The basic structure of the TS DB is shown in Fig. 3. TS receives the MIP informa-
tion sent by TAM during its initiation stage, which it generates into a new table along 
with the time that the information was received. Here, the NICn is also recorded. If a 
system is already connected at the time that TAM is initiated, the RSID and 
HOSTNAME, PRTn, and S_TIME are recorded as additional information. If systems 
with a different HOSTNAME are connected to the MIP, a new tree is generated under 
the MIP with the RSID and HOSTNAME of each system. Also, when a system with 
the same HOSTNAME terminates the connection and attempts to reconnect, a new 
tree is generated under the same MIP with the same HOSTNAME. This is because 
while the HOSTNAME remains the same, the RSID is changed. By generating a new 
tree, duplication of previous records is prevented.  

3.2   Traceback Agent Module 

The Traceback Agent Module (TAM) analyzes the network interface environment of 
the systems in which it is installed, and is activated by recognizing and differentiating 
the interfaces that are connected to the internal network from those that are not. The 
module collects the following information, which is sent to the TS.  

Table 1. Information sent from TAM to TS  

Object Description 
MIP 

(Managed IP address) 
The managed IP addressed assigned to 
the system  

NICn Number of added interfaces (0,1…n) 

RSID 
(Session ID) 

A randomly generated Session ID which 
is used to prevent duplication when the 
same hostname is used to access the 
same port.  

HOSTNAME 
Hostname of the system attempting the 
intrusion. Returns 0 when invalid.  

PRTn 
The number of the Port connected to the 
system. Returns 0 when invalid.  

S_TIME 
(Session start time) 

The time when a new system access is 
attempted in each additional interface. 
Returns 0 when invalid.  

C_TIME 
(Session closing time) 

The closing time of the connected ses-
sion. Returns 0 when invalid.  

STOPR 
(STOP Result Forwarding) 

TAM receives the information it has 
requested and received from the STOP, 
which it then transmits to the TS.  
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Once TAM is installed in a system, it should remain usable even if the system is 
moved to a different managed area, or the target TS is changed. To ensure the usabil-
ity of TAM under changing circumstances, the transferred information must be stan-
dardized in the following format.  

 <MIP>:<NICn>:<HOSTNAME>:<PRTn>:<S_TIME>:<C_TIME>:[<STOPR>] 

Once the TAM generates the information in the above format, it sends the informa-
tion to the TS. Information is transferred from TAM to TS on three different occasions.  

- When TAM is first initiated: Generally, the Kernel is activated when the system is 
first booted, which is also when the TAM is activated. The minimal information that 
can be transmitted at this point are the Managed IP address, and number of addi-
tional interfaces.  

- When the Session is started: This is the moment when an outside access is at-
tempted on an additionally installed interface. At this time, the Managed IP address, 
number of additional interfaces, HOSTNAME, PORT number, session start time and 
STOP information are sent.   

- When the Session is closed: This is the moment when the outside access connection 
is closed. At this time, the Managed IP address, number of additional interfaces, 
HOSTNAME, PORT number, Session closing time and STOP information are sent.  

In addition, this Module can be used to determine whether an additional interface 
has been installed on the system. By conveying this information to the Traceback 
Server, the Module can assist in managing the internal network.  

4   Case Studies and Comparison 

4.1   Case Studies 

There are situations where the network topology is divided and separately managed in 
order to define a controlled area for administrative purposes, even if ubiquitous sys-
tems and networks are used for operational purposes. In this section, although the 
systems are irregularly placed, a logical line is drawn between the managed area and 
the outside area, and a scenario in which an outside intruder utilizes a system within 
the managed area to achieve access is considered.  

Here, we assume that an intrusion that has been attempted in the following network 
has been detected by NIDS.   

A is the attacker, and TAM is installed in systems B and C, which are located 
within the managed area. NIDS detects intrusion attempts into the internal network. A 
searches for a path within the managed area that can be used as a path, and discovers 
system B, which it uses to attack system C.  

In this situation, the traceback system carries out the following tasks.  

1. Because TAM has been installed in system B, the status of system B is already 
recorded in the DB of the TS.  

2. After A gains access into system B, the connection is published, upon which the 
TAM sends information on the new access to the TS.   
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Fig. 4. Logical position of systems  

3. If an attack is attempted on system C through system B, the attacked system uses 
STOP to request information from system B.  

4. System C receives the STOP results sent from system B and sends the TAM re-
sults, which include the STOP results to the TS, where the data is saved.  

5. If the intrusion is detected by NIDS or the attack is detected by system C, a signal 
is transmitted to the security administrator, who conducts the traceback using the 
information stored in the DB of the TS.  

4.2   Comparison 

Until now, many of the different ways of traceback method are suggested. And, each 
of them has their own special features.  

Table 2. IP traceback methods 

Object iTrace [4] PPM [12,13] ATS 

Network overload High High Low 
Bandwidth  
overload 

Low Low Low 

Memory Needs High High Low 

PPM[12,13] method includes node sampling and edge sampling. When a packet 
goes through the router, the router checks the packet header. After checking packet 
header, router marks the unique router address on that IP header and passes marked 
packet to next router. In this point, router marks every packet that passes through 
router, the router overload occurred and network traffic jam also will be growth.  

iTrace method is the different way from PPM method. This method creates the  
iTrace message from the router and send the iTrace message to the next router. iTrace 
message includes payload information of the packet, and is similar to ICMP. But as a 
consequence, overload generating point and bandwidth overload also exists. 

And, ATS is most suitable for the ubiquitous network environment. Because, in an 
ubiquitous environment, we can not make a prediction about intrusion routes. Like 
other methods have, ATS has its own traceback solution, and also has the controlling 
feature for networking interfaces. 
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5   Conclusion 

In this study, ATS is proposed to trace illegitimate access that has been attempted 
through a path originally unintended by the internal network. By using TAM to attach 
additional information to the basic information provided by STOP, more detailed 
information is provided to aid the traceback process.  

However, weaknesses can be identified in the proposed ATS. First, if the system 
which is activating either the TAM or the STOP daemon is compromised, this can 
have an impact on the individual TAM or STOP that comprise the system, which in 
turn can ultimately affect the entire ATS. However, because the manipulation of 
TAM and the STOP daemon are issues that should be dealt with under the subject of 
systems security, such issues were not considered in the proposed architecture. Sec-
ond, if the network can be activated by an intrusion that does not pass through a gen-
eral network interface but utilizes other paths such as non-network interfaces (ex; 
IrDA or Bluetooth), measures to respond to these attacks also need to be developed.  

In actuality, it is almost impossible to draw lines between managed and unmanaged 
areas within a ubiquitous environment. However, the ATS architecture proposed in 
this study provides a means to respond flexibly to a changing topology.  

In addition, the proposed ATS can be used to establish a forensics system using 
traceback in Enterprise Security Management (ESM).  
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Abstract. In this paper we introduce the detection details and exper-
imental results of our proposed Service-oriented and User-centric In-
trusion Detection System (SUIDS). SUIDS is designed for ubiquitous
computing environments like a smart home/office. It adopts a novel au-
diting mechanism and flexible system architecture to meet the special
requirements of ubiquitous networks. Specifically, the paper shows how
a string-based method is used in a user profile to represent the user’s
short-term behavior in due course; and how an appropriate string length
and threshold value are determined in order to balance the system’s false
alarm rate and detection effectiveness. As a result, SUIDS achieve real-
time intrusion detection in ubiquitous networks with a lightweight and
adaptable detection model.

1 Introduction

The notion of ubiquitous computing was introduced by Mark Weiser in 1991[1].
In the era of ubiquitous computing, computer-embedded devices will compose
a fully connected world. These devices have the abilities to compute and com-
municate with each other through wired or wireless connections. Eventually it
will achieve a non-intrusive availability of computers throughout physical envi-
ronments.

Just like other networks, one of the main prerequisites for a ubiquitous network
is adequate security [2][3]. The network has to be properly secured so that it can
be relied upon. Intrusion Detection Systems (IDSs) are widely used to protect
computer networks [4]. They detect and make alarms when intrusions have taken
place or are taking place in the networks.

Existing IDSs have several weaknesses that hinder their direct application to
ubiquitous networks. These shortcomings are caused by their lack of consider-
ations about the heterogeneity, flexibility and resource constrains of ubiquitous
networks. To overcome these issues, we proposed a Service-oriented and User-
centric Intrusion Detection System (SUIDS) for ubiquitous computing environ-
ments like a smart home/office [5][6]. Briefly, in SUIDS, service-oriented event
records and user profiles are used to audit users’ activities and protect various
networked appliances against intrusions. A user-centric approach is proposed to
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spontaneously compose a defence wall against malicious users. In this paper we
will explain in details about the detection methods used and experiments car-
ried out during the implementation of SUIDS. Experimental results show that
SUIDS can achieve high detection efficiency while keeping the low false alarm
rate. SUIDS has the following beneficial features: a reliable auditing mechanism,
real-time intrusion detection technique, adaptable and heterogeneous system ar-
chitecture.

The rest of the paper is organized as follows. In section 2, an overview of the
system design and architecture is provided. The detection method and math-
ematical model used by SUIDS are described in section 3. Section 4 discusses
the related experiments and results. Finally, our conclusions and future work are
introduced in section 5.

2 Background and Previous Work

In paper [5] we introduced the framework of SUIDS. It is proposed to protect the
heterogenous appliances in ubiquitous networks. SUIDS handles the heterogene-
ity issue of ubiquitous network by classifying network nodes into three major
categories (head nodes, service nodes, and user nodes) and integrating intrusion
detection with service specific knowledge. Head nodes such as a PC have fast
connections and advanced operating systems. Service nodes such as a smart re-
frigerator, camera recorder and electrical door lock are used to store information
or provide specific services only. User nodes are defined as those portable devices
such as a user’s PDA or smart phone.

Specifically, in SUIDS, the service nodes, which have received service requests
from users, will dynamically form a defence wall against malicious activities.
Software agents [7] on service nodes will monitor the system information across
system layers, e.g. from the network layer such as an open port to the appli-
cation layer such as an operation of the devices. According to the operations
and system states of service nodes, event records will be generated and sent to
the corresponding head nodes. Unlike existing network-based IDSs [8][9], SUIDS
integrates service specific knowledge with intrusion detection and thus focuses
on service level rather than the burdensome packet analysis.

As a research scenario to demonstrate the design, we assume Mike lives in a
smart home. He uses his PDA to open the home door, adjust the temperature of
central heating, and send documents to a printer. In SUIDS all these tasks carried
by Mike or on behalf of him will be recorded and connected to his account. For
example, when Mike comes into a room A, two event records will be sent to the
corresponding head node:

{Mike, Door Room A, open, 7:28:34am}
{Mike, Door Room A, close, 7:28:37am, 3sec}

The ’3sec’ in the second event record represents the duration of this operation.
If a device has other security-related parameters, they will also be recorded.

For example, when Mike uses a printer, two event records will be generated:
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{Mike, Printer, print, 16pages, 11:12:23am}
{Mike, Printer, logout, 3.4Mb, 11:13:45am, 82sec}

Here ’16pages’ indicates that Mike has printed 16 pages of documents in this
session and ’3.4Mb’ indicates the amount of data that has been transferred
during the same session. They are all security-related parameters. Eventually,
these event records will be used to create Mike’s profile.

3 Detection Methods

3.1 Mathematical Model

We use the statistical component of SRI’s NIDES as our mathematical model
[10][11]. Instead of simply measuring the means or variances of variables, NIDES
developed a more sophisticated statistical algorithm by using an X2-like test to
measure the similarity between short-term and long-term profiles. In NIDES, user
profiles are represented by a number of probability density functions (PDFs). As-
sume S is the sample space of a random variable and events E1, E2,...Ek are a
mutually exclusive partition of S. Let Pi denote the expected probability of the
occurrence of the event Ei, P ′

i denote the actual probability of the occurrence of
Ei during a given time interval. The similarity between the expected and actual
distributions is determined by the statistics:

Q =
k∑

i=1

(P ′
i − Pi)2

Pi
(1)

If the cumulated value of Q exceeds a pre-determined threshold during a given
time interval, an alarm will be raised. To utilize this statistical component we
have to define a new model to specify the service-related factors, which can
effectively represent the user’s both long-term and short-term behaviors.

3.2 Probability Distributions: Representation of Long-Term
Behaviors

In SUIDS, a user’s long-term behavior is represented by probability distributions.
They indicate the possible results and corresponding probabilities of a user’s each
kind of action. For example, statistical results may suggest that the typical time
for Mike to open his home door during a day is between 8-9am and 5-6pm.
This action rarely happens during other time. Thus we can get the following
probability distributions for the action of opening a home door:

{Door, open, 1-2, 3%, 8-9, 48%, 17-18, 45%, 22-23, 4%}
Where ’1-2’ represents the door opening time, i.e. between 1-2am; and ’3%’
represents the statistical probability for opening a door during this period.

Similarly, we can also represent Mike’s behavior regarding his usage of a
printer. Assume the recorded largest number of pages Mike had ever printed
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in one transaction is 200. Thus we can divide it into 10 possible groups: 1-20,
21-40,...,181-200. The occurrence probability for each group is:

Pi =
Ei

E
(2)

Where E is the total number of records; Ei is the number of occurrence of the
ith group.

Assume the probability distributions in turn are 38%, 36%, 20%, 1%, 0%, 0%,
3%, 0%, 1%, 1%. If Mike prints 30 pages in current transaction, the similarity
value is:

Qi =
(P ′

i − 36%)2

36%
(3)

Where P ′
i denotes the actual occurrence probability of event Ei (Here it is E2,

i.e. printing 21-40 pages) during a given time interval.
Except the printed page number, other parameters such as the amount of data

transferred and processing time occupied by each session are also monitored and
taken into account in a similar way.

3.3 String: Representation of Short-Term Behaviors

The remaining problem now is to get the value of P ′
i . Some IDSs use time interval

to determine the detection window, i.e. each event only makes effect during a
certain period. Because SUIDS is a distributed and mobile system, the time-
based detection window will introduce the synchronization issue and make the
system more complicated.

Thus in SUIDS we proposed a string-based method to determine the detection
window. The ’string’ is used to indicate the user’s short-term behavior. For
example, if the last 100 printing operations can effectively represent Mike’s short-
term behavior regarding his usage of the printer, a string with the length of 100
will be set to follow the printing probability distributions in his profile. Each
character of the string represents one of his historical printing operations. The
format of his profile becomes:

[Printer, print, 1− 20, 38%; 21− 40, 36%; ...181− 200, 1%︸ ︷︷ ︸
10 pairs

. 19082031012...15001︸ ︷︷ ︸
100

]

The last item here records Mike’s last 100 printing operations. We use number
0-9 to represent the 10 groups, i.e. number 0 indicates printing 1-20 pages, num-
ber 1 indicates printing 21-40 pages and so on. Every time when a new record
comes, the earliest record will be discarded. The value of P ′

i can be calculated
immediately from this string by applying equation (2).

The length of the string is variable. It depends on the system’s requirement
and characteristics of each event. As will be explained in the next section, longer
strings may decrease the false positive rate, but at the same time the false
negative rate will be increased and more system resources will be used.
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4 Experiments and Results

By using the Georgia Tech Network Simulator (GTNetS) [12], we created a
simulation environment to test the feasibility and applicability of SUIDS [6]. All
the nodes in our simulations are connected and communicate with each other
through wireless connections, i.e. in an Ad Hoc pattern. The default routing
protocol is DSR [13]. Fig. 1 shows a snapshot of the simulated environment.
The desktop icons represent the head nodes. The PDA icons represent the user
nodes. The rest are service nodes. User nodes in our experiments are mobile. The
mobility pattern is based on the Random Waypoint (RWP) model [12]. Several
types of service nodes were also specified according to their traffic patterns and
parameter characteristics.

Fig. 1. A snapshot of simulated environment

The first experiment we carried out is to examine the false positive rate of
SUIDS and see how the string length affects it. We set the string length from
10 to 100, respectively, and divide the audit data into two parts. The first half
is used to create a user profile and the second half is used to test. Because the
audit data is generated and collected under a consistent circumstance, any alarm
raised during this test will be considered as a false alarm. To get a low false alarm
rate, the value of Q needs to be small.

To investigate each factor’s exact influence on Q, we only take the processing
time into account at this stage. Other factors will be tested in our future work.

Table 1 shows the increment of Q after loading the test data into the system,
with a different string length. We can see that the increment of Q decreases
with the string length increasing. As expected, it indicates that a longer string
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is more accurate to represent the user’s short-term behavior. However, because
the longer string also uses more system resources, we chose the length of 80 as
our investigation sample. Actually other parameters such as a threshold value
also play important roles in determination of the false alarm rate.

Table 1. Increment of Q decreases with the string length increasing

Length Q

20 89.5758
40 42.6789
60 28.7096
80 19.1924
100 13.4959

We use a set of threshold value, from 0.5 to 3.0, to calculate the system’s false
alarm rate. Once the cumulated value of Q exceeds the predefined threshold, an
alarm will be raised and the Q will be set back to zero. The false positive rate
is calculated by:

Rfp =
Na

Ne
(4)

Where Rfp is the false positive rate, Na is the number of false alarms that
have been raised, and Ne is the total number of events that have been checked.
There are total 854 event records in the testing data set. The results are listed
in Table 2.

Table 2. False positive rate (alarms/events). String length=80. Ne=854

Threshold Na Rfp

0.5 32 3.75%
1.0 18 2.11%
1.5 12 1.41%
2.0 9 1.05%
2.5 7 0.82%
3.0 6 0.70%

As we can see, the false positive rate of SUIDS is quite low. Bigger threshold
value shows a less ’sensitiveness’ to the deviations from the user’s long-term
behavior. However, we cannot decide the threshold value yet as it is also related
to the next experiment.

The second experiment is to examine the system’s effectiveness on detecting
anomalies. We generated another set of audit data. This set of data introduces
anomalies or attacks by extending the processing time beyond the normal extent.
The effectiveness of the system is represented by a hit rate. If an alarm is raised
in connection with an event record, this record is regarded as being ’hit’. High
hit rate on anomalous event records is preferred. The equation to calculate the
hit rate is:
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Rh =
Na

Ne
(5)

Where Na is the number of alarms and Ne is the number of malicious events.
There are total 181 anomalous records in this data set. Table 3 shows the ex-
periments results.

Table 3. Hit rate (alarms/events). String length=80. Ne=181

Threshold Na Rh

0.5 172 95.03%
1.0 165 91.16%
1.5 159 87.85%
2.0 157 86.74%
2.5 151 83.43%
3.0 149 82.32%

In most cases, the hit rate must be kept as high as possible since any ignored
attack may cause serious damages to the entire system. The tolerable false alarm
rate depends on the individual requirements. Normally, it is acceptable to have
a false alarm rate is less than 5%. So combining Table 2 and 3, we think in
this case when the threshold value is set to 0.5, SUIDS can achieve the best
performance regarding both measures.

So far, the testing data we used is either pure normal or pure anomalous.
More comprehensive experiments are expected with a data set combining both
normal activities and anomalies. The false alarm rates and hit rates might be
influenced.

5 Conclusions and Future Work

SUIDS is proposed for ubiquitous computing environments. It takes the limited
capability and high heterogeneity of service nodes and high mobility of user
nodes into account. In this paper, we introduced the detection details of SUIDS.
It adopts a string-based method to represent a user’s short-term behavior in
real-time. The experimental results show that with a carefully selected string
length and threshold value, SUIDS can achieve a hit rate of 95.03% with only a
false alarm rate of 3.75%.

The problem with the string-based method is that it may need more system
resources if the length of strings is set too long or there are too many different
types of events. The size of user profiles might be too large to be transferred
frequently.

Our future work includes several directions. Firstly we will focus on refining
of the simulation environments. More security-related factors will be considered
and tested regarding the system’s detection efficiency. Secondly we will try to
establish some more subtle intrusion scenarios as they will help us to test the
system in depth. Last but not least, comparing with other methods such as a
multivariate distance test will help to further improve the performance of SUIDS.
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Abstract. In this paper, we propose a security model that deal with the authen-
tication and authorization problems for home networks. First, we examine exist-
ing researches for home network security and summarize their shortcomings, 
such as bottleneck, single point of failure, and inconvenience of configuration. 
Then, we introduce a new security model making up the previous works’ de-
fects. In the proposed model, we classify the services into three groups based on 
their security sensitivity level, and provide different security mechanism to each 
security level service to make a difference among the protection levels of each 
service (i.e. to provide more secure mechanisms to more important services.) In 
addition to this, we distribute the computational cost for security function to 
each service device while centralize the policy configuration function to central 
device by using authority delegation scheme. Finally, we describe how the se-
curity and convenience are enforced by using our security model. Proposed se-
curity protocols in our model are based on the SPKI/SDSI (Simple Public Key 
Infrastructure / Simple Distributed Security Infrastructure.) and a lightweight 
protocol similar to SPKI.  

1   Introduction 

Home network is the environment on which many intelligent devices are connected 
with each other and provide services which significantly increase comfort, decrease 
energy requirements and assists in sharing and managing resources in a residential 
environment [1,2.] Home networks are connected to the Internet and the services 
provided by home devices are closely related with the residents’ privacy and safety 
(e.g. gas valve remote control, door lock/unlock, home viewer, home banking, and 
remote health care). In these circumstances, the home networks may encounter seri-
ous security problems, such as disclosing of the private information or illegal ac-
cessing to home devices and services. For example, a thief can gather information 
about whether there is somebody at home and can unlock the door, or someone can 
masquerade as a member of the home to use charged services. Therefore, the secu-
rity problems should be carefully considered for home network to be widely  
deployed. 

There were several studies on security for home networks [3,4,5,6], but most of 
the previous works have focused on only authentication and data encryption, and the 
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access control has been largely ignored. However, the access control is one of the 
significant security services at home network in which various users and many kinds 
of services are exist. Some researches, such as UPnP middleware [7], and Echonet 
specification [8], include both of authentication and access control mechanism for 
home network services, but they also have some problems, such as bottleneck, single 
point of failure, and inconvenience of configuration. In this work, we present a new 
security model which is appropriate to home networks.  

The remainder of this paper is organized as follows: Section 2 introduces the char-
acteristics of home networks and the problems of exiting security models. Section 3 
shows the architecture of proposed security model and details the procedure of pro-
posed protocol. Section 4 discusses about how the problems are solved well and the 
performance analysis. Finally, we conclude our paper in section 5. 

2   Background 

 

Fig. 1. The Home Network model 

2.1   The Characteristics of Home Networks 

Home network is connected to the Internet through variable technologies such as 
Hybrid Fiber/Coax (HFC) based on the existing TV cable networks, Digital Sub-
scriber Line (DSL), Integrated Services Digital Network (ISDN) based on phone line 
networks, and Digital Satellite Service (DSS) based on direct broadcast satellite net-
works. The devices in home network are connected also through variable technolo-
gies such as Ethernet, HomePNA, IEEE802.11, Zigbee, PLC. A home gateway is an 
interface device that enables the variable technologies to co-exist and devices to 
communicate through other communication line [10,11]. Fig. 1 shows the general 
home network model. The devices in home network could be logically divided into 
three groups such as a client (C) for user to use the services, a service device (D) that 
provide services to client, and a home gateway (G) that mediate the communication 
between the client and the service device. Clients can be inside or outside of home to 
use the home network services. 
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2.2   Existing Security Models 

The existing security models for home networks can be grouped into two categories, 
based on whether the authentication and access control decisions are made on the cen-
tral device (home gateway) or on distributed devices. 

Centralized security model: In the centralized security model, a client requests ser-
vices to a home gateway and the home gateway authenticates the user and verifies au-
thority of the user. Then, if it is proved that the request is from a valid user, the home 
gateway requests service to the service device which provides the service actually. Fi-
nally, the service device provides service to the home gateway and the home gateway 
relays it to the client who has requested it. [8,9] 

Distributed security model: In the distributed security model, each service device au-
thenticates the user and verifies authority of the user directly. Home gateway only 
connects clients and service devices physically and does not participate in the authen-
tication and access control function. [7] 

The centralized security model has several advantages that more convenient and 
unified security policy could be applied to home networks by using well organized 
technologies like Role-Based Access Control (RBAC) [12], but has shortcomings as 
follows. 

Bottleneck: The home gateway could be a bottleneck because all requests from cli-
ents to services are authenticated and verified at the home gateway. All service re-
quests and responses between clients and service devices are performed indirectly via 
home gateway, although they can communicate with each other directly. 

Super User: The administrator of a home gateway can access all services that service 
devices provide in a home network. Therefore, the privacy of residents could be vio-
lated by the administrator.  

Single point of failure: If a home gateway is compromised by an illegal user, all ser-
vices at home are also compromised. 

The Distributed security model has not above problems but it has also several 
shortcomings as follows. 

Absence of unity and safety: It is hard to construct unified and safe security policies 
because each home resident, who is not familiar with security procedure, have to ad-
ministrate the security policies of his/her own service devices.  

Inconvenience: Unlike the centralized security model, all residents have to know 
about how to configure security policies of each services, and they have to configure 
the policies about dozens of service devices one by one whenever the policy change. 

3   Proposed Security Model 

To solve the problems of the existing security models, we introduce a hybrid security 
model in which a part of the accessing authority to home services are authorized by 
home gateway, and the others are authorized by each service devices, but the verifica-
tion of all client requests are executed on each distributed service devices. We provide 
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two kinds of protocols, one of which use asymmetric key for relatively high perform-
ance devices and the other one use symmetric key for low performance devices. 

3.1   Service Classification 

In our model the services, which the service devices provide, are classified into three 
levels as follows based on the importance of security. 

Critical security: the services that closely related with the service device owner’s pri-
vacy belong to this level. It is not permitted even to the home gateway administrator. 
Only the owner of the service device and a few users, who are allowed to use the ser-
vice by owner, could access these services. Even when the home gateway is compro-
mised by an adversary, the services need to be securely protected. 

Normal security: there are several secret services that the home gateway administra-
tor may access and the authentication and access control decisions are made at home 
gateway. Therefore, if the home gateway is compromised by adversary, the services at 
this level can not be protected. 

No security: the services that do not need to be protected are member of this level. No 
authentication and access control functions are performed for this level. 

3.2   Authorization Certificate 

The proposed protocol for relatively high performance devices uses SPKI certificate 
which is developed for authorization in distributed environment [13]. It supports au-
thority delegation as well as authorization. It consists of following 5-tuple: issuer, 
subject, delegation, authorization, validity. Issuer field specifies the issuer of the cer-
tificate who has created and signed it. The issuer is represented as a public key. Sub-
ject field defines the subject of the certificate, to whom the certificate has been issued, 
or to whom the certificate has been delegated. It is also represented by a public key. 
Delegation field specifies whether the subject of the certificate could delegate the au-
thority specified in the certificate or not. It is represented by a Boolean value, ‘True’ 
or ‘False’. Authorization field specifies the authority that defines the access right of 
subject. It is represented by S-expression. Validity field defines certificate expiration 
date. 

For example, if X wants to authorize Y to use and to delegate R1 and R2 services 
until V date, X may issue SPKI certificate as follows. 

 
<P(X), P(Y), True, (R1,R2), V>S(X) 

 
P(X) represents the public key of X and <M>S(X) represents the signed message 

M with the private key of X. In the Above example, because the delegation field of 
the certificate is True, Y can delegate the authority to other subjects. If Y wants to au-
thorize Z to use R1 service, Y may issue two SPKI certificates to Z as follows. 

 
<P(X), P(Y), True, (R1,R2), V>S(X) and 

<P(Y), P(Z), False, R1, V’>S(Y) 
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If Z requests R1 service and sends above two certificates to X, X performs reduc-
tion rule to make concise one certificate with the two certificate from Z. 

 
<P(X), P(Z), False,AIntersect ((R1,R2), R1), Vintersect ( V, V’)> 

 
AInersect indicates the intersection of given authorities, and VInersect indicates 

the intersection of given validities. Note that a server, X, is the only subject that can 
reduce certificates. 

3.3   Authentication and Access Control with SPKI Certificate 

We assume that the service devices already know the public keys of the home gate-
way and also ones of clients who will be authorized to use Critical security level ser-
vices and the home gateway knows the public keys of all enrolled clients. The public 
keys could be securely distributed by using ID certificate, mobile disk, physical con-
tact, and so on. 

In proposed protocol, each service device issues two kinds of SPKI certificates. 
One is for home gateway to make it possible that the home gateway delegate the au-
thority about Normal security level services to clients (NS_cert). The home gateway 
can delegate the authority described in this certificate to client by issuing new SPKI 
certificate with it (NS_cert’). The other is for clients who are authorized to access 
Critical security level services (CS_cert). The details of the certificates are as follows. 
 
NS_cert: <P(D), P(G), True, AuthNS, VG>S(D) 

 
CS_cert: <P(D), P(C), False, AuthCS’, VC>S(D) 

 
NS_cert’:<P(D), P(G), True, AuthNS, VG>S(D), <P(G), P(C), False, AuthNS’, VG’’>S(G) 

 
P(D), P(G), and P(C) are the public keys of the service device, the home gateway, 

and the client respectively. AuthNS is the list of access rights to Normal security level 
services, and AuthNS’ is a part of the AuthNS. AuthCS’ is a part of the list about ac-
cess rights to Critical security level services. VG, VG’, and VC are the expiration dates 
of each certificate. 

3.3.1   Initialization Phase 
When a service device is installed at a home network, the service device makes and 
sends a NS_cert with their operation list to the home gateway. The operation list is 
needed to make access control policy at the home gateway. 

3.3.2   Issue Phase 
Users must have appropriate certificates to use home network services. In this proto-
col, the issue of certificate is performed at only the first time when the client which 
does not have valid certificates requests a service, because having certificate about 
rarely used services is resource waste.  
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1. User requests a service to a service device. 
2. If the service is one of No security level services, it is directly provided without 

other procedures. If it is not one of No security level services, the service device 
requests client to present appropriate certificate for the service with nonce ND. 

3. The client searches a required certificate and if it fails, the client requests the 
home gateway to issue certificate for the service by sending request message and 
its public key 

4. The home gateway examines the policy to know whether the client is valid user 
for the service or not. If the request is valid, the home gateway issues a certificate 
NS_cert’ for Normal security level services allowed to the client or request 
CS_cert to the service device and transfer it to client for Critical security level 
services. The home gateway sends ND, and private key signature with the CS_cert 
request message to the service device. The CS_cert have to be transferred only 
via the home gateway, not directly to the client because the policy in the home 
gateway is in charge of protecting the service device from miss configuration. 

3.3.3   Exercise Phase 
The client who has an appropriate certificate can use the service by sending it and 
signed request message. The step 1 and 2 are same as Issue Phase. 

3. The client searches required certificate. If it exists, the client makes the service 
request message (ServReq) and signs the messages and ND with its private key, 
and then sends the signed message with the certificate. 

<ServReq, ND>S(C), certificate 
4. The service device checks the signature on the request message with the public 

key on the subject field of the certificate, validates the certificates in the certifi-
cate chain by verifying the signature of certificates, performs reduction rule to 
make concise one SPKI certificate from SPKI certificate chain (in the case of 
NS_cert’), and compares the authority field of certificate with the ServReq mes-
sage. If the request is valid, the service device provides requested service. 

3.4   Authentication and Access Control for Low Performance Devices 

In this section, we propose a lightweight version of prior protocol. We assume that 
each service device and client share pair-wise secret key with the home gateway (KDG, 

KCG), and each service device and the clients who is allowed to use the critical ser-
vices of it also share a pair-wise secret key (KCD). The shared key can be distributed 
by various ways such as PIN number, physical contact, and so on. 

We named the credential used in this protocol ‘ticket’ corresponding to the ‘certifi-
cate.’ In this protocol, there are three tickets, NS_ticket, CS_ticket, and NS_ticket’, 
which correspond to NS_cert, CS_cert, and NS_cert’ respectively. The details of the 
tickets are as follows. 

CS_ticket: <DID, CID, False, AuthCS’, VC> HMAC (KD) 

 
NS_ticket: <DID, GID, True, AuthNS, VG> HMAC (KD) 

 
NS_ticket’: <DID, GID,, True, AuthNS, VG> HMAC (KD), <GID, CID, False, AuthNS’, VG’>HMAC (KDG) 
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DID, GID and CID are the identity of the service device, the home gateway, and the cli-
ent respectively. KDG is HMAC key shared between the service device and the home 
gateway, KD is HMAC key used by the service device and not shared with others. KGC 
is a shared key between the home gateway and the client, and KDG is a shared key be-
tween the home gateway and the service device. AuthNS, AuthNS’, AuthCS’, VG, 
VG’, and VC are all same as ones in previous SPKI certificates. <M> HMAC (K) 
represents signed message M by keyed hash function, and {M} K means that the mes-
sage M is encrypted with key K. 

3.4.1   Initialization Phase 
When the service device is installed at home network, the service device makes and 
sends the NS_ticket with their operation list to home gateway.  

3.4.2   Issue Phase 
Users must have appropriate tickets to use services.  

1. The client requests a service to a service device (ServReq). 
C  D : ServReq 

2. If the service is one of No security level services, it is directly provided without 
other procedures. If it is not one of No security level services, the service device 
requests the client to present tickets for the service (TicketReq) and send a nonce 
ND to the client. 

D  C: TicketReq, ND 
3. The client searches and generates a chain of tickets. If it fails, the client generate 

a nonce NC, and requests the home gateway to issue tickets for the service by 
sending request message (IssueReq), its ID (CID), ND, and NC. 

C  G: IssueReq, CID, ND, NC 

4. The home gateway examines the policy to know whether the client is valid user 
for the service or not. If the request is valid, the home gateway makes NS_ticket’ 
for Normal security level services, generate a session key for the client and the 
service device (K’CD). Finally it makes an encrypted massage (Message 4) and 
sends it to the client. The client forwards the session key information encrypted 
with KGD to the service device. 

In the case of Critical security level services, the home gateway requests the 
service device to issue CS_ticket for the client by sending request message 
CS_ticketReq with ND, CID, and the HMAC sign of those messages. The service 
device validates the request message, makes CS_ticket, generates a session key 
(K’CD), encrypts those with KCD and sends them to the home gateway. And then, 
the home gateway transfers it to client. 

G  C: {NS_ticket’, K’CD, NC, {K’CD, CID, ND} KGD} KCG 
C  D: {K’CD, CID, ND} KGD 

 In the case of Normal security level services 
 
G  D: <CS_ticketReq, ND, NC, CID> HMAC(KDG) 
D  G: {CS_ticket, K’CD, NC} KCD 

G  C: {CS_ticket, K’CD, NC} KCD 
 In the case of Critical security level services 
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3.4.3   Exercise Phase 
The client who has an appropriate chain of tickets can use the service by sending the 
chain and signed request message. The Step 1 and 2 are same as Issue Phase. 

3. The client searches tickets and makes the service request message (ServReq) and 
signs the previous messages by keyed hash function using session key shared be-
tween it and the service device. Then, it sends the signed message with the ticket. 

C ( D: <ServReq, ND> HMAC (K’CD), ticket 
4. The service device checks the HMAC signature, validates the ticket in the certifi-

cate chain by verifying the HMAC signature of the ticket, and compares the au-
thority field of the ticket with the ServReq message. Then, if the request is valid, 
the service device provides requested service 

4   Discussion 

4.1   Security Analysis 

In this section we focus on the lightweight protocol of our security model. SPKI is a 
well-known technology and the security analysis of the certificate can be found in 
[14]. In the proposed lightweight protocol, the service device sends a nonce N

D 
to cli-

ent when it requests the ticket for the services to the client. (Step 2. in 3.3.2) The 
nonce N

D 
is used whole of the step in issue phase and exercise phase. When the client 

request ticket to the home gateway, it sends N
D 

and a new nonce N
C 

with request mes-

sage. Then, the home gateway encrypt the session key K’
CD 

and the nonce together, 

which ensure the freshness of the K’
CD 

as well as its integrity and confidentiality. It 

means that the protocol is secure from exposure of the old session keys. N
D 

is also 

used when the home gateway requests the service device to issue CS_ticket. (Step 4. 
in 3.3.2) The hash value of the request message containing N

D 
ensures the request is 

from the home gateway and not replayed. Finally, in the exercise phase (3.3.3,) the 
hash value of the service request message containing N

D 
also ensures the request is 

from the client and not replayed.  

4.2   Concerns About Previous Works’ Shortcomings 

In this section, we describe how the shortcomings of previous works are solved. 

Bottleneck: In our security model, the central device (home gateway) only partici-
pates on issue phase. The client once has been issued the chain of certificates or tick-
ets could use the service directly without home gateway until the expiration date is 
valid. Therefore, the bottleneck at home gateway is not occurred.  

Super User: The home gateway administrator is able to access only Normal security 
level services and can access Critical security level services only when the service de-
vice’s owner allowed him/her. 
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Single point of failure: Because the access to Critical security level services is man-
aged in each service device, Critical security level services are securely protected 
even if the home gateway is compromised by illegal user.  

Absence of unity and safety, Inconvenience of configuration: By delegating access 
control management of Normal security level services to home gateway, the conven-
ient and unified security policy could be applied to the home network. Beside this, the 
home gateway administrator is able to prevent the owner of the service devices from 
configuration mistaking about Critical security level services by not transferring the 
erroneous (i.e., too many authority is allowed to certain subject) certificate or ticket to 
client. 

5   Conclusion and Future Work 

In this paper, we analyzed the advantages and the shortcomings of the existing secu-
rity models for home networks, and proposed a new one to solve the shortcomings but 
to hold the advantages of previous works. In the proposed mechanism, the services in 
home networks are divided into three groups, Critical security level services, Normal 
security level services, and No security services, based on their required security 
level. Only owner and a few users whom the owner authorizes can use Critical secu-
rity level services which are the most important ones, and the home gateway adminis-
trator can authorizes users to access other services by constructing the security policy 
on home gateway and issuing the SPKI certificate or SPKI like ticket to valid clients. 
By using our protocols to delegate authority about Normal security level services to 
home gateway, the centralized security policy could be applied in home gateway but 
the load of authority verification could be distributed to each service device.  

The home network is evolving to the ubiquitous networks. In the ubiquitous com-
puting environment, there will be a lot of smart space domains and there also will be 
large amount of new security problems. The development of security framework that 
provides convenient user and device authentication and authorization in multi-domain 
environment is required for the ubiquitous services. 
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Abstract. Broadcast encryption schemes are applied to transmit digital infor-
mation of multimedia, software, Pay-TV etc. in public network. Important thing 
is that only user who is permitted before only must be able to get digital infor-
mation in broadcast encryption schemes. If broadcast message transfers, users 
who authority is get digital information to use private key given in the advance 
by oneself. Thus, user acquires message or session key to use key that broad-
caster transmits, broadcaster need process that generation and distribution key 
in these process. Also, user secession new when join efficient key renewal need. 
In this paper, introduce about efficient key generation and distribution, key re-
newal method. Take advantage of two technique of proposal system. One is 
method that server creates key forecasting user without user's agreement, and 
another is method that server and user agree each other and create key. Advan-
tage of two proposal system because uses a secret key broadcast message de-
cryption do can and renewal is available effectively using one information 
whatever key renewal later.  

1   Introduction  

The broadcast encryption method has been recently applied to the transmission of 
digital information such as multimedia, software, pay TV, etc. As one of the key pro-
viding methods, the public key method uses a single group key to encode the session 
key and an infinite number of keys for decoding. As such, the server encodes the 
session key and enables each user to decode it using different keys. In the broadcast 
encryption method, only previously authorized users can gain access to digital infor-
mation. When broadcast message is transmitted, authorized users can first decode the 
session key using the previously given private key and get digital information using 
this session key. In short, broadcast encryption involves generating, distributing, and 
renewing keys.  

This paper introduces the method of generating, distributing, and renewing keys ef-
ficiently. The proposal uses 2 methods: (1) the server generates keys without the con-
sent of users by anticipating users, and; (2) the server and users generate keys by 
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mutual agreement. The advantage of the two proposed schemes is that the receiver 
can decode broadcast message using a secret key.  Even if the key is renewed later, 
the user can efficiently renew using only a single set of information. In the Proposed 
Schemes, key renewal factor is added for fast key renewal. This allows easy key re-
newal and provides users with renewal values even in case of new subscription or 
withdrawal. This paper briefly introduces application methods in broadcast encryp-
tion, goes through the existing methods, and discusses each stage of the Proposed 
Schemes. Likewise, the protocols of each stage are explained. Proposed Schemes are 
also reviewed through comparison analysis between the existing methods and the 
Proposed Schemes. Finally, the conclusion is presented.  

2   Overview of Broadcast Encryption and Ad-Hoc Network 

2.1   Overview of Ad-Hoc Network 

We envision ad-hoc networks to be formed by nodes without any prior contact, trust, 
or authority relation. This precludes any pre-distributed symmetric keys or a reliable 
(external) PKI supported by all nodes. We assume that all nodes are resource-
constrained in energy, bandwidth, computational ability, memory, and possibly long 
term storage as well. We pay particular attention to energy utilization, since this is 
often the most severe constraint. Also, the energy required to transmit/receive mes-
sages in a wireless network can be equivalent to the energy used by several thousand 
cycles of the CPU. When sending messages, the energy consumption arises from the 
need to transmit a sufficiently powerful signal for good signal/noise ratio, while for 
receiving messages, the energy consumption comes from the signal processing neces-
sary to decode a spread-spectrum signal. We also assume that nodes are mobile and 
that due to this and other environmental conditions the topology of the network can 
change frequently; thus, some nodes may be unreachable for some of the time. The 
nodes are also assumed to have low physical security; i.e., we assume they can easily 
stolen or otherwise compromised by an adversary.  

2.2   The Current of State of Ad-Hoc Network Security 

Ad-hoc network security research often focuses on secure routing protocols, which 
form an essential component of security in ad-hoc networks. However, all such rout-
ing schemes known to us neglect the other crucial challenge in ad-hoc security: key 
establishment and distribution. Protocols such as ARAN, Ariadne, SEAD, SPINS, and 
SRP all assume the pre-existence and pre-sharing of secret and/or public keys for all 
(honest) principals. This leaves ad-hoc key management and key distribution as a 
wide open problem. Intuitively, this should not be very surprising, as the distribution 
of keys in networks often mirrors trust (or authority) relations in the real world, and 
ad-hoc networks may not have any pre-existing trust relations. A new mechanism is 
needed that can accommodate the new trust scenarios in ad-hoc networks. Only re-
cently have approaches for key distribution in ad-hoc networks been proposed Zhou 
and Haas introduce the idea of distributing a certificate authority (CA) throughout the 
network, in a threshold fashion, at the time of network formation. This CA would 
allow trust relations to be created in the network while also being resilient to some 
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intrusions, malicious insiders, and breaks in connectivity. However, Zhou and Haas 
do not address the resource limitations of devices in ad-hoc networks. Public-key and 
threshold cryptography are (in general) computationally expensive and need to be 
tailored to the resources and constraints of low-power devices. A key management 
and distribution scheme that is efficient enough to be feasible for resource-constrained 
devices can provide the infrastructure needed by protocols for secure ad-hoc routing 
and can therefore enhance the set of services available for securing ad-hoc networks. 

2.3   Application Methods 

Broadcast encryption is based on two models. Although there are some differences 
between the applied models, each of them will be discussed.  
This method involves generating/distributing keys using information between the user 
and server. This is similar to the existing multicast method, since the message pro-
vided is determined by the previous user group. The only difference lies in the trans-
mitting method. The user participation time may be included in the key generating 
time, since it requires user participation in the process of key generation. Unlike the 
abovementioned method, the server in the second applied model generates keys.  

The server generates keys by anticipating user participation at its own discretion. 
This method enables quick creation and renewal since the server generates all users’ 
keys without their consent. In case the server becomes the target of attacks or other 
vicious purposes, however, it becomes very vulnerable. 

3   Conventional Scheme – Narayanan  

The Narayanan method suggests a practical paid TV scheme based on RSA, which 
has the ability to trace vicious users. The method of tracing vicious users can be car-
ried out using the following principle: 

When composing n  number of )1( +t  vectors 
nXXX ,,, 21
 with linear combination of arbi-

trary number of )( ts <  vectors, there is a high probability of finding the correct vectors used. 

3.1   Protocol of the Narayanan Scheme  

Assume one contents provider broadcasting in m  number of channels and n  number 
of users. Protocol is divided into seven algorithms such as Setup, AddStream, Ad-
dUser, Broadcast, Receive, Subscribe, and Unsubscribe.  Whether or not users receive 
channels can be displayed with Subsc and a nm×  matrix. If user

jU  is registered at
iS , 

the value of ],[ jiSubsc  is 1.Otherwise, if the user is not registered, the value is 0. 

Algorithm Setup 
The contents provider generates the following variables:  
When { })(,,2,1,, NRdRpqN r ϕ≤= , tr +≤≤ 41 . P and q  are larger prime numbers, 

and R  is a random value. p , q , and d  are composed as secret keys of the contents 

provider. In turn, the contents provider opens the public key (N). 
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Algorithm AddStream 
The contents provider randomly choose 

*Ni Zg ∈  to add new channel stream 
iS to the 

system and sets up ],[ jiSubsc  to set all j  to 0; thus preventing the opening of the 
ig  

value. 

Algorithm AddUser 
The contents provider chooses ),,,( )4(21 jtjj eee +

, which satisfies +

=

+Φ=
4

1

1)(
t

r
rrj NRde . 

At this time, 
jU receives the decoding device (Set-Top Terminal) that stored the 

secret key in the safe memory. The secret key of 
jU  will be ),,,( )4(21 jtjj eee +

. 

Algorithm Subscribe 
When user 

jU  subscribes to service 
iS , the contents provider transmits je

ig 1  to 
jU  

and changes the ],[ jiSubsc  value to 1. 

Algorithm Unsubscribe 
When user 

jU  unsubscribe to iS , the contents provider sets 0],[ =jiSubsc . Simi-

lar to the AddStream algorithm, the contents provider chooses a new 
ig  value and 

transmits je
ig 1  to all users who have the value 1],[ =jiSubsc . 

Algorithm Broadcast 

To transmit message M  to channel stream iS , the contents provider randomly 

chooses value x  as a value smaller than ( )NΦ  and transmits encrypted data 

),,,,( 421 += tCCCxC  as 4
4

2
2

1
1 ,, +

+ === dt
t

dx
i

d MCMCgMC . 

Algorithm Receive 
User 

jU  determines 
jrj xe

i

t

r

e
r gC 1/

4

1
∏

+

=

 using secret key ),,,( )4(21 jtjj eee +
 to decode en-

crypted data ),,,,( 421 += tCCCxC , which is transmitted to channel stream
iS . User 

jU  

restores contents data M by going through this process.  

MMgC NRxe

i

t

r

e

r
jrj == +Φ

+

=
∏ 1)(

4

1

1/ . 

Problems of the Narayanan scheme 
The Narayanan scheme requires the traffic of ),,,,( 421 +tCCCx  per channel. Since 

traffic is related to the number of channels, increasing number of channels can also 
cause heavier traffic. In addition, despite managing to find traitor

jU , the contents 

provider has to distribute a new secret key to all subscribers again except 
jU  to dis-

qualify
jU . 

4   Proposed Scheme 

Methods for efficient key renewal are proposed in a situation wherein existing 
users unsubscribe and new users subscribe. The proposal is the server generates 
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and distributes keys for encrypted communication, anticipating users without their 
consent. 

4.1   Overview of Proposed Schemes 

This section presents an overview of the Proposed Schemes. Figure 1 is a classifica-
tion of scenarios that can occur using the Proposed Schemes. The scenario is com-
posed of the basic flow, renewal flow, new process flow, leaving flow, and flow of 
false user anticipation. The proposal can be classified into three large parts depending 
on the scenario: key generation and distribution, broadcast message generation, and 
key renewal. Similarly, two Proposed Schemes can be applied to the entire flow. 
Differences are only found in the initial key generation and distribution part through 
server anticipation and users; the rest proceeds in the same manner. 
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Fig. 1. Proposed Scheme Whole Flows 

In addition, the first method in the proposal has the following features: (1) the user’s 
private key is generated by the server; (2) persons other than the user cannot decode 
the broadcasting message, and; (3) renewing keys is easy, which is important when 
new subscribers subscribe and existing users unsubscribe. On the other hand, in the 
second method, the user’s private key is generated only upon obtaining the user’s con-
sent. When many users gather, the server generates a public key. Through the public 
key, the encrypted broadcasting message is transmitted. Likewise, subscribing and 
unsubscribing can take place easily by deleting the information provided by the user. 

4.2   System Coefficient 

The following is a description of the system coefficient used in this method:  

p : Prime number( bit512≥ ) q : Prime number( ( )1|160 −≥ pqbit ) 

l  : Number for Personal Key Generation o  : Security parameter 

kdd ,,1
 : List of Personal Decryption Key 
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M  : Message S  : Session Key 
k  : User e  : Public Encryption Key 

ir  : Set of Random Number (
pi Zr ∈ ): ( )krr ,,1

, - 1r
i gh =  

khhy ,,, 1
 : Public Key: 

∏
=

=
k

i

a
i

ihy
1

 aTyorSMB )(= , 
∏

=

=
k

i

a
i hH

1
1

 

)( i
iid γθ ⋅= ( )Γ∈)( iγ : 

k1 ,, γγ=Γ  a : Random Element(
qZa ∈ ) 

C : Broadcast message: >>=<=< k
a
k

aaT HHBhhyorSMC ,...,,,...,)( 11
 

ia  : Random Number (
qi Za ∈ ) ( )kaa ,,1

 

T : Element for Key Renewal (
qk Ztt ∈,...,1

), 
kttT ⋅⋅= ...1

 

b : user’s generated public information(
pZb ∈ ) 

ζ : User is random choose value Ξ : Stored User of  ID  

CD: Center Divice 

4.3   Proposed Protocol 

1) Key generation and distribution stage 
Key generation is processed by the server. The generation and transmission of the 
private and public keys will go through the following process: 

Step 1. The center device anticipates other devices and randomly chooses string ac-
cordingly. 

ki ,,1=  prediction  
ir  row choose (1) 

Step 2. Based on this chosen string, the center device generates the values required to 
produce the public key. 

qgh ir
i mod=  Compute, Public Key 

khhy ,...,, 1
 

T  Generated For renewal: 
kttT ⋅⋅= ...1

 

(2) 

Step 3. The center device produces the public key using the created value h  and 
calculates the private key.  

qrtar
k

j
jj

k

j
jjji mod/

11

=
==

γθ
 (3) 

Step 4. The center device transmits the generated private key id  to other devices. 

iiid γθ ⋅=  (4) 

Step 5. The other devices acquires iθ  from the received id . 

iiiid γγθ /⋅=  (5) 

2) Center Device broadcast message generation stage 
Broadcast messages can be transmitted by encrypting the session key with the encrypted 
message and encrypting the message itself. Both methods are described as follows: 
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Step 1. The center device calculates by encrypting message M  or session key S . 

Step 2. The center device randomly chooses factor a , operates key renewal factorT , 
and uses both random factor and renewal factor to produce a message. 
Step 3. The center device produces and transmits the broadcast message. 

( ) >=< a
k

aaT hhySMC ,,, 1
 (6) 

Step 4. The received message acquires message M  or session key S  using the pri-
vate key. 

( ) iUCSM θ/= , ∏
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( ) ( ) aTaT yySMSM /⋅=  

(7) 

3) Other devices broadcast message generation stage 
Broadcast messages can be transmitted by encrypting the session key with the en-
crypted message and encrypting the message itself. Both methods are described as 
follows: 

Step 1. The center device calculates by encrypting message M  or session key S . 
Step 2. The center device randomly chooses factor A , and uses both random factor 
and renewal factor to produce a message. 
Step 3. The other devices produces and transmits the broadcast message. 

( ) >=< A
k

AAT hhySMC ,,, 1
 (8) 

Step 4. The received message acquires message M . 
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=
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aTaT yyMM /⋅=  

(9) 

4) Key renewal stage (center device key renewal stage) 
In case of existing other devices who unsubscribe or new other devices who sub-
scribe, the following process is carried out: 

Step 1. Device i  requests for withdrawal. 

Step 2. The center device removes i ’s renewal factor from renewal factorT  to update 
existing other devices’ private keys. 
Step 3. After removal, the server renews private keys and re-transmits them to other 
devices. 

( ) ′=⋅⋅ −
ii

i
i dt 1γθ  (10) 
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Step 4. Users get broadcast message using the renewed keys and acquire message by 
decoding the encrypted message as follows: 
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5   Comparison Analysis Between the Conventional Scheme and 
Proposed Scheme 

This paper proposes the broadcast encryption method, which is more efficient than the 
existing method in generating and renewing keys. The stability of the Proposed 
Scheme is based on discrete algebra issue. Compared to the existing method, the Pro-
posed Scheme achieves efficiency in user participation, key renewal, user withdrawal, 
or operating amount. In this section, the efficiency of the Proposed Scheme is pre-
sented vis-à-vis the existing method. 

User participation 
In the existing method, the server anticipates users, generates keys in advance without 
user participation, and provides and distributes them to new users who subscribe. In 
this method, when an attack is made on the server itself, all keys created by the server 
can be affected. 

Key renewal 
In the existing Key Pre-distribution Scheme (KPS), message is transmitted as en-
crypted using this scheme after the key is generated and distributed. When the session 
is closed after the user checks the transmitted message, a key is newly produced and 
transmitted. If an attack is made on the key, all keys will be re-generated instead of 
merely renewing them. In the Proposed Scheme, however, keys are ready to use after 
renewing the existing users’ keys in case of subscription or withdrawal. 

Re-operation due to false prediction error 
In the existing method and the Proposed Scheme - I, the server should set up and 
control the system. If the server controls flexible users, the anticipation of users 
should be carried out correctly. Therefore, the server should implement re-operation 
or additional operation in case initial anticipation fails. In the existing method, how-
ever, there is no such operation in case of failure of user anticipation. In the Proposed  
Scheme, user anticipation can be achieved smoothly through a simple operation like 

rg
 when the server configures the system. Likewise, random number r  can be gen-

erated on
pZ . Problems can also be solved by giving numbers larger than the expected 

number of users in advance. 
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6   Conclusion 

Broadcast encryption is used to provide contents only for authorized users on the open 
network. Except authorized users, nobody can obtain messages from the broadcast 
message; authorized users can obtain the session key, with the private key transmitted 
in advance. This paper proposes the method of generation, distribution, and renewal 
of private key and suggests an easier way of renewing after users’ requests for with-
drawal or process of the server’s withdrawal for existing users. Further studies on user 
tracing and key cycling are recommended. 
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Abstract. Ad hoc network is the network which can be considered with-
out a pre-constructed infrastructure, and a mobile node can join the
network freely. However, the participation of the mobile nodes to the ad
hoc network brings up much burden of re-computation for new routes,
because it leads to losing the connection frequently. Therefore, it needs
authentication against the mobile nodes. To make that possible, we have
two methods: single Certificate Authority(CA) and distributed CA. In
the case of single CA method, the wireless network can be collapsed ow-
ing to expose the CA, but still the distributed CA method is a little safer
than previous one because it needs attacks toward a lot of CAs to col-
lapse the network. We can consider secret sharing scheme as the method
that constructs the distributed CA system, but it is weak when the net-
work size is too large. In this paper, we suggest hierarchical structure for
the authentication method, and show the results of simulation.

Keywords: Ad Hoc Network Security, Authentication, Certificate Is-
suing.

1 Introduction

Various researches have been considered to solve the ad hoc network security
problems, and most of the studies focus on how to exchange key between nodes,
and how to transmit the data though secure paths[6][7]. Also, threshold cryp-
tography has been adopted to construct the “distributed CA” by distributing
private keys to several nodes[2]. In this case, public key information must be
signed by at least threshold numbers of partial keys and then, they must be
combined to make a valid certificate for some global public key. However, if this
model is adapted, it might lead to some problems in large-scale network, be-
cause it brings up an amount of overhead to request partial certificates from
whole nodes in the network.
� Corresponding author.
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In this paper, we suggest an efficient method to implement distributed CA
using the hierarchical grid structure. When a node participates in the network,
it is issued a certificate by nodes in the smallest grid, not in the whole network.
To transmit data to the other nodes, a node checks whether the target node
is in its group(grid) or not. If not, the node should increase grid level to the
smallest level where these two nodes reside in that same grid. It would be more
efficient than certificate issuing method by the whole network because we can
take advantage of locality in communication. We will describe this method in
section 2 and prove the efficiency by simulation in section 3.

2 Proposed Authentication Protocol

The basic routing technique which we used in our scheme is Grid Location
Service[1]. We add some processes to perform the certificate issuing function.
A node needs its own public and private key pair, and has to obtain the infor-
mation of the group which it is going to join in from its neighbor nodes before
it participates in the network. If the nodes know the information about dealer
node, they can obtain a group list and share values from a dealer node. The
node should obtain signed public key information as a certificate from the nodes
in its group list before it sends out some data. If the destination node does not
belong to its group, the node should obtain larger group’s node list for com-
munication such that both the source and the destination should belong to the
same group.

2.1 Packet Type and Share Holding Table

Some new packet types are needed for performing certificate issuing process in
the existing grid location service scheme [1]. Packet types can be classified by
type for obtaining group share or certificate.

Certification Time

Option Field

Message Type

Pre-Defined Message

Packet Format

. SHARE_REQUEST

. SHARE_RESPONSE

. SHARE_INIT_REQUEST

. SHARE_INIT_RESPONSE

. SHARE_UPDATE

. SHARE_FAIL

. CERT_REQUEST

. CERT_RESPONSE

. CERT_UPDATE

Fig. 1. Packet Format
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The Packet for Obtaining Group Share

- SHARE REQUEST: the message for requesting the information including
share about its group from neighbor nodes.

- SHARE RESPONSE: the message for responding to SHARE REQUEST mes-
sage containing Dealer ID.

- SHARE INIT REQUEST: the message for requesting establising a group with
neighbor nodes.

- SHARE INIT RESPONSE: the message for responding to SHARE INIT
REQUEST.

- SHARE UPDATE: the message for sending the changes of a group to the
group members.

- SHARE FAIL: the message for notifying that a node has no information to
SHARE REQUEST message.

The Packet for Obtaining Certificate

- CERT REQUEST: the message for requesting a signed message to a node’s
certificate from its group members.

- CERT RESPONSE: the message for responding to CERT REQUEST and in-
cluding partially signed message.

- CERT UPDATE: the message for notifying the update of expired certificate.

Share Holding Table

GROUP-HIERARCHYItem 1 Node List Node�s Share Value Group Establishing Time

GROUP-HIERARCHYItem 2 Node List Node�s Share Value Group Establishing Time

GROUP-HIERARCHYItem 3 Node List Node�s Share Value Group Establishing Time

...... ... ... ...

GROUP-HIERARCHYItem n Node List Node�s Share Value Group Establishing Time

Fig. 2. Share Holding Table

Share Holding Table. Every node needs the structure called “Share Hold-
ing Table” like in figure 2 for keeping secret shares of each group. “GROUP-
HIERARCHY” is a group’s ID that is based on x and y axis and is unique
value. “Node List” contains nodes’ IDs that belong to the order indicated by the
value of GROUP-HIERARCHY. Each node can request a certificate from the
group members, and then it can communicate to the others using that value.
“Node Share Value” can be taken from the dealer node of a group, and a node
uses it when the others request signed messages. “Group Establishing Time”
is the time value when the owner of the table has joined in the corresponding
group and received the share.
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2.2 Protocol

At the beginning, a node should prepare its own public and private key pair to
use it in the network. Our protocol consists of two phases. The first phase takes
place when a node obtains the share value of the group, and the second phase
takes place when the node obtains the certificate from the other nodes using the
value. A node should obtain the certificate of the group for communicating with
the other nodes, and the certificate also must be recognizable by the destination
node. To do this, a node performs the following share acquisition procedure and
the certificate acquisition procedure for the grid of order 1 whenever it joins the
network. Also, when it sends out some data and the destination node does not
belong to its group, the source node should obtain larger group’s node list for
communication such that both the source and the destination should belong to
the same group. In the worst case, the common group might be the world grid.
In the following protocol description, the dealer node takes part in the protocol,
but the dealer node can be removed from the protocol because the dealer can
be distributed over all the nodes if the secret sharing scheme is homomorphic.

Share Acquisition Procedure. A node should obtain the information of the
group that it is going to join in before being issued a certificate. The information
can be inserted into Share Holding Table of the node. The share acquisition
procedure is as following :

A sender decides the order’s #Order so that both sender and receiver may
belong to the same grid of #Order. For obtaining the information about the
group, the node broadcasts SHARE REQUEST message to neighbor nodes. Re-
ferring the Share Holding Table, they respond with SHARE RESPONSE if they
have the information about their group, or respond with SHARE FAIL if they
do not have. If the node receives SHARE RESPONSE message, it should reg-
ister itself to its group’s dealer node. And then, the node can obtain group
list and share value from SHARE UPDATE message from the dealer. If the
node receives SHARE FAIL message, it has to send SHARE INIT REQUEST
message again for establishing a group with neighbor nodes. If a node receives
SHARE INIT REQUEST message, it should relay that message to neighbor
nodes and make the neighbor nodes send SHARE INIT RESPONSE message
to the first issuer of SHARE INIT REQUEST. By sending SHARE UPDATE
to all nodes of concerned group, a dealer node should update their Node List
when a new node arrives.

Certificate Acquisition Procedure. After the share acquisition procedure,
a node can do certificate acquisition procedure as in the following : If a node
receives the information about a group, it should obtain the certificate which is
used in the group. The node sends the message including its own public key to
the other nodes in the group as CERT REQUEST message. If the other nodes
receive that message, they should sign the message by their partial private key
for the group and return it as CERT RESPONSE message. If a certificate is
expired after the node obtains the certificate, the node should notify neigh-
bor nodes that the node needs new certificate by CERT UPDATE. By sending
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CERT UPDATE, a node should update its certificate from the node of the con-
cerned group when the time of the certificate is expired. By performing the share
acquisition procedure and the certificate acquisition procedure, the sender can
obtain a certificate that is verifiable by the receiver.

3 Simulation and Results

We used the discrete network simulation tool called NS-2 for our simulation and
the scenarios of the simulation have two cases: non-mobility and mobility. We
compared with two methods, authentication method by whole network(named
“Entire”) and by group network(named “Grid”) in each scenario. “Grid 1” is
the case when the nodes communicate in order 1. “Grid 2” is the case when
the nodes communicate in order 1(50%) and order 2(50%). “Grid 3” is the case
when the nodes communicate in order 1(30%), order 2(30%), and order 3(40%).
“Random” is the case when the nodes randomly communicate in all orders.

We performed this simulation using 100 mobile nodes for 400 seconds.

3.1 Non-mobility Case

Total Control Packet. The amount of total packets is shown in figure 3. A
lot of control packets for issuing a certificate are required to issue a certificate in
the beginning of Entire case because share acquisition and certificate acquisition
procedures are required before the first transmission of data. On the other hand,
small numbers of packets in Grid method are required because only the nodes
in the grid that covers both sender and receiver involve in the certificate issuing
procedure. Also, Grid method consumes shorter time than Entire method before
transmitting data after certificate issuing.

Control Packets for Certificate. The amount of control packets for issuing
certificate per unit time (second) is shown in figure 4. After a certificate issuing is
completed in the beginning, the nodes keep generating the packets for updating
certificates. Grid method requires short time, about 5 ∼ 6 seconds, but the Entire
method requires longer time about 30 ∼ 40 seconds for initial certificate issuing.

Accumulated Total Packets. Figure 5 shows the number of accumulated total
control packets in the time. We could notice the big difference in the amount of
packets used in Grid and Entire method from the figure.

3.2 Mobility Case

Threr is no big difference between the Non-mobility and mobility cases, even
though the result was different from our expectation. This unexpectation might
be because of following reasons : nodes generate a lot of packets to be issued a
certificate at the beginning because they have no information about the groups,
but a lot of nodes which obtain the information can serve it to the other nodes.
Therefore, we might be able to say that the mobility of nodes hardly have an
influence on the amount of the total control packets of all nodes.
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(a) Grid 1 vs Entire (b) Grid 2 vs Entire

(c) Grid 3 vs Entire (d) Grid Random vs Entire

Fig. 3. Total Control Packets

(a) Grid 1 vs Entire (b) Grid 2 vs Entire

(c) Grid 3 vs Entire (d) Grid Random vs Entire

Fig. 4. Control Packets for issuing a certificate
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(a) Grid 1 vs Entire (b) Grid 2 vs Entire

(c) Grid 3 vs Entire (d) Grid Random vs Entire

Fig. 5. Accumulated Total Packet

3.3 Certificate Issuing Latency

Certificate Issuing latency is the time to be measured for taking certificate before
data transmission. It is from the moment when a node requests a group share till
a node obtains messages signed by partial private keys from over 50% of nodes
that have received requesting messages. This result shown in figure 6 seems to
be based on two reasons. At first, it has difference because the time for a node
to obtain a group share is faster than the time required to obtain a certificate.
Secondly, if dealer node is changed while a node is obtaining a certificate, the
node should obtain a new group share from changed dealer node and it should
perform the certificate issuing procedure again.

4 Conclusion

In this paper, we discussed how to construct a distributed CA efficiently using
grid location service scheme. Existing the secret sharing methods can construct a
distributed CA using a partial private key in ad hoc network, but it has a problem
in that it costs long delay for issuing a certificate. It brings up the result that
it wastes network resources, because a node should involve in certificate issuing
procedure even though it does not want to communicate with others.

We solved that problem using a hierarchical grid for constructing a distributed
CA. Using our scheme, delay and traffic can be shorter and less than the entire
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Fig. 6. Average certificate issuing latency of Entire and Grid method(unit: sec)

method in the beginning of the network operation. We expect that our scheme
can be applied as a certificate issuing framework for other different wireless
network systems.
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Abstract. We propose a new centralized hierarchical group key management
protocol for a ubiquitous computing environment. The proposed scheme only
uses XOR and hash operations during group key updates. Moreover, the order
of the total message size sent during key updates is O(logn), where n is the size
of the group. As a result, our scheme is very practical, scalable, and well suited
for low-power mobile devices. We have also proved the security of our proposed
protocol.

Keywords: group key management, centralized hierarchical scheme, ubiquitous
computing.

1 Introduction

If a user wants to transmit an identical message to n users, the user can significantly
save the network bandwidth by using the IP multicast. In this case, a single copy of the
message is transmitted instead of n copies of the same message. However, if a user has
to securely transmit an identical message to n users, a single cryptographic key must be
shared between n users to take advantage of IP multicast. Various secure group commu-
nication mechanisms have been introduced to solve this problem [1]. These mechanisms
can be categorized into centralized [2, 3], decentralized [4], and distributed schemes [5],
depending on whether a single trusted server, multiple servers, or none is/are used to
manage the group key, respectively. Most of the works have concentrated on solving
dynamic membership change that preserve forward and backward secrecy efficiently.
Most of them, however, do not consider the limitation of mobile computing environ-
ment. Forward secrecy means that members withdrawn from the group cannot obtain
future group keys. Backward secrecy means that newly joined members cannot obtain
past group keys.

Recent works on group key management are more focused on distributed schemes.
However, in a ubiquitous environment, centralized schemes are more appropriate than
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distributed schemes because of the cost involved. For example, TGDH scheme [5],
which is a typical distributed scheme, requires a vast number of exponentiations. Re-
cently, Bresson et al. have introduced a centralized scheme suitable for low-power mo-
bile devices [6]. However, it requires n unicasts each time a user joins or leaves. In
this paper, we propose a new centralized hierarchical group key agreement protocol
that is more efficient and scalable than Bressen et al.’s scheme with respect to network
bandwidth usage. We have reduced the order of the size of the multicast messages sent
during key updates from O(n) to O(logn). Moreover, our scheme does not require any
public/secret key operations during key updates. Our scheme only uses XOR and hash
operations.

The rest of the paper is organized as follows. In section 2, we will review some
related works. In section 3, we will introduce our scheme in detail and full analysis of
our scheme will be given in section 4. Finally, we will conclude our work in section 5.

2 Related Work

In this section, we will briefly review centralized hierarchical schemes [2, 3] and Bres-
son et al.’s scheme [6]. In centralized hierarchical schemes, a single trusted server is
used to manage the group key. We will call this server GKM (Group Key Manager).
Generally, centralized hierarchical schemes use logical binary key tree. There is a key
associated with each node in the tree. The key associated with the root node is used
as the group key. Each member is associated with a leaf node of the tree. In LKH
scheme [2], each member has to maintain keys associated with each node along the key
path. Key path is the set of nodes along the path from a leaf node to the root. In OFT
scheme [3], each key associated with internal nodes is computed using the left(KL) and
the right(KR) child key as follows: K = H(H(KL)||H(KR)), where H(KX ) is the blind
key of the key KX and H is a collision-resistant hash function. In this scheme, each
member maintains its key and the blind keys of its co-path. Co-path of a leaf node is
the set of sibling nodes of the nodes included in its key path. In both schemes, the keys

Fig. 1. Bresson et al. scheme
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or the blind keys changed during key updates were sent encrypted. These centralized
hierarchical schemes require a multicast message of size in O(logn) to update group
keys, where n is the size of the group.

In Bresson et al.’s scheme, which is depicted in Fig 1, each user i chooses a private
key xi ∈ Z

∗
q, and computes the corresponding public key yi = gxi before joining the

group, where g is a generator of multiplicative group of prime order q. These keys
are only used in computing the group key. Each user i sends yi and Sigi(yi) to the
GKM, where Sigi(M) denotes user i’s signature on M. The GKM verifies signatures of
users and computes αi = yxS

i , where xS is the private key of the GKM. The GKM then
computes the group key K = H(c||α1|| . . . ||αn), where c is a counter and n is the total
number of users. The counter c is incremented each time the group key is updated. The
GKM sends Ki = K⊕H1(c||αi) to each user. Each user can obtain the group key since
they can compute αi = yxi

S , where yS = gxS is the public key of GKM. This process is
repeated each time a user joins or leaves the group. As a result, Bresson et al.’s scheme
always requires n unicasts to update the group key.

3 Our Group Key Agreement Scheme

Our scheme is centralized hierarchical scheme which combines ideas from centralized
key hierarchical schemes and Bresson et al.’s scheme.

3.1 System Setup

We assume that GKM shares a symmetric key with each members. We will denote Ki

as the key shared between GKM and user i. We assume that GKM securely authenti-
cates each user before allowing the user to join the group. During this process, the user

Fig. 2. Initial Logical Key Tree
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establishes a long-term key with the GKM. Our scheme does not use any asymmetric or
symmetric key operation during group key updates. However, our system may require
means, that may include public key operations, to authenticate users before allowing
them to join the group. The mechanism used for this purpose is omitted in this paper.
Initial group key is computed as follows.

– Step 1. The GKM constructs a complete binary tree that has n leaf nodes, where n is
the size of the current group. Fig 2 depicts the logical binary tree containing seven
members. Each member is associated with a single node and this node will be called
the member node. Here, H : {0,1}∗ → {0,1}|K| denotes a collision-resistant hash
function, where |K| is the length of the key, || denotes bitwise concatenation, and
⊕ denotes XOR operation. One key, denoted as KX , and two blind keys, denoted as
LX and RX , are associated with each internal nodes. GKM computes all the blind
keys in the following way.
• It first randomly selects the node key. The cost of randomly selecting the key

can be reduced by computing the key KX = H(c||KL||KR), where KL and KR

are the left and right child node key, respectively.
• Blind keys of the node are computed by XORing the node key with a hash

value computed using the child node key and a counter c. See Fig 2 for the
actual equation used to compute the blind keys.

– Step 2. GKM multicasts all the blind keys with the tree information in a single
message to all members.

– Step 3. Each user retrieves blind keys related to each user from the message. Each
user requires a single blind key from each node on its key path. Then each user
computes the group key. For example, user 1 in Fig 2 computes the group key KG

using the following equations:

K12 = L12⊕H(c||K1),
K14 = L14⊕H(c||K12),
KG = LG ⊕H(c||K14).

Therefore, a user require maximum d XOR and d hash operations to compute the
group key, where d is the height of the tree.

3.2 The Join Protocol

The join and leave protocol are both similar to TGDH protocol of Kim et al.’s [5].
When a member wants to join the group, it contacts the GKM and authenticates itself
to it. If the GKM decides to allow the user to join the group using some pre-established
policy, it establishes a symmetric key with the user. The protocol used to establish the
symmetric key is omitted in this paper. It then use the following protocol to update the
group key.

– Step 1. It determines the insertion node in the tree. The insertion node is the shal-
lowest rightmost node, where join does the increase the height of the tree. If the
tree is a full binary tree, the new member joins at the root to reduce computation
and communications cost. This is shown in Fig 3.
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Fig. 3. Tree Updating in Join Operation. K14 in the right tree is equal to KG in the left tree.

– Step 2. The GKM updates all the keys and blind keys of nodes on the key path of
the insertion node. The counter c is increased and is used to compute the blind keys.
This is required to preserve backward secrecy. In Fig 3, although the new user can
compute H(c′||K14), it cannot obtain K14, which is the previous group key, from it.

– Step 3. The GKM multicasts all the new blind keys in a single messages to all the
members including the newly joined member.

3.3 The Leave Protocol

When a member decides to leave or is exiled from the group, the GKM uses the follow-
ing protocol to update the group key.

– Step 1. The GKM promotes the sibling node of the leaving member node to the
parent node and recalculates the parent of the promoted node with a incremented
counter.

– Step 2. The GKM updates node keys and the corresponding blind keys of nodes on
the key path from the parent of the promoted node.

– Step 3. The GKM multicasts all the new blind keys in a single message to the
remaining members.

Fig 4 represents the key tree when user 3 leaves the group from the key tree depicted
in Fig 2. Since the user 3 does not know K12, K4, or K57, he/she cannot compute the new
group key using the values he/she already knows and the blind keys transmitted during
the key update. Therefore, our scheme preserves forward secrecy.
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Fig. 4. Tree Updating in Leave Operation. This tree is a result of user 3 leaving the group from
the tree given in Fig 2.

4 Analysis

4.1 Security Analysis

In this subsection, we will prove that our scheme preserves forward and backward se-
crecy requirement.

Theorem 1. If Bresson et al.’s scheme is secure and preserves forward and backward
secrecy, our scheme is also secure and preserves forward and backward secrecy re-
quirement.

Proof. Bresson et al. have proven that their protocol is secure using the random oracle
model [6]. If we take a subtree of height 1 containing two leaf nodes from our tree, the
protocol is identical to Bresson et al.’s scheme. From this point of view, the same proof
can be applied to our system when the tree height is 1 with total three nodes. We will
regard this as the basis of the induction in this proof. Let’s assume that trees of height
d−1 are secure and preserves forward and backward secrecy. Now, let’s consider a tree
of height d. By induction hypothesis, the keys located at the root of the left/right subtree
are secure and preserve forward and backward secrecy. Moreover, a tree of height d can
be regarded as a tree of height 1 by considering the left/right subtree of the root as a
single node. This is identical to the base case. As a result, our scheme is secure and
preserves forward and backward secrecy requirement. ��

4.2 Efficiency Analysis

We will first compare our scheme with other schemes with respect to communication
cost. During the key update, Bresson et al.’s scheme requires n unicasts each consisting
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Table 1. The Worst Case Comparison of the Communication Cost

Protocol
Join

Leave
Multicast Unicast

LKH 2d|K| 0 2(d−1)|K|
OFT d|K| d|K| (d−1)|K|
Bresson et al. n|K| 0 n|K|
Our Scheme 2d|K| 0 2(d−1)|K|

Except for the OFT scheme, we assume that key update information are sent in a single multicast
message to all the members including the newly joined member.
d: the height of the tree after join or leave, n: the number of group members after join or leave,
|K|: the size of the key,
E: encryption operation, D: decryption operation, X : XOR operation, H: hash operation

Table 2. The Worst Case Comparison of the Computation Cost

Protocol
Join Leave

GKM Member GKM Member

LKH 2dE dD 2(d−1)E (d−1)D
OFT (d +1)E +2dH 1D+dH (d−1)(E +H) 1D+(d−1)H
Bresson et al. nX +(n+1)H 1X +1H nX +(n+1)H 1X +1H
Our Scheme d(2X +3H)† d(X +H) (d−1)(2X +3H) (d−1)(X +H)

We did not include the cost of authenticating a user during the join process. The notations used
in this table is described in Table 1.
† We have included the hash operation required to compute the node key. LKH scheme, however,
also requires some operation to compute the node key which is omitted here.

of a single blind key. Since these data needs no protection, we can also send n blind keys
in a single multicast message to all the members. We will compare our scheme with this
version of Bresson et al.’s. Our scheme sends all the newly updated blind keys in a single
multicast message to all the members including the newly joined member. As shown in
Table 1, in our scheme, the size of this multicast message is in order of O(logn), where
as Bresson et al.’s scheme is O(n). However, this comparison is based on worst-case
analysis. Therefore, on the average, ours will save the network bandwidth significantly
compared to Bresson et al.’s. With respect to communication cost, our scheme is equal
to LKH, while OFT is less than ours.

Now, we will compare our scheme with others with respect to computational cost.
Since our scheme do not require any symmetric or public key operations, it is clear
that our system outperforms previous centralized schemes such as LKH and OFT. This
is shown in Table 2. Both ours and Bresson et al.’s scheme only use XOR and hash
operations. The computational cost of GKM is in order of O(logn), whereas Bresson et
al.’s scheme is O(n). However, with respect to computational cost of a member, Bresson
et al.’s scheme is O(1), whereas our scheme requires maximum O(d).
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4.3 Additional Benefits of Our Scheme Compared to Others

There are following additional benefits of our scheme compared to other schemes.

– First, since our scheme is hierarchical scheme with keys associated with each in-
ternal node, these keys can be used as a subgroup key. Bresson et al.’s scheme does
not provide this function.

– Second, in OFT scheme, one of the members must change their shared key with
GKM when updating the key during the leave protocol. However, our scheme only
requires incrementing the counter instead of changing the shared key.

5 Conclusion

In this paper, we proposed a new centralized hierarchical group key management pro-
tocol suitable for a ubiquitous computing environment. The proposed scheme is very
practical, since the protocol only use XOR and hash operations during group key up-
dates. It is also scalable, since the order of total message size sent during key updates is
O(logn), where n is the size of the group. Moreover, there are some additional benefits
of our scheme, which is enumerated in the previous section, compared to others. We
have also proved the security of our proposed protocol.
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Abstract. In ubiquitous computing, many computers serve each person
at any time and any place. These computers could be thin servers and
only have low computation and communication capacity. In this paper,
we propose a novel user authentication and key agreement scheme suit-
able for ubiquitous computing environments. The main merits include:
(1) there are many security domains which have their own security con-
trollers, and each security domain can be formed dynamically; (2) a user
only has to register in a security controller once, and can use all per-
mitted services in this environment; (3) a user can freely choose his own
password to protect his secret token; (4) the computation and communi-
cation cost is very low; (5) servers and users can authenticate each other;
(6) it generates a session key agreed by the server and the user; (7) our
proposed scheme is a nonce-based scheme which does not have a serious
time-synchronization problem.

Keywords: User Authentication, Session Key, Ubiquitous Computing,
Smart Card, Network Security.

1 Introduction

In ubiquitous computing, a user may use many computers at any time and any
place, while he does not need to know how to use these computers [2, 21]. These
computers could be thin servers and only have low computation and communi-
cation capacity. When a user enters his home, corporation, or another unfamiliar
place, if this user wants to use the permitted services provided by the connected
servers, he must pass the authentication of these servers.

In 1981, Lamport [13] proposed a password authentication scheme for ver-
ifying the validity of users. Since then, many schemes have been proposed to
point out its drawbacks and improve the efficiency and security of Lamport’s
scheme [5, 10, 11, 12, 19, 23]. Only passing a password for authenticating between
the user and the server is not enough, since the password is easily tapped by the
adversary. Before two parties can do secure communication, a session key must
be exchanged for protecting subsequence communications [1, 7, 8, 18, 22]. Also,

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 396–405, 2006.
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using smart cards [5, 7, 8, 11, 19, 23], user authentication and key agreement can
be simplified, efficient and flexible for creating a secure distributed computers
environment.

For basic security and efficient requirements, the following criteria are impor-
tant for user authentication and key agreement schemes in ubiquitous computing
environments [2, 7, 8, 21].

C1: Dynamic participation: A security domain can be formed dynamically
and a user can join a security domain at any time.
C2: Single registration: A user only needs to register in a single security con-
troller and can use all permitted services in dynamically joining servers.
C3: Freely chosen password: A user can freely choose and change his pass-
word for protecting his secret token, e.g. a smart card.
C4: Low computation and communication cost: Since capacity and com-
munication constrains of mobile devices or thin servers, they may not offer a
powerful computation capability and high bandwidth.
C5: Mutual authentication: A user and a server can authenticate each other.
C6: Session key agreement: A user and a server must negotiate a session
key for subsequent communications.

In this paper, we propose an efficient user authentication and key agreement
scheme for ubiquitous computing environments. Our scheme is very efficient since
our scheme only uses the symmetric cryptosystems and hashing functions. Our
proposed scheme satisfies all above six criteria. Also, our proposed scheme has
no serious time-synchronization problem since our scheme is based on nonces.

The remainder of this paper is organized as follows: In Section 2, we describe
a high-level system architecture for our proposed ubiquitous computing envi-
ronment. In Section 3, we present our user authentication and key agreement
scheme suitable for ubiquitous computing. In Section 4, the security analysis
for our proposed scheme is given. The performance consideration for our pro-
posed scheme is given in Section 5. In Section 6, we make a discussion. Finally,
a concluding remark is given in Section 7.

2 System Architecture

In this section, we describe a general high-level system architecture for our pro-
posed ubiquitous computing environment. In this architecture, some computa-
tion nodes in a nearby region will form a security domain which contains a
security controller and many member nodes. A subscriber or user can register
in one or more security domains and do communications with other nodes via
wireline or wireless communications. Any two security controllers can share a
secret key via current well-used key distribution schemes. Any user who plans
to acquire a service has to register himself with at least one security controller
and becomes a subscriber to this security domain. The security domain that a
user registered with is referred to as his home security domain, and other secu-
rity domain that the user visits are his visiting security domains. A user can do
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communication directly with other available users in the same visiting security
domain. If a subscriber want to communicate with another user in another se-
curity domain, a suitable routed protocol must be provided. For simplicity, we
only assume a user is registered in a security domain not in multiple security
domains.

3 User Authentication and Key Agreement in Ubiquitous
Computing

There are four kinds of participants for a particular user in our user authentica-
tion and key agreement protocol: a user, a server, the home security controller
of the user, and the home security controller of the server. Let Ui,j denote user
j registered in security controller i, SDi denote the security domain i and SCi

denote the security controller i. So SDi is the home security domain of Ui,j and
SDj,j �=i are visiting security domains of Ui,j . Let IDUi,j be a unique identifi-
cation of Ui,j and IDSCi be a unique identification of the security controller
SCi. Let ”X → Y : Z” denote that a sender X sends a message Z to a receiver
Y , Ek(m) denote the ciphertext of m encrypted using the secret key k of some
secure symmetric cryptosystem [16], Dk(c) denote the plaintext of c decrypted
using the secret key k of the corresponding symmetric cryptosystem [16], ”||”
denote the conventional string concatenation operator and ⊕ denote the bitwise
exclusive-or operator. Let h be a public one-way function [17]. Let xi be the
master secret key kept secretly by the security controller SCi. Also let ηi,k be
the shared secret key between two security controllers SCi and SCk. Our pro-
posed protocol is as follows:

Home Security Controller Registration Phase: Assume Ui,j submits his
identity IDUi,j and his password PWUi,j to his home security controller SCi for
registration. If SCi accepts this request, he will perform the following steps:
Step 1: Compute Ui,j ’s secret information αi,j = h(xi, IDUi,j ) and βi,j = αi,j ⊕
PWUi,j .
Step 2: Store IDUi,j , and βi,j to the memory of a smart card and issue this smart
card to Ui,j or send them secretly to Ui,j .
Shared Key Inquiry Phase: If Ui,j wants to use the services provided by
Uk,l, these two users must share a secret key λi,j,k,l for user authentication
and key agreement. Ui,j can compute the shared secret key λi,j,k,l from αi,j ,
IDSCk

and IDUk,l
when he does user authentication and key agreement. If Uk,l

has not the shared secret key λi,j,k,l, he must query it from his home security
controller SCk and SCk will forward this query to SCi. SCi will compute γi,j,k =
h(αi,j ||IDSCk

), and then sends γi,j,k to SCk. Then SCk can compute λi,j,k,l =
h(γi,j,k||IDUk,l

) and send λi,j,k,l to Uk,l. In this phase, they will perform the
following steps:
Step 1: Uk,l → SCk : N1, IDUi,j , IDUk,l

Step 2: SCk → SCi : N2, IDSCk
, Eηi,k

( IDUi,j , KR, h(IDUi,j ||IDSCk
||KR||N2))

Step 3: SCi → SCk : Eηi,k
(γi,j,k, h(IDUi,j ||IDSCk

||KR||N2||γi,j,k))
Step 4: SCk → Uk,l : Eαk,l

(λi,j,k,l, h(IDUi,j ||IDSCk
||IDUk,l

||KR||N1|| λi,j,k,l))
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In Step 1, Uk,l sends a nonce N1, the identifications IDUi,j , IDUk,l
to his home

security controller SCk, where N1 is for freshness checking.
Upon receiving the message in Step 1, SCk first checks if γi,j,k is in his shared

keys table. If not, he sends a nonce N2, his identification IDSCk
and the en-

crypted message Eηi,k
( IDUi,j , KR, h(IDUi,j ||IDSCk

||KR||N2)) to SCi, where
KR is the key request message. If yes, goes to Step 4.

Upon receiving the message in Step 2, SCi decrypts the message Eηi,k
( IDUi,j ,

KR, h(IDUi,j ||IDSCk
||KR||N2)), and checks if the verification tag h( IDUi,j

||IDSCk
||KR||N2) is valid and the nonce N2 is fresh. If yes, he computes γi,j,k =

h(αi,j ||IDSCk
) and then sends the encrypted message Eηi,k

(γi,j,k, h(IDUi,j

||IDSCk
||KR|| N2||γi,j,k)) back to SCk. Since the nonce N2 is not chosen by

SCi, for checking the freshness of the nonce N2 in practical implementation,
SCi can keep a recently used nonces table for each security controller. Since this
phase only does shared keys inquiry, the replay of the older message only causes
SCi to resent an additional encrypted message back to SCk.

Upon receiving the message in Step 3, SCk decrypts the message Eηi,k
(γi,j,k, h

(IDUi,j ||IDSCk
||KR|| N2||γi,j,k)) and checks if the nonce N2 is fresh and the

verification tag h(IDUi,j || IDSCk
||KR||N1||γi,j,k) is valid. If yes, he records

(IDUi,j , γi,j,k) in a key table, computes λi,j,k,l = h(γi,j,k||IDUk,l
) and then

sends the encrypted message Eαk,l
(λi,j,k,l, h( IDUi,j ||IDSCk

||IDUk,l
||KR||N1||

λi,j,k,l)) back to Uk,l.
Upon receiving the message in Step 4, Uk,l computes αk,l = βk,l⊕PWUk,l

and
decrypts the message Eαk,l

(λi,j,k,l, h(IDUi,j ||IDSCk
||IDUk,l

||KR||N2|| λi,j,k,l))
and checks if the nonce N2 is fresh and the verification tag h(IDUi,j ||IDSCk

||
IDUk,l

||KR||N1|| λi,j,k,l) is valid. If yes, he records (IDUi,j , λi,j,k,l) in a shared
keys table.
User Authentication and Session Key Agreement Phase: If Ui,j wants to
authenticate Uk,l and agree a session key skn for nth session, he must attach his
smart card to a card reader. He then inputs his identity IDUi,j and his password
PWUi,j to this device. The following protocol is the nth user authentication and
key agreement for Ui,j with respect to Uk,l.
Step 1: Ui,j → Uk,l : N3, IDUi,j , Eλi,j,k,l

(run, h(N3||IDUi,j ||run))
Step 2: Uk,l → Ui,j : N4, Eλi,j,k,l

(rsn,h(N3||N4||IDUk,l
||rsn))

Step 3: Ui,j → Uk,l : Eskn(N4 + 1)
In step 1, U ′

i,js smart card first computes αi,j = βi,j ⊕ PWUi,j , γi,j,k =
h(αi,j ||IDSCk

) and λi,j,k,l = h(γi,j,k||IDUk,l
) and sends his identification IDUi,j ,

a nonce N3 and the encrypted message Eλi,j,k,l
(run, h(N3||IDUi,j ||run)) to Uk,l.

The nonce N3 is for freshness checking. The encrypted message includes the nth
random value run, which is used for generating the nth session key skn, and the
authentication tag h( N3||IDUi,j ||run), which is for verifying the identification
of Ui,j .

Upon receiving the message in step 1, Uk,l first checks if λi,j,k,l is in his shared
keys table. If not, he does shared key inquiry to find it. He then decrypts the
message Eλi,j,k,l

(run, h(N3||IDUi,j ||run)) and verifies if the authentication tag
h(N3||IDUi,j ||run) is valid by using the shared key λi,j,k,l. If it is valid, Uk,l sends
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a nonce N4 and the encrypted message Eλi,j,k,l
(rsn,h(N3||N4||IDUk,l

||rsn)) back
to Ui,j . The encrypted message includes the random value rsn chosen by Uk,l,
which is used for generating the nth session key skn = h(run, rsn, λi,j,k,l), and
the nonce N4, which is for freshness checking.

Upon receiving the message in step 2, Ui,j decrypts the message by computing
D

λi,j,k,l
(Eλi,j,k,l

(rsn,h(N3||N4||IDUk,l
||rsn))). He then checks if the authentica-

tion tag h(N3||N4||IDUk,l
||rsn) is in it for freshness checking. If yes, Ui,j com-

putes the session key skn = h(run, rsn, λi,j,k,l) and sends the encrypted message
Eskn(N4 + 1) back to Uk,l.

After receiving the message in step 3, Uk,l decrypts the message by computing
Dskn(Eskn( N4+1)) and checks if the nonce N4+1 is in it for freshness checking.
Then Ui,j and Uk,l can use the session key skn = h(run, rsn, λi,j,k,l) in secure
communication soon

4 Security Analysis

(1) Mutual authentication [3]
Let X

K↔ Y denotes the player X shares a session key K with the player Y. Thus
mutual authentication is complete between Ui,j and Uk,l if there is a session key

skn such that Ui,j believes Ui,j
skn↔ Uk,l, and Uk,l believes Ui,j

skn↔ Uk,l for
the nth transaction [3]. A strong mutual authentication may add the following
statement: Ui,j believes Uk,l believes Ui,j

skn↔ Uk,l, and Uk,l believes Ui,j believes

Ui,j
skn↔ Uk,l for the nth transaction.

In step 1 of the user authentication and session key agreement phase, af-
ter Uk,l receives the message Eλi,j,k,l

(run, h(N3||IDUi,j ||run)), Uk,l will compute
D

λi,j,k,l
(Eλi,j,k,l

(run, h(N3||IDUi,j ||run))) using the shared key λi,j,k,l of Ui,j

and Uk,l. Then Uk,l can check if this authenticator h(N3||IDUi,j ||run) is valid.
If yes, Uk,l chooses a random number rsn and can computes the nth session

key skn = h(run, rsn, λi,j,k,l) and believes Ui,j
skn←→ Uk,l. In step 2 of the user

authentication and session key agreement phase, upon receiving the message
Eλi,j,k,l

(rsn,h(N3||N4||IDUk,l
||rsn)), Ui,j decrypts the message D

λi,j,k,l
(Eλi,j,k,l

(
rsn,h(N3||N4||IDUk,l

||rsn))) and confirms if this message contains the authenti-
cator h(N3||N4||IDUk,l

||rsn). If yes, Ui,j generates a session key skn =h(run, rsn,

λi,j,k,l) and believe Ui,j
skn←→ Uk,l. Since N3 is chosen by Ui,j , Ui,j will believes

Uk,l believes Ui,j
skn←→ Uk,l. In step 3 of the user authentication and session key

agreement phase, after Uk,l receiving Eskn(N4 +1) , he will decrypt this message
Eskn(N4+1) with the nth session key skn and get N4+1. Then Uk,l checks if N4

which is sent by him is correct. If yes, Uk,l believes Ui,j believes Ui,j
skn←→ Uk,l.

(2) Session key agreement
The session key skn = h(run, rsn, λi,j,k,l) is known to nobody but Ui,j and Uk,l,
since the random values run, rsn are randomly chosen by Ui,j and Uk,l and are
encrypted by the shared key λi,j,k,l.



Efficient User Authentication and Key Agreement in Ubiquitous Computing 401

(3) Withstanding attacks
We prove our user authentication and key agreement scheme can resist to the
following attacks.

1. The man-in-middle attack [18]
Our proposed scheme can resist to the man-in-the-middle attack. If the mes-
sage is modified by the adversary, either ends of the communication will
find out and reject this message. Since our proposed scheme can accomplish
strong mutual authentication, our scheme can resist this attack.

2. The dictionary attack [1]
For deriving the session key skn, the adversary must know run, rsn and
λi,j,k,l but the shared key λi,j,k,l is only kept secretly by Ui,j and Uk,l, the
security controllers SCi and SCk. The adversary can not get the session key
skn, since run and rsn are randomly chosen and protected by the shared
key λi,j,k,l and the entropy of run, rsn or λi,j,k,l is very large.

3. The replay attack [20]
The replay attack is replaying the message to the user or the server. Our
proposed scheme also provide an ability to avoid this attack. Our proposed
scheme in the user authentication and key agreement phase uses the nonces
N3, N4 to resist the replay attack. In the shared key inquiry phase, the nonces
N1 and N2 is used for Uk,l and SCk to resist the replay attack. Also, in the
shared key inquiry phase, SCi only does the response of shared keys inquiry,
the replay of the older message only causes SCi to resent an additional
encrypted message back to SCk. Since the nonce N2 is not chosen by SCi,
for checking the freshness of the nonce N2 in practical implementation, SCi

can keep a recently used nonces table.
4. The modification attack [24]

Upon receiving the message N3, IDUi,j , Eλi,j,k,l
(run, h(N3||IDUi,j ||run)) in

step 1 of the user authentication and session key agreement phase, the adver-
sary can not alter this message since the adversary does not has the shared
key λi,j,k,l. If the adversary modifies the message, the server will reject this
message. In the other hand, the user also can observe the original message
whether it is changed by the adversary. So this attack on our scheme can be
prevented.

5. The insider attack [10]
The weak password PWUi,j used in our scheme is only for protecting the
corresponding smart card from being used by illegal users. If a user uses
PWUi,j to register in several security controllers for his convenience, the
insider of the security controller can not impersonate the user to access other
servers in another security controllers if these security controllers do not have
the corresponding smart card. If the authentication scheme used in other
servers is not the same as our proposed scheme, the password derived by the
insider attack may work. In this situation, we can replace βi,j = αi,j⊕PWUi,j

with αi,j ⊕h(b⊕PWUi,j ) and use the checking method mentioned in [10] for
protecting the weak password being known by SCi.



402 W.-S. Juang

Table 1. Efficiency comparison between our scheme and other related schemes for user
authentication and session key agreement phase

Our scheme Juang’s scheme [7] Juang’s scheme [8]
E1 160 bits 160 bits 160 bits
E2 512 bits 512 bits 512 bits
E3 1 Hash 1 Hash 1 Hash
E4 8 Sym + 8 Hash None 4 Sym +2 Hash
E5 6 Sym + 6 Hash 4 Sym + 3 Hash 5 Sym + 3 Hash
E1: Memory needed in the smart card for cryptographic parameters
E2: Communication cost of the authentication for cryptographic parameters
E3: Computation cost of the registration
E4: Computation cost of the shared key inquiring
E5: Computation cost of the user authentication and key agreement
Hash: Hashing operation Exp: Exponential operation
Sym: Symmetric encryption or decryption

5 Performance Considerations

In this section, we present an efficiency comparison among our proposed scheme
and related schemes [7, 8]. The comparison is given in Table 1. We assume the
output size of secure one-way hashing functions [17] is 160 bits and the block size
of secure symmetric cryptosystems [16] is 128 bits. In our scheme, the memory
needed in the smart card for storing cryptographic parameters βi,j is 160 bits. In
our proposed scheme, the communication cost of the user authentication and key
agreement for cryptographic parameters Eλi,j,k,l

(run, h(N3||IDUi,j ||run)) and
Eλi,j,k,l

(rsn,h(N3||N4||IDUk,l
||rsn)) is (96+160)+(96+160)=512 bits, where run

and rsn can both be of 96 bits. For implicit mutual authentication [22], Step
3 can be delayed to the subsequent private communication. The computation
cost of registration is 1 hash operation and 1 exclusive-or operation. The com-
putation cost of the shared key inquiry phase is 4 symmetric key encryptions,
4 symmetric key decryptions, and 8 hash operations. The computation cost of
user authentication and key agreement in our scheme is 3 symmetric key en-
cryptions, 3 symmetric key decryptions and 6 hash operations and 1 exclusive-or
operation.

We summarize the functionality and complexity of our scheme and related
schemes in Table 2. Our scheme can satisfy all listed functions and has low
communication and computation cost. In comparison with Juang’s schemes [7, 8],
our scheme provides an ability of dynamic participation which is not provided
by Juang’s schemes [7, 8].

6 Discussions

Only one-way hashing functions and symmetric cryptosystems are used in our
proposed scheme. Our approach provides another choice for better efficiency
and no need to base on any assumed hard number theoretical problem, e.g.,
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Table 2. Functionality comparison between our scheme and other related schemes

Our scheme Juang’s scheme [7] Juang’s scheme [8]
C1 Yes No No
C2 Yes No Yes
C3 Yes Yes Yes
C4 Very low Very low Very low
C5 Yes Yes Yes
C6 Yes Yes Yes
C7 Yes Yes Yes
C1: Dynamic participation
C2: Single registration
C3: Freely chosen password
C4: Communication and computation cost
C5: Mutual authentication
C6: Session key agreement
C7: No serious time synchronization problem

the discrete logarithm problem or the factoring problem [14]. In practical con-
siderations, a one-way hash function can be easily constructed by a symmetric
cryptosystem [15]. This approach can reduce the memory in a smart card for
storing cryptographic programs.

In our scheme, for improving the repairability mentioned in [6, 10], the secret
value αi,j = h(xi, IDUi,j ) stored in each Ui,j ’s smart card can be replaced with
the new formula αi,j = h(xi, IDUi,j , t), where t is the number of times that Ui,j

has revoked his used secret key αi,j . But this approach will need SCi to record
the number t in his database.

The password changing procedure proposed in [10] can be directly used in
our proposed scheme for changing users’ passwords. In ubiquitous computing
environments [2, 21], users do not need to know how to use his computers for
convenience. The password for protecting the secure token in our scheme can be
disable in order to make users friendly to use his computers.

Like the schemes in [7, 8], we do not provide the perfect forward secrecy in
our proposed scheme, since it may cause a result of lower performance and
increased communication and computation cost. If this property is required,
the Diffie-Hellman algorithm [4] can be directly used in our scheme as in the
schemes [7, 8].

For managing the shared keys between many security controllers, some secu-
rity controllers can be a group and form a security domain, the key generation
and distribution between these security controllers can be the same with our
proposed scheme.

In [9], Juang used the concept of dynamic pseudo identifications for protecting
user’s identification without using public-key cryptosystems. This concept can
also be applied to our proposed scheme for providing the anonymity of users.
We are current working designing an enhanced privacy protection user authen-
tication and key agreement scheme in ubiquitous computing environments using
the concept proposed in [9].
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7 Conclusions

In this paper, we have proposed an efficient user authentication and key agree-
ment scheme in ubiquitous computing environments. In our scheme, a security
domain can be formed dynamically and a user can join a security domain at any
time. Also, a user only needs to register one time in a security controller and can
use his secret key to generate all shared secret keys with all other eligible users
in the connected world. Our scheme also has low communication and compu-
tation cost for user authentication and key agreement by only using symmetric
cryptosystems and one-way functions. Also, our scheme successfully solves the
serious time-synchronization problem in a distributed computers environment
since our proposed scheme is nonce-based.
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Abstract. In a smart environment, users often need to access multi-
ple service providers. Multiple authentications and key establishments
are required as these resources may reside in different security domains.
Therefore we are in quest of a solution that combines multiple logins
and key exchanges into one single process. Motivated by this need, we
propose a scheme for single sign-on and key establishment (SSOKE) for
ubiquitous smart environments. We examine the computational model
and design considerations for smart environments, and address them in
our scheme construction. Security and privacy considerations of our pro-
posal are also provided.

1 Introduction

We1 are experiencing the era of ubiquitous computing [21], in which comput-
ing resources are available everywhere. In ubiquitous computing, there are a
lot of computers sharing each of the users. In other words, each user is acces-
sible to many service providers simultaneously. Multiple authentications may
be required as these resources may reside in different security domains. Be-
sides, how to establish multiple session keys, each among which is unique be-
tween the user and the particular service provider, is also a challenge. Moti-
vated by the problem above, we propose the Single Sign-On and Key Establish-
ment (SSOKE) for ubiquitous smart environments. SSOKE combines the two
security services: single sign-on and key establishment into one process. Single
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sign-on (SSO) enables a user to be authenticated once and gain access to re-
sources from multiple security domains; key establishment enables session keys
to be agreed and shared between two or more entities. Our scheme is anal-
ogous to authenticated key exchange that achieves both functionalities of en-
tity authentication and key establishment. Moreover, our scheme provides client
anonymity.

Some work has been done on authentication and key establishment for ubiq-
uitous computing. For example, Verisign proposed Open Authentication as an
initiative to provide ubiquitous authentication. The work is echoed by industrial
members who together formed the Initiative for Open Authentication (OATH)
[15]. Identity federation, which is the establishment of agreements and tech-
nologies that make identities and assertions portable across autonomous do-
mains, has also been proposed as a solution for seamless identity management
and access control in ubiquitous computing [6, 15]. Other related works in-
clude the followings. Stajano et. al. proposed the resurrecting duckling ap-
proach for establishing transient associations between two devices [17]. Volk-
mer et. al. proposed a low hardware-complexity solution with a Tree Parity
Machine Rekeying Architecture [20]. Jenkin et. al. [10] proposed the used of
one-time pads for secure communication for low-power devices. Issues related
to authentication and trust models in ubiquitous computing have also been re-
ported [2, 6, 18, 19].

Previous works of SSO are briefed below. Kerberos Authentication Proto-
col [4, 8] is an early solution for SSO with key establishment. Users sign into
the Kerberos authentication server and ticket granting server which issue tick-
ets to be used in subsequent accesses at other application servers. A session
key is conveyed in the application server-specific tickets. Yet warnings on data-
integrity of encrypted tickets and authenticators were mentioned in [12]. Recent
advances in federated identity management creates a second wave for SSO. To
this end, standards and specifications are published by renown organizations,
including Security Assertion Markup Language (SAML) published by OASIS
[13], as well as the Identity Federation Framework (ID-FF) of the Liberty Al-
liance Project [16] and the Shibboleth Project of Internet2 [9]. Jeong et. al. also
proposed an SAML-based architecture for SSO in ubiquitous service environ-
ments [3].

In this paper, we examine the computational model and design considera-
tions for smart environments, and construct a scheme for single sign-on and key
establishment based on SAML accordingly. Our scheme is the-first-of-its-kind
for ubiquitous computing and it provides client anonymity. Security and pri-
vacy considerations of our proposal are also provided. The rest of the paper is
organized as follows. We describe the smart environments, provide a concep-
tual illustration, and discuss the design considerations in Section 2. We pro-
pose SSOKE and include its architecture diagram in Section 3. Security and
privacy considerations are discussed in Section 4. The paper is concluded in
Section 5.
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2 Background

2.1 Ubiquitous Computing and Smart Environments

Ubiquitous computing aims at constructing a global computing environment to
offer invisible and seamless accesses to computing resources. It leverages on the
advances in mobile computing and pervasive computing to provide such environ-
ment [5]. The former boosts computing devices and introduces mobility over the
wireless infrastructure while the later acquires context from the environment and
establishes context-driven computing models dynamically. A smart environment,
or a smart space, is a physical place with embedded computing and network ser-
vices. In a smart environment, sensors, embedded computing devices, wearable
client devices, as well as the wired and wireless network connectivity operate
together to provide seamless services to the user.

We construct a conceptual ubiquitous computing scenario in which a traveler
arrives at an airport departure lounge and accesses various available services
embedded in the smart environment. The scenario is illustrated in Fig. 1.

Fig. 1. Ubiquitous Computing in an Airport Departure Lounge

Computational Model for Smart Environments. With reference to a typ-
ical smart environment in a in Fig. 1, we have the following descriptions on its
computational model:

1. Server-Side Infrastructure Model. The servers exist as computationally en-
hanced part of a building or a vehicular environment. They are relatively
stable and possess normal computational power. In addition, the servers
are equipped with sensors and front-end wireless connectivity, with Internet
connection supported at the back-end.

2. Client-Side Infrastructure Model. In contrast, client-side devices are mobile
and limited in computational power. Personal Digital Assistants (PDA) and
enhanced mobile handsets are typical examples. The clients can even exist
as wearable computing devices which can be carried by users on their person
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like watches or belts. Since the wearable devices cannot be bulky, their com-
putational power is further limited. Client devices are also equipped with
wireless connectivity, and probably, sensors that help seeking services avail-
able around.

3. Volatile Client-Server Relationship. The client-server relationship in ubiqui-
tous computing is volatile and intangible. Take the airport departure lounge
as an example: thousands of travelers may arrive and depart at the airport
everyday. Relationship between the users and the service providers change
dynamically and unpredictably. Such relationship may even be spontaneous
as travelers may origin from different states and countries such that it is
infeasible to maintain a database of their records.

Design Considerations. Based on the computational model described above,
we summarize the design considerations for security services in ubiquitous smart
environments below:

1. Limited computational power at client side. Because of the size and portabil-
ity of the mobile devices, client-side computational power is limited in terms
of processor speed and storage capacity. Therefore, heavy cryptographic com-
putations such as private key decryption should be avoided.

2. Constrained bandwidth between clients and servers. Client and server de-
vices communicate via short-range wireless connection which has limited
bandwidth. Therefore the number of messages exchanged between the client
and server as well as the corresponding message length should be restricted.

3. Stable servers with normal back-end connectivity. Despite the limitations of
the client devices, server devices in smart environments are relatively stable
and can have computational power and storage capacity as conventional
computers. Also, they are connected to the Internet through wired network
at back-ends. Therefore they can afford heavy cryptographic computations
as well as relatively lengthy messages with other servers.

4. Absence of long-term client profiles at smart service providers. Because of the
volatility in client-server relationship, no long-term user profiles or keying
materials are kept at the smart service providers. Therefore security services
should not rely on symmetric keys shared between clients and servers.

In short, computation in smart environments is asymmetric that the client
side is restricted but the server side is not. Therefore hybrid approach, which
requires different computational loads on server and client, is suggested.

2.2 Identity Federation and Single Sign-On

Ubiquitous computing services often involve multiple providers. Various user
profiles are involved in the course of the services provision, each requiring in-
dependent authentication and credential submission. This violates the seamless
end-user experience in ubiquitous computing. Identity federation and single sign-
on are two emerging security services in electronic business for idenity and ac-
cess management. With suitable adaptations, they can be applied to ubiqtuitous
computing and smart environments.



410 Y.-Y. Chan et al.

Identity Federation. Federated identity refers to the agreements, standards,
and technologies that make identity and entitlements portable across autonomous
domains [7]. It is analogous to a passport, where one country provides citizens
with a credential that is trusted and accepted as proof of identity by other coun-
tries [11]. Identity federation is the establishment of the federated identities and
corresponding agreements, cryptographic trusts, and user identifiers among orga-
nizations. The most influential industrial driver to identity federation is Project
Liberty [16], a consortium composed of over 170 organizations from around the
globe. Identity federation is also a cornerstone of single sign-on.

Single Sign-On. Single sign-on is a technique that enables a user to authenti-
cate once and gain access to the resources of multiple systems, which may resides
in different security domains. Typically single sign-on involves three principals:

– User. Who accesses the network and makes use of the system resources for
any purposes. In practice, the user is often represented by a user agent.

– Service provider. Who offers restricted services which are only available to
authenticated principals.

– Identity provider. Who creates, maintains, and manages identity informa-
tion for principals and provides principal authentication to other service
providers.

Identity federation among the user, service provider(s), and identity provider
is required before SSO takes place. When a user whose identity is federated to the
identity provider requests service from the service provider, who also federated
to the identity provider, the service provider sends an authentication request to
the identity provider. Based on the authentication status of the user, the identity
provider produces security assertions of the user and send back to the service
provider. Then the service provider accepts or rejects the user’s request based
on the security assertions as well as its own authorization policies. The SSO
process can involve no user authentication so that it is transparent to the user.
This feature is desirable to smart services in ubiquitous computing.

SAML. Security Assertion Markup Language (SAML) is an industrial facilita-
tor of identity federation and single sign-on. It is established by the Organization
for Advancement of Structured Information Standards (OASIS). Its first version,
SAML V1.0 [13], was published in November, 2002. Since then, OASIS has re-
leased subsequent versions of SAML and the latest one is SAML V2.0 [14] that
released in March, 2005. Today, SAML has been broadly implemented in ma-
jor enterprise Web server and application server products. The SAML Standard
consists of a set of XML schemas and specifications, which together define how
to construct, interchange, interpret, and extend security assertions for a variety
of purposes. The major ones include web Single Sign-On (web SSO), identity
federation, and attribute-based authorization. There are specifications that be-
ing built on-top of the SAML core framework and make use of the adaptations of
the SAML bindings and profiles. These include the Identity Federation Frame-
work (ID-FF) of the Liberty Alliance Project [16] and the Shibboleth Project of
Internet2 [9]. Both of these specifications define the SSO functionality.
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3 Single Sign-On and Key Establishment

3.1 Preliminaries

Notations. We introduce the notations to be used in the schemes:

1. Principals: U denotes a user. SP denotes a service provider, IdP denotes an
identity provider. U and IdP maintain a synchronized counter CTR.

2. Expressions: <.> indicates an XML element. EX(m) denotes a message (or
message segment) m being encrypted with the encryption key of an entity
X. SigX(m) denotes a message (or message segment) m being signed with
the signing key of an entity X. A = A(1 . . . n) ∈ Zn denotes an ordered array
of n variable A. A(i) denotes the ith element in the array A. f : Zn �→ Zq is
a collision free one-way function where q is a security parameter.

3. Parameters: sk denotes the secret key shared between U and IdP, U , SEED
∈ Zn denote the user’s identity alias and key seed respectively, U = U(1 . . . n)
and SEED = SEED(1 . . . n) denote an ordered array of n alias and key seeds
respectively. SessionKey is the resulting session key in the single sign-on and
key establishment procedure.

4. SAML elements: <AuthnRequest>, <Request>, and <Assertion> denote the
authentication request, response, and assertion elements respectively. ID,
IssueInstant, and Status denotes the message ID, timestamp, and au-
thentication status respectively.

5. Custom abbreviations: req, res and asrt abbreviates AuthnRequest,
Response, and Assertion respectively.

Architecture. The architecture for SSOKE in a smart environment is depicted
in Fig. 2. It consists of a user (U), an identity provider (IdP), and multiple
service providers (SP). The SPs may belong to different network domains. U
connects to SPs via wireless network, and a secure channel between SPs and
IdP is established over the wired Internet.

3.2 SSOKE

SSOKE comprises two procedures. In Federation and Key Seed Vector Distri-
bution, IdP federates (registers) U. IdP also generates and distributes the key
seed vector SEED = SEED(1 . . . n) and identity alias vector U = U(1 . . . n) to
U through some secure channels. A counter between U and IdP, CTR, is also
initialized. In Single Sign-On and Key Establishment, U who is federated to IdP
requests services from SP. SP then sends an authentication request to IdP, who
produces an authentication assertion of U for SP. The assertion conveys a session
key seed SEED(CTR) that contributes to the session key SessionKey to be
shared between SP and U.

Federation and Key Seed Vector Distribution. SUMMARY: IdP feder-
ates U and performs set up for subsequent single sign-on and key establishment
procedures (Fig. 3).
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Fig. 2. Single Sign-On and Key Establishment Architecture

Fig. 3. Federation and Key Seed Vector Distribution

1. One-time setup.
(a) U registers to IdP with implementation dependent mechanisms.
(b) A secure channel is established between U and IdP.

2. Protocol message.
U ← IdP: sk,U,SEED, n (1.1)

3. Protocol actions.
(a) Step 1. IdP generates the identity alias vector U = U(1 . . . n) and key

seed vector SEED = SEED(1 . . . n).
(b) Step 2. IdP sends sk,U,SEED, and n to U.
(c) Step 3. U and IdP initialize CTR to 0 respectively.

Single Sign-On and Key Establishment. SUMMARY: SP establishes au-
thentication context with U through the assertion from IdP. At the same time,
a common session key SessionKey is agreed between U and SP (Fig. 4).

1. One-time setup.
(a) Secure channel established between SP and IdP.
(b) U has its identity federated between IdP and SP by business agreement.
(c) U and IdP performed the Federation and Key Seed Vector Distribution

procedure.
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Fig. 4. Single Sign-On and Key Establishment

2. Protocol messages.
U → SP: Service request, U(CTR), IdP (2.1)
SP → IdP: <AuthnRequest> (2.2)
U ↔ IdP: Principals identification and synchronization of CTR (2.3)
SP ← IdP: <Response> (2.4)
U ← SP: Accept / Reject (2.5)

3. Protocol actions.
(a) Step 1. U makes a service request along with its identity alias and the

identity of IdP at SP without a security context.
(b) Step 2. SP issues an authentication request <AuthnRequest> to IdP.
(c) Step 3. IdP identifies U by looking up U(CTR)2. Upon successful prin-

cipal identification, U and IdP synchronize the value of CTR. Messages
exchanged in this step are encrypted with sk.

(d) Step 4. According to the authentication result of Step 3, IdP encrypts
SEED(CTR) using SP’s encryption key. IdP forms, signs and sends
<Response> that conveys <Assertion> to SP.

(e) Step 5. Based on the status and the signed assertion, SP either ac-
cepts U’s service request or rejects it. In either case, U increases the
value of CTR by 1. If the request is accepted, both SP and U generates
SessionKey = f(SEED(CTR)) respectively.

4 Discussions

We highlight the discussions in the followings:

1. Authentication. During SSOKE, registered client is authenticated by IdP
at Step 3 via implementation dependent mechanisms, while SP and IdP
authenticate each others by means of the digital signatures. SP authenticates
U by the assertion from IdP.

2 When necessary, implementation dependent mechanisms (such as challenge and re-
sponse of sk) can be used to further authenticate U.
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2. Client anonymity. Client anonymity at SP is supported as U does not present
its identity during SSOKE. Instead, a one-time identity alias U(CTR) is
used. However, for critical services such as account withdrawals, a real user
identity can be used instead.

3. Key establishment. Upon the completion of SSOKE, both U and SP share
SessionKey. Unfortunately, similar to authentication and key agreement
in 3GPP UMTS [1], IdP (c.f. Home Location Register in UMTS) also has
access to this key. This leaves an open problem in our paper.

4. Efficiency. Our scheme requires no heavy computations at client side. Rather,
it shifts such computations as signature verifications and private key decryp-
tions to SP and IdP.

5. Attacks and their preventions. We briefly highlight the prevention of com-
mon attacks in SSO and key establishment protocols. Replay attack is pre-
vented by the use of message identifiers IDs and timestamps IssueInstant.
Impersonation of U by replaying message 2.1 is detectable during CTR syn-
chronization in step 3 of SSOKE. Eavesdropping can be prevented by sym-
metrically encrypt the messages sent by U with sk, together with the secure
channel established between SP and IdP. Man-in-the-middle between SP and
IdP is prevented by the secure channel, while man-in-the-middle between U
and SP (for example, adversaries may act as dishonest SP) can be detected
by implementation dependent mechanisms during Step 3 of SSOKE.

5 Conclusion

In this paper, we have briefly reviewed on a number of authentication and key
establishment protocols for ubiquitous computing, as well as a number of works
and standards on single sign-on. we have discussed the computational model
and design considerations for smart environments with the illustration of a con-
ceptual situation. We have also constructed a scheme for single sign-on and key
establishment based on SAML with accordance to the design considerations, and
our scheme provides client anonymity at service providers. We have also consid-
ered on its security and privacy and discussed the preventions of various attacks
common in single sign-on and key establishment protocols. An open problem of
the knowledge of the session key of the identity provider, which is similar to that
in 3GPP UMTS authentication and key agreement, is left for future research.
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Abstract. We study user authentication protocols that allow user to remotely 
access and control home appliances through home gateway. In particular, we 
explore the S/Key user authentication scheme, a widely known one-time pass-
word system. Earlier studies show that S/Key is vulnerable to server spoofing, 
replay, and off-line dictionary attacks. Several researchers have proposed vari-
ous solutions to prevent such attacks. However, we show that these enhance-
ments are still vulnerable to another security attacks and propose a scheme that 
defends such attacks. 

1   Introduction 

With the proliferation of the Internet technology and electronic devices, digital home 
network has received significant attention in the last few decades [1]. While the home 
network technologies provide new ways to access and manage home equipments, they 
also create numerous challenges. One of the main challenges in home networks is 
security issue due to the rapid deployment of wireless networks. 

As shown in Fig. 1, a typical home network is consisted of home gateway, home 
appliances, mobile devices, and service providers. Among these components, home 
gateway plays an important role in connecting the home network to external net-
work. Also, it provides users with several services such as routing, firewall, and 
access control. Remote access control is an important service in the design of home 
networks. It allows residential users to remotely access and control home appliances 
such as TVs, lights, washing machines, and refrigerators. For example, they can turn 
on or off their home appliances from their offices. However, despite such conven-
iences, the remote control service causes digital home networks to have various 
security threats such as masquerade, denial of service attacks, etc. Furthermore, 
handheld devices are often connected to digital home networks by wireless links and 
the links are especially vulnerable to passive eavesdropping, active replay attacks, 
and other active attacks. Therefore, it is necessary to provide strong security services 
in digital home networks. In particular, user authentication is a key service required 
for remote access control. 
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Fig. 1. Digital Home Network Structure 

When we design a user authentication scheme for home networks, we should con-
sider the following requirements: 

- User authentication should be strong enough to protect the home gateway from 
eavesdropping and various active security attacks. 

- Mutual authentication should be provided - the mechanism should be able to 
verify the server as well as the user (or client). 

- Authentication scheme should be light weight. Since user devices may be mo-
bile and resource constrained, we consider lightweight cryptographic opera-
tions such as hash function to provide user authentication rather than relying 
on expensive asymmetric cryptographic operations. Especially, on CPU-
limited devices, asymmetric cryptographic operations are much slower than 
symmetric cryptographic operations. Moreover, it is computationally expen-
sive or energy-intensive to perform asymmetric cryptographic operations.  

Based on these observations, we investigate a well known one-time password sys-
tem, S/Key [2,3]. As earlier studies show, S/Key is vulnerable to server spoofing, 
replay, and off-line dictionary attacks [4]. Several enhancements, including a work by 
Lee-Chen, have been proposed [5-8] but they are still vulnerable to other security 
attacks. In this paper, we propose an enhanced one-time password authentication 
protocol for digital home networks.  

The rest of the paper is organized as follows. Section 2 reviews related work. Sec-
tion 3 discusses the Lee-Chen's scheme, an improved S/Key protocol, and describes 
its weaknesses. Section 4 presents our proposed authentication scheme. Section 5 
analyzes the proposed scheme and section 6 concludes the paper. 

2   Related Work 

The S/KEY one-time password scheme is designed to protect a system against replay 
or eavesdropping attacks [2,3]. With S/Key, the user's secret pass-phrase never needs 
to cross the network at any time such as during the authentication or pass-phrase 
changes. Moreover, no secret information needs to be stored on any system, including 
the server being protected. Although the S/KEY scheme protects a system against 
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passive attacks based on replaying captured reusable passwords, it is vulnerable to 
server spoofing, preplay, and off-line dictionary attacks [4,6]. 

Several researchers have been conducted to solve these drawbacks of the S/KEY 
scheme [4-8]. Mitchell and Chen propose two possible solutions to resist against 
server spoofing and preplay attacks. One is to locally store the predictable challenge 
in a client so that a server has no need to send the challenge in every login. The other 
is to digitally sign the predictable challenge.  

Yen and Liao propose a scheme that uses a shared tamper resistant cryptographic 
token, which includes a SEED, to prevent off-line dictionary attacks.  

Recently, Yeh, Shen and Hwang propose a one-time password authentication 
scheme which enhances the S/KEY scheme to resist against the above attacks. The 
scheme uses smart cards to securely preserve a pre-shared secret, SEED, and simplify 
the user login process. Also, it provides a session key to enable confidential commu-
nication over the network. However, since the scheme uses user's weak pass-phrase 
and utilizes SEED as a pre-shared secret, the exposure of the SEED causes the 
scheme to retain the flaws of the S/KEY scheme [9]. Consequently, the scheme can-
not achieve the strength of the S/KEY scheme that no secret information needs to be 
stored on the server. In addition, it cannot defend against server compromises and is 
vulnerable to several attacks such as stolen-verifier attacks, denial of service attacks 
and Denning-Sacco attacks [9-11]. Obviously, this scheme has drawbacks and cannot 
satisfy high-level security, which remote control service requires.  

In [8], the S/KEY based authentication scheme using a server-side public key is 
proposed. However, the scheme is vulnerable to denial of service attacks. Also, it 
does not provide a way to verify the server's public key. 

Lee and Chen propose an improvement on Yeh-Shen-Whang’s authentication 
scheme to prevent its vulnerability from stolen verifier attacks [5,6]. With such im-
proved security, their scheme still provides the same efficiency as Yeh-Shen-Whang’s 
protocol, so it is desirable for low-power mobile devices. We review Lee-Chen’s 
scheme in more detail in the following section. 

3   Review of Lee-Chen’s Scheme 

Lee-Chen’s scheme is composed of three stages: registration, login and authentication 
stages. This section reviews the scheme and analyzes its drawbacks. It is assumed that 
the mobile device initially receives SEED from the server by out-of-band distribution. 

3.1   Notation 

- U denotes the user 
- S denotes the server 
- ID denotes the user’s identifier 
- x denotes the secret key of the server 
- K denotes the user’s secret key 
- H() denotes one-way hash function  
- SEED denotes a pre-shared secret of the mobile device and the server 

SEED = H(ID ⊕ x) 
- || denotes a concatenate operation 
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3.2   Registration Stage 

Fig. 2 shows the registration stage, where the user’s login information is synchronized 
between a user and a server. 

 
(1) S U : N, H(SEED ⊕ N) ⊕ SK, H(SK) 
(2) U  S : P0 ⊕ SK 
 

- It is assumed that the mobile device contains SEED beforehand 
- D is a random number generated by the server 
- N denotes a permitted number of login times 
- TS is a timestamp 
- SK = D||TS 
- P0 = HN(K ⊕ SEED) 

 

Fig. 2. Registration Stage of Lee-Chen’s Scheme 

To register the user, the server randomly generates D, computes H(SK) and 
H(SEED ⊕ N), and performs an XOR operation on H(SEED ⊕ N) and SK. Then, it 
sends the user H(SEED ⊕ N) ⊕ SK and H(SK) along with N, a permitted number of 
login times. Upon receiving them, the user computes H(SEED ⊕ N) and applies an 
XOR operation to the result and the received H(SEED ⊕ N) ⊕ SK to extract SK. If the 
hash value of the extracted SK is equal to H(SK), the user computes and sends P0 ⊕ 
SK. As a result, the login information P0 and N are stored at the server. In addition, the 
smart card stores P0. 

3.3   Login and Authentication Stages 

Fig. 3 shows the login stage, which provides mutual authentication between a user 
and a server.  

 
(1) S U : Ci, H(SEED ⊕ Ci) ⊕ SKi, H(SKi) ⊕ Pi-1 
(2) U S : Pi ⊕ SKi 
 

- Ci = N-i 
- Di is a large random number generated by the server 
- TSi is a timestamp 
- SKi = Di || TSi 
- Pi = HCi(K ⊕ SEED) 

 

Fig. 3. Login Stage of Lee-Chen’s Scheme 
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When receiving the message of step (1), the user first computes H(SEED ⊕ Ci) and 
extracts SKi by performing an XOR operation on H(SEED ⊕ Ci) ⊕ SKi and the com-
puted value. Next, the user hashes SKi and compares the hashed value with H(SKi) to 
authenticate the server. If the server is valid, it computes and sends Pi ⊕ SKi. On the 
receipt of the message of step (2), the server extracts Pi and verifies if the hash value 
of Pi is equal to the stored Pi-1. If the verification is positive, the server can ensure that 
the user is valid. Finally, the server updates the last one-time password Pi-1 with Pi and 
the count value with Ci. 

3.4   Analysis 

Although Lee-Chen’s scheme strengthens the security of Yeh-Shen-Whang’s scheme 
and keeps the efficiency of the scheme, it results in the following drawbacks: 

Denial of Service Attacks  
A denial of service (DoS) attack is an offensive action where an attacker attempts to 
prevent legitimate users from accessing information or services [11]. In Lee-Chen’s 
scheme, an attacker can modify messages during the registration stage without being 
detected, which results in desynchronization between a server and a client. A DoS 
attack can be launched as follows. Assume that an attacker can eavesdrop, record, 
inject, re-order, and re-send (altered) messages. During the registration stage, the 
attacker can replace P0 ⊕ D of step (2) with an equal-sized random number, R. In this 
case, upon receiving the modified message, the server computes the initial password 
P0' by performing an XOR operation on the values of R and SK. Since P0' is invalid, 
the server and the client become desynchronized. This causes the server to deny the 
client access during the login and authentication stages. Therefore, any attacker can 
easily mount DoS attacks without using any cryptographic methods. 

Compromise of Past Session Keys by Stolen Password  
After the authentication stage, SKi, generated by the server, can be used as a session 
key. In this case, a compromise of the ith password, Pi, allows an attacker to compro-
mise past session keys. Assume that an attacker records all messages exchanged be-
tween the server and the user during a session and manages to obtain the ith pass-
word, Pi. Then, the attacker can mount the following attack by using Pi: 

 
- [input] Pi: the ith one time password 
- [input] R: an array of the step (2) messages recorded during the login stage 

i.e.) R[t] = Pt ⊕ SKt 
- [output] SK: an array of session keys 
 
(1) otp = Pi 
(2) for( t = i; t > 0; t--) 
(3) { 
(4) SK[t] = R[t] ⊕ otp   
(5) otp = H(otp) 
(6) } 
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4   Proposed Protocol 

We now present our enhanced one-time password authentication scheme, which im-
proves the drawbacks of Lee-Chen’s scheme discussed in the previous section. 

4.1   Registration Stage 

Fig. 4 illustrates the registration stage of our proposed scheme. Unlike the Lee-Chen’s 
scheme, the user sends H(P0 || SK) as well as P0 ⊕ SK to the server at step (2). When 
receiving the two values, the server first extracts P0 and computes H(P0 || SK). Then, 
it compares the computed hash value with the received one. If they are equal, the 
server can ensure that P0 is valid. Thus, H(P0 || SK) enables the server to defend 
against DoS attacks. 

 
(1) S U : N, H(SEED ⊕ N) ⊕ SK, H(SK) 
(2) U  S : P0 ⊕ SK, H(P0 || SK) 

 

Fig. 4. Registration Stage of the Proposed Protocol 

4.2   Login and Authentication Stages 

Fig. 5 shows the login stage, where the message of step (2) includes Pi ⊕ H(SKi) in-
stead of Pi ⊕ SKi. Including H(SKi) inside the message can prevent the attacker, who 
knows Pi, from compromising past session keys. When receiving the message, the 
server computes H(SKi) and extracts Pi by applying an XOR operation to the received 
Pi ⊕ H(SKi) and the computed value. Next, it verifies Pi to authenticate the user. As in 
Lee-Chen’s scheme, if Pi is valid, the server updates the last one-time password Pi-1 

with Pi and the count value with Ci. 

 
(1) S U : Ci, H(SEED ⊕ Ci) ⊕ SKi, H(SKi) ⊕ Pi-1  
(2) U S : Pi ⊕ H(SKi) 

 

Fig. 5. Login Stage of the Proposed Protocol 

4.3   Analysis 

We now analyze the proposed protocol in terms of security and performance.  

4.3.1   Security 
Denial of Service Attacks  
To defend against DoS attacks, the proposed protocol adds H(P0 || SK) to the step (2) 
message of the registration stage. When receiving the step (2) message, the server 
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extracts P0 by applying an XOR operation to P0 ⊕ SK and SK and verifies if the value 
of H(P0 || SK) is valid. If the verification is positive, it can ensure that P0 is not al-
tered. Thus, the added value H(P0 || SK) prevents the server and the client from being 
desynchronized. 

Compromise of Past Session Keys by Stolen Password  
The proposed protocol replaces Pi ⊕ SKi with Pi ⊕ H(SKi) in the step (2) of the login 
stage. Due to the XOR operation on Pi and H(SKi), an attacker cannot obtain SKi even 
if it has a knowledge of Pi. Therefore, a compromise of the ith password Pi does not 
guarantee a compromise of the past session keys. 

Table 1. Performance Comparison of Proposed Protocol and Lee-Chen’s Protocol 

Step Proposed Protocol Lee-Chen’s Protocol 
Registration 1 4× (Hash + XOR) 4× (Hash + XOR) 
Registration 2 2× (Hash + XOR ) 2× XOR 

Login 1 4×Hash + 6×XOR 4×Hash + 6×XOR 
Login 2 (N-i+1) ×Hash + 1×XOR (N-i) ×Hash +1×XOR 

Authentication 2×Hash + 1×XOR 1×Hash + 1×XOR 
Total (N-i+13) ×Hash + 14×XOR (N-i+9) ×Hash + 14×XOR 
* Hash denotes a hash operation 
* XOR denotes an exclusive-OR operation 

4.3.2   Performance 
Table 1 compares the performance of the proposed protocol with that of Lee-Chen’s 
protocol. As shown in the table, the proposed protocol has only 4 additional hash 
operations to solve the problems mentioned in the section 3.4. 

5   Conclusion 

Despite a fast-growing interest in the design of home network, security threat has been a 
main obstacle to make home network a part of our daily lives. In this paper, we propose 
an enhanced one-time password authentication protocol for user devices in digital home 
networks. Since user devices tend to be mobile and resource constrained, we consider 
the S/Key scheme and its variants, which uses lightweight cryptographic operations 
such as exclusive-OR and Hash function. Lee-Chen’s protocol based on S/Key provides 
an efficient and secure authentication that defends against various attacks. It also intro-
duces a session key to enable confidential communication between a server and a client. 
However, we have found that it is vulnerable to DoS attacks and also allows a compro-
mise of past session keys. Our proposed protocol resolves the deficiencies. 
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Abstract. In this paper, we present the results of the effort to design
and produce a smart home system, PhoneTech. PhoneTech has been de-
signed and built utilizing the telephone network to enable users to re-
motely control an array of automated home electronic devices by entering
a series of commands through phone. The aim of PhoneTech is to pro-
vide the users with a better home life experience without overpowering
them with complex technologies while keeping the home life as normal
as possible.

Keywords: Smart home, automation, DTMF, embedded systems and
home-network applications.

1 Introduction

A new low cost smart home system that would enable the user to remotely
activate or deactivate electronic home appliances from a very long distance has
been designed and developed. This system is named as PhoneTech. The user can
be anywhere in the world, and the phone can be any touch-tone phone or cell
phone. The basic idea of this project is to take advantage of the vast network
of telephone lines and the proliferation of cell phones to extend human’s reach
and possibilities [1]. The system, through telephone networks, connects the user
to home appliances at home and gives him/her the ability to switch them ON
or OFF. The user dials the home telephone number like an ordinary telephone
call. The telephone at home rings and if nobody picks the call up to 3 rings (or
any value set by user), then the system picks up the call. The system then asks
for the password. The user enters the password and if no password is entered
within a certain time, the system will hang up. Once the password is entered,
the user will be offered a voice menu and asked to choose from that menu. The
user chooses an item from the menu by pressing a button on the phone keypad.
Pressing a button on the phone generates a DTMF signal [2] which, through
the telephone network, will reach the system at home. The system will recognize
the received signal and based on that will switch on/off the chosen appliance
either through a physical wiring connection or infrared connection. The system
� The second author acknowledges the Malaysia IRPA grant (04-99-01-00003-EAR).
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transmits data serially to the PC so that the user will be able to keep track the
call details made by the user. Then, the PC triggers the GSM mobile phone to
send a SMS to the pre-defined telephone number in order to notify him/her the
action taken on the system. The designed system has many components such as
microcontroller, DTMF decoder, telephone interfacing circuit, voice chip and etc.

2 Design Goals

2.1 Specification

– Inputs:
There are only 2 inputs to the system. One of them is connected to the phone
jack while another one is connected to a switch which is used to imitate the
operation of an alarm.

– Outputs:
The system controls 2 appliances in this prototype. It can be developed to
control more number of appliances. In this system, one of the control signals
is physically wired to the appliance while the other one is connected remotely
through infrared connection. The system also offers a voice message for users.
These audio signals travel over the same phone line through which the input
comes to the system. The system also communicates with the PC serially.
Each action taken by the user will be kept track by the system and then
recorded down by the PC. Then the system will alert him/her on the action
taken by the user through SMS. An auto-dialing feature is implemented to
alert the user for emergency purposes.

– Functions of the system:
• Switch on/off two electric appliances.
• Requires a four-digit password - To provide security to prevent breaking

into the system.
• Allows the user to change password, ring detection count, and password

attempt.
• Record down the action taken by user in PC.
• Send SMS to notify the action taken by user.
• Auto-dialing for emergency purposes.
• Provide voice message to inform user of:

∗ Menu options available.
∗ Acknowledgment of data received.

– Power supply: The system used standard +5V and -5V DC.

2.2 Applications

PhoneTech can boast a variety of convenience [3]. Remote on/off control may
be given to electric appliances such as slow rice cooker, exterior lighting and
garage heater. Video buffs could interface to their VCR remote control inputs and
record T.V. shows with a few keystrokes of their telephones. Scheduled changes
or unexpected broadcast could be captured from any remote location featuring
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a touch tone phone (even a public phone will do). Security system could be
controlled and a microphone could be switched on for remote audio monitoring.
Interfacing to a home computer widens the system’s data communication and
data processing capability [4].

3 Design and Implementation

We firstly provide an overview of the whole system in the form of block diagram,
as shown in Figure 1. The function of each block is summarized below:

– Protection circuit: Protect the system from telephone line transients.
– On/Off-hook circuit: Pick up or hang up the call.
– Ring detection circuit: Detect incoming ringing signal.
– 2/4 wire converter: Split bidirectional audio from the balanced telephone

line into separate single ended transmit and receive paths.
– DTMF decoder: Decode DTMF signals and represents them in a sequence

of four bits.
– Voice chip: Play pre-recorded messages for users.
– Microcontroller: Control all logic operations of the system.

Fig. 1. Block diagram of whole system



Smart Home Microcontroller: Telephone Interfacing 427

– IR transmitter & receiver: Provide wireless remote control feature.
– PC (personal computer): Communicate serially with the system to dis-

play call details on monitor. Originate the sending of SMS and auto-dialing.
– GSM mobile phone: GSM modem to send SMS and auto-dialing.
– Alarm: A switch used to imitate the operation of alarm.

3.1 Telephone Line Interfacing Circuit

The functions of telephone interfacing circuit are to detect incoming ringing
signals, take the line and hang up. It is consists of ring detection circuit and
on/off-hook circuit. It is also equipped with protection circuit to protect the
system from high voltage transient that might occur on it [5].

Protection Circuit. The metal oxide varistor (130V/10A) connected across
the TIP and the RING lines serves to protect the system from damage caused
by telephone line transients, such as those induces by lightning strikes near the
telephone line. A bridge rectifier makes sure that the voltage polarity connected
across TIP and RING line is the same regardless of which way around the phone
wires are connected. As the phone remote system is connected to the telephone
line, it must be isolated from high voltages that may occur on it. There are two
connections to the line:

– The ring detect interface is isolated with an opto-isolator.
– The DTMF and sound generation interface isolation is done by a transformer.

Ring Detection Circuit. The ring detection circuit, as shown in Figure 2, is
the main interface between the phone line and the system. When PhoneTech is
in on-hook condition, the ring detection circuit is connected to the telephone
line. Capacitor C1 is used to block DC to pass through opto-isolator, resistor R1
is used to limit the current passing through opto-isolator LED and the reverse

Fig. 2. Ring detection circuit
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Fig. 3. On/Off-hook circuit

connected diode, D1 which is in parallel with opto-isolator LED, is used to
prevent negative voltages from damaging the LED in opto-isolator. The bridge
rectifier turns the ringing signal into a pulsating direct voltage which is fed into
the opto-isolator.

ON/OFF-Hook Circuit. In normal telephone set, when the user lift up the
handset to make call or to answer call, the hook switch is closed and a direct
current pass through the telephone line and form a current loop with the Cen-
tral office (CO). This is the method used to tell the CO that the CO that the
telephone set is in off-hook condition. Thus, a single pole double throw (SPDT)
relay switch is used to imitate this condition, as shown in Figure 3. An invert-
ing Schmitt trigger which is controlled by the microcontroller is used to drive
the LED of the opto-isolator. When the signal applied to this inverting Schmitt
trigger is high, it drives the LED ON. Therefore, the phototransistor will start
to conduct allowing a direct current to flow through the relay winding and a 1K
ohm resistor in series. By this means, the loop current is utilized to energize the
relay switch and connect the telephone line to the hybrid circuit, while main-
taining as a direct current loop signal to imitate the action of going off-hook.
The free wheeling diode connected in parallel with the relay winding provide a
return path for the induced current in the winding every time the transistor is
switched off and protect the transistor from inductive kick.

3.2 Two-Wire to Four-Wire Converter

Telephone line is full duplex medium. In order to send and receive audio through
the pair one must use a two-wire to four-wire converter as depicted in Figure 4,
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Fig. 4. 2/4 wire converter circuit

which converts the pair into separate transmit and receive audio paths. This
hybrid circuit makes it possible to transmit two channels of information in op-
posite directions on a single pair of wires. The transmission path, Tx is used for
audio signal transmission like voice message while the receiving path, Rx is used
for receiving DTMF signals which will be fed to the DTMF decoder. The hy-
brid circuit must provide at least 1500 volt isolation and surge suppression from
lightning strikes of the output of the hybrids connected to some other equipment.

3.3 Microcontroller

The microcontroller used in the system is Atmel AT89S51. It is an 8-bit mi-
crocontroller. The job of the microcontroller in this system is to control the
functions of the other components in the system. It controls the system by
performing the following functions at specified time: Detecting ring detection
circuit output, switching on/off the On/Off-hook circuit, playing/disabling the
voice chip, interpreting the output of DTMF decoder, switching the controlled
appliance On/Off, and communicating serially with PC.

3.4 DTMF Decoder

The DTMF decoder decodes DTMF signals and represents them in a sequence
of four bits. That means the system receives the DTMF signals as sinusoidal
signals and converts them to binary numbers. The DTMF decoder that is used
in this system is MT8870 from MITEL. The DTMF signal is decoded and the
resulting data is latched in the output register. The decoded data (four bits) is
presented at pins D0, D1, D2, and D3 of DTMF decoder.
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3.5 Voice Chip

Voice chip is a semiconductor memory chip on which audio can be recorded
and be played back just like a typical household recorder. This new technology
allows recording of analog audio directly into semiconductor memory without
A/D conversion and play it back without D/A conversion. Once the call is picked
up, the system offers the user a voice menu of many choices for activating and
deactivating appliances at home. The voice menu is recorded on a semiconductor
chip. This chip plays the voice menu or other voice messages whenever it is told
by the microcontroller to do so. This voice chip is capable of record and playback
a message with maximum length of 120 seconds. In the system, voice chip plays
the recorded message to the caller for different scenarios. These messages will be
recorded one time and then the chip will be only used in the playback mode.

3.6 Infrared Transmitter and Receiver

Infrared (IR) is used to remotely control the home appliances in PhoneTech [6].
This infrared remote control transmitter uses 38 kHz to transmit information.
Infrared light emitted by IR Diodes is pulsated at 38 thousand times per second.
When transmitting it represents logic level “1” and when silence it represents
logic level “0”. The transmitter uses 555 Timer IC to generate 38 kHz which
has to be adjusted using the 10K preset. The duty cycle of the IR beam is
about 10% which allows more current to pass through the LEDS thus achieving
a longer range. The receiver uses a Sharp GP1u521R IR module. When the IR
beam from the transmitter falls on the IR module, the output is pulled to low
which activates the relay and deactivated when the beam is obstructed. The
relay contacts can be used to switch on/off alarms, lights etc. In this project, a
LED is used to imitate the mechanism of switching on/off of a relay.

3.7 Auto-Dialing

If the controlled appliance is a house alarm, this feature may allow the user to set
telephone numbers in the PC for emergency call purposes. The number can be
the user’s cell phone number or any number that the user wants to call whenever
there is an emergency occurs. When there is an emergency, the house alarm will
be activated. Thus, it triggers the system to make a call automatically to the
pre-set number and the voice prompting feature will be on to tell the called party
what is happening. The message reported by the telephone is pre-recorded by
the user according to the type of emergency. Since a GSM mobile phone is used
as a modem to send SMS in this project, it can be utilized to make a call too.
By incorporating Telephony API (TAPI) applications in the terminal program
written, the program can originate a call through the GSM mobile phone and
access to the telephone lines. Telephony API is a single set of functions that can
be used to access all aspects of telephony services within the Windows operating
system. Auto-dialing is done via an IrDA USB transceiver cable connecting to
the GSM phone. The software on the PC will manage the phone number (or a list
of phone numbers) and perform auto-dialing through the GSM mobile phone.
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4 Concluding Remarks

In this paper, we have presented a new smart home telephone system, PhoneTech
which was designed to overcome the limitation of distance faced by normal re-
mote control. This system is simple and is based on the telephone function that
most house owners are familiar with. PhoneTech has the features of automatic
off-hook, security password, voice prompting, infrared remote control, system-
PC interfacing, SMS notification and auto-dialing during emergency. The system
is based on an 8-bit microcontroller. This low cost system will be the every house-
hold device in future. The application of this remote control system will grow as
the number of phones and particularly cell phone users grow around the world.
This system can be further developed to provide better home automation and
data communications.
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Abstract. In order to prevent the intrusion in network-based information sys-
tems effectively, it is necessary to detect the early sign in advance of intrusion. 
This sort of pre-alerting approach may be classified as an active prevention, 
since detecting the various forms of hackers' intrusion trials to know the vulner-
ability of systems is not missed and early cross-checked. The existing network-
based anomaly detection algorithms that cope with port-scanning and the net-
work vulnerability scans have some weakness in slow scans and coordinated 
scans. Therefore, a new concept of pre-alerting algorithm is especially attrac-
tive to detect effectively the various forms of abnormal accesses for the trial of 
intrusion regardless of the intrusion methods. In this paper, we propose a ses-
sion pattern anomaly detector (SPAD) which detects the abnormal service pat-
terns by comparing them with the ordinary normal service patterns. 

1   Introduction 

The network-based anomaly detection model for the trials of intrusion that make use 
of port-scanning and search for the vulnerability of network can be referred to 
Scanlogd as a kind of attacking port scan detection tools and SPADE (Statistical 
Packet Anomaly Detection Engine) that made in a type of plug-in for Snort [1,2,3,4]. 
However, they cannot detect the new patterns of the intrusion such as the trial of in-
trusion. Scanlogd regards the requests of connection as a trial of intrusion, only if the 
number of times for the requests during the specified interval is more than the pre-
defined threshold. Therefore, if the requests of connection would be generated slowly 
than the threshold, such slow scanning can not be detected. Also, if several hosts scan 
ports simultaneously, then such coordinated port-scanning can not be detected. 

The algorithm of SPADE has a weak point in that it can not detect the port-
scanning which aims for the frequently accessed ports. Since, after it records the fre-
quency of access for all ports of each host, it regards the access for the ports which 
were not accessed frequently before as the trial of intrusion. Therefore, it can not 
detect the scan for the ports which were accessed frequently before. For that reason, 
since the currently well-known Scanlogd and SPADE have restriction in the detect-
able type of the trial of intrusion, the new concept of algorithm is needed for detecting 
effectively the various types of abnormal accesses, not constrained to the type of the 
trial of intrusion. 
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This paper presents the new concept of pre-alerting intrusion algorithm for SPAD 
(Session Pattern Anomaly Detector) that regards the session of network service, of 
which pattern has different than usual, as a trial of intrusion. 

2   Session Pattern Anomaly Detector: SPAD 

2.1   Notion of SPAD 

Regardless of the intension of intrusion, all the packets of users are represented by the 
service. The session of a service is defined as the packets in which client and server 
exchange each other during the service, and it is classified into client’s session and 
server’s session according to whether the source of the packet is client or server. 
Since the client and server that participate in the service follow the protocol of the 
service, there is regularity, that is to say, pattern which is similarly repeated among 
the sessions of the identical service. The usual sessions follow the normal pattern of 
the service. But if a session does not follow the normal pattern of the service, it can be 
regarded as an abnormal access to the port, namely, a trial of intrusion. 

Since the trial of intrusion is detected through the pattern of the service protocol, 
the pattern of the protocol for each service needs to be known. For this, SPAD finds 
the pattern of the protocol indirectly by learning the traffic of network. The informa-
tion in packet, that SPAD uses to detect the anomaly, is dIP(destination IP address), 
dPort(destination Port number) and the size of each packet. 

The principle to detect the trial of intrusion by using the pattern of session is as fol-
lowing: An amount of sessions exchanged between clients and servers for normal 
services are saved statistically for the each dPort of dIP. After that, if a session hap-
pens to get out of the statistics, it is regarded as a trial of intrusion. To obtain the pat-
terns of sessions, SPAD uses two kinds of features. The first feature is the length of 
session that client and server exchange. In other words, the feature is the minimum 
number of packets which compose the session. If the number of packets exchanged 
from the beginning to the end of a session of a service is less than that of normal ses-
sions, the session is regarded as an abnormal session and it is judged as a trial of in-
trusion. The second feature is the common series of packet sizes, which is repeated in 
all sessions of the identical service. These series are observed at the beginning and at 
the end of sessions and also observed repeatedly in the middle of the sessions. SPAD 
adopts the series, which is at the beginning section of session, as the feature and the 
session whose beginning is different from the normal is regarded and detected as a 
trial of intrusion. 

2.2   Major Components of SPAD 

The input and output of SPAD system are traffic and alert respectively. Traffic is the 
collection of packets which are acquired from network. Alert is the message that in-
forms the trial of intrusion. The structure of system is composed mainly of the three 
components, namely, Session Classifier, Pattern Extractor and Pattern Comparator. 
Fig. 1 illustrates the block diagram of the overall structure. 
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Fig. 1. The Block Diagram of SPAD 

 

Fig. 2. The Block Diagram of Session Classifier 

Fig. 2 is the block diagram of Session Classifier. Session Classifier reads packets 
from traffic and classify them into the sessions whose source and destination is identi-
cal. The source and the destination are the combinations of IP address and port num-
ber. For each combination of source and destination, the buffer for storing the packets 
of the sessions is prepared and, therefore, when the next packet is read from the traf-
fic, it is stored to the corresponding buffer. Then, if all packets in the buffer are 
stored, all packets of the buffer output as a session. The completed session from the 
Session Classifier is an input to Pattern Extractor or Pattern Comparator according to 
the execution mode. The kinds of execution mode are categorized in the form of 
learning mode and detection mode. In other words, the session output from Session 
Classifier is an input to Pattern Extractor in learning mode and to Pattern Comparator 
in detection mode. 

The symbols represented in the Fig. 2 are described as following: 

 a, b, c : the instances of session (they are different in the combination of 
source and destination). 

 ai, bi, ci : the ith packet of the sessions for a, b and c, respectively. 
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Fig. 3. The Block Diagram of Pattern Extractor 

Fig. 3 shows the block diagram of Pattern Extractor. Pattern Extractor collects the 
sessions which have the identical destination and finds and output the common pat-
tern among them. Therefore, the pattern is extracted for each destination.  

The pattern of a service is composed of two features. The first is the common se-
ries of packet sizes in the beginning of the service. As it to say, for the data of ses-
sions which have the identical destination, when the sizes of packets of each session 
are superposed (overlapped) in time series on those of other sessions, the common 
section of the superposed time series will appear. That common section among the 
sessions is the first feature for the pattern of the service. The second feature is the 
minimum size of session during the service, where the size of session is the number of 
the packets which compose the session. 

To obtain the two features, as input, Pattern Extractor acquires a set of sessions that 
have the identical source and destination and input it both to the Size Graph Function 
and Length Set Function. Size Graph Function makes a tree for the packets of all the 
sessions using the packet sizes as nodes. This tree is input to Common Graph Path 
Function and the common path is found out. This common path of tree becomes the 
first feature of pattern. Length Set Function records the sizes of all the sessions and 
output them. Minimum Length Function receives this data and finds and output the 
minimum size of them. This minimum size of session becomes the second feature of 
pattern. 

The first and second features are paired and output. The symbols represented in the 
Fig. 3 are described as following:  

 a, a', a":   the instances of session (they are identical in source and destination) 
 ai, ai', ai": the ith packet of the sessions for a, a' and a", respectively 
 n, m, l:  the length of session for a, a' and a", respectively (total number of 

packets in a session) 
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 n0: the length of common time series of packet sizes for the sessions a, a' 
and a" 

 A: the pattern for the service whose source and destination combination is 
identical with that of sessions a, a' and a" 

 PA: the first feature of pattern A (the common time series of packet sizes of 
sessions for the service) 

 nA: the second feature of pattern A (the minimum length of session for the 
service) 

 nA0: the length of PA 
 size: the size of packet (bytes) 
 Nth: the index of packet 

 

Fig. 4. The Block Diagram of Pattern Comparator 

Fig. 4 is the block diagram of Pattern Comparator. Pattern Comparator compares 
the current input session with the pattern extracted previously for the service. And if 
the session does not follow the pattern, then, Pattern Comparator regards it as an ab-
normal session and reports an alarm. Therefore, Pattern Comparator receives the two 
inputs - the session and the pattern. 

From the input session, the first feature and the second feature of it are extracted 
similarly as the Pattern Extractor does. In other words, the first feature is the time 
series of packet sizes and the second feature is the length of the session. In comparing 



SPAD: A Session Pattern Anomaly Detector for Pre-alerting Intrusions in Home Network 437 

the two features session and the pattern, if one of the two features is different from the 
other, then, Pattern Comparator alerts an alarm for the abnormal session. 

The symbols represented in Fig. 4 are as following: 

 a: the current input session to be examined 
 ai: the ith packet of the session a 
 P: the first feature of the input session (the time series of packet sizes of 

input session)  
 n: the second feature of the input session (the length of input session) 
 A, B: the patterns saved before (where, the source and destination combina-

tion of the pattern A is identical to that of session a) 
 PA, PB: the first feature of pattern A and B respectively (the common time se-

ries of packet sizes of sessions for the service) 
 nA, nB: the second feature of pattern A and B respectively (the minimum length 

of session for the service) 
 nA0, nB0: the length of PA and PB respectively. 
 size: the size of packet (bytes) 
 Nth: the index of packet 

In the implementation of Pattern Extractor, there is a selection on whether the pat-
tern extraction would be continued during the anomaly detection or performed sepa-
rately. If the former is called online pattern extraction and the later is called offline 
pattern extraction, the online pattern extraction has the merit that it reflects the re-
cently varied pattern of sessions for the service. But if the trial of intrusion happens 
while performing the online pattern extraction, it has the defect that it reflects the trial 
of intrusion on the patterns. The pattern must reflect the normal traffic. Otherwise, the 
same trial of intrusion would be considered as a normal session. However, the offline 
pattern extraction is used currently, the method to consider the merits of two alterna-
tives should be devised later. 

3   Analysis and Interpretation of Simulation Results 

For the reliability of the evaluation of SPAD model, in the evaluation data for intru-
sion detection, which is made by MIT Lincoln Research Center during DARPA 
project, the data set of the year 1999 was used to the simulation for the evaluation 
[7, 8, 9, 10]. 

The above evaluation data for intrusion detection has 5 weeks traffic of packets and 
the 1st, 2nd and 3rd week data are normal traffics and the 4th and 5th week data are the 
traffics including attacks. The evaluation of SPAD used the 1st and 3rd week data for 
the pattern extraction of services and used the 4th week data for the detection of anom-
aly. In the 4th and 5th week data, there are several classes of attacks as the Table 1. 
Among them, since the trial of intrusion corresponds to the Probes, therefore, the 
evaluation used only the Probes. 
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Table 1. The kinds of attacks in evaluation data 

Class Types 
Denial of 
Service    
Attacks 

Apache2, arppoison, Back, Crashiis, dosnuke, Land, Mailbomb, SYN Flood, 
Ping of Death, Process Table, selfping, Smurf, sshprocesstable, Syslogd, tcpre-
set, Teardrop, Udpstorm 

User to Root 
Attacks 

anypw, casesen, Eject, Ffbconfig, Fdformat, Loadmodule, ntfsdos, Perl, Ps,
sechole, Xterm, yaga  

Remote to 
Local Attacks

Dictionary, Ftpwrite, Guest, Httptunnel, Imap, Named, ncftp, netbus, netcat,
Phf, ppmacro, Sendmail, sshtrojan, Xlock, Xsnoop 

Probes 
insidesniffer, Ipsweep, ls_domain, Mscan, NTinfoscan, Nmap, queso, reset-
scan, Saint, Satan 

Table 2. The simulation results of evaluation for SPAD 

Day of 4th 
week 

n(TP) n(FP) n(FN) n(TN) R(TP) R(FP) R(FN) R(TN) 

1st 7 27 0 3,487 100% 0.8% 0% 99.2% 

3rd 11 186 6 3,329 64.7% 5.3% 35.3% 94.7% 

4th 3 511 0 3,507 100% 12.7% 0% 87.3% 

5th 5 511 0 1,393 100% 26.8% 0% 73.2% 

Total 26 1,235 6 11,716 81.3% 9.5% 18.7% 90.5% 

The symbols represented in the Table 2 are described as follows: 

 n(*):  the count of occurrence, R(*): the rate of occurrence 
 TP:   true positive, FP: false positive, FN: false negative, TN: true negative 

For the performance evaluation of SPAD, the simulation was performed and the 
result of evaluation has been obtained, shown Table 2. The result has been counted 
per session not per packet since SPAD performs based on session. 

According to the analysis of results, the reason why the average of R(TP) is 81.3% 
is the insufficiency of the two weeks data used to extract the normal pattern of ser-
vices. Because the reason why the average of R(FP) is 9.5% is SPAD detected what 
the evaluation data missed to put in the attack list. By using tcpdump command, they 
can be confirmed to be abnormal accesses to ports. As consequence, SPAD has found 
them although they were missed in the attack list prepared. 

4   Conclusions 

To detect the port-scanning and the search of vulnerability for network, which the 
attacker tries prior to his intrusion, the paper presents SPAD (Session Pattern Anom-
aly Detector) to detect the abnormal session for trial of intrusion, using the normal 
pattern of session for services. As the clue of the judgment on the trial of intrusion, 
SPAD focuses on whether the remote host users really use the services. So SPAD 
Stores usually the normal pattern of services; when a service pattern differs from the 
stored, SPAD detects it as a trial of intrusion. 
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The two features of pattern extracted are: first, the common time series of packet 
sizes in the beginning of session data exchanged during the service between client and 
server and, the second, the minimum number of packets for the session of service. For 
the performance evaluation of SPAD, the simulation was performed by using the 
“IDS Evaluation Data Set” made by MIT. And the average rates of true positive and 
the false positive has been obtained as 81.3% and 9.5% respectively. The true positive 
rate of 81.3% is considered to be caused by the insufficiency of data used to extract 
the various normal patterns of services because the evaluation data set was as short as 
2 weeks. 

The SPAD model can detect slow scanning, coordinated scanning and the scan for 
the ports which were accessed frequently, which are not detected by the existing algo-
rithms, Scandlogd and SPADE. 
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Abstract. Home networks will be widely established in residential ar-
eas. Intrusion detection is an important function in the home gateway
because various networks try to access to home networks. We propose
the home gateway with the automated real time intrusion detection ad-
justable in home network environment using the clustering methodology
and the correlation. Our proposed model showed the reasonable misclas-
sification rates.

1 Introduction

A home network interconnects electronic products and systems, enabling re-
mote access to and control of those products, systems and any available con-
tent such as audio, video, or data. Ethernet, IEEE 1394, wireless networks and
the power line network could be used as home network technologies. Public
Switched Telecommunication Networks(PSTN), Integrated Services Digital Net-
works(ISDN), broadcasting networks(satellite, terrestrial and CATV) and wire-
less access and the Internet could be used as home network access networks [1].

The home gateway performs a role of an intermediary between access net-
works and the home network as shown Fig. 1. The first function is providing the
capability of remote control of the connected appliances on the home network
from various access networks. Second is the security function against various
intrusions. Others are GUI for public networks, auto configuration through the
address/protocol translation, the media translation capabilities and etc [2]. In
this paper, we focused on the security features among all functions of home
gateways because intruders always seek to gain control of your computer and
having control of your home computer system enables those to easily control
your networked home devices or even launch attacks on other systems.

Many security products generally tend to have been designed based on re-
quirements for the industry than those of the home. There are lack integrated
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security solutions for the home network to protect it from wired and wireless
attacks. Therefore, we will propose the firewall to detect intrusions in home
network environments.

There are three strategies in the intrusion detection field. Misuse detection is
based on the pre-built set of intrusion scenarios, which could detect the already
known attacks with high accuracy. A drawback of misuse system is that it would
fail to detect the unknown attacks. Anomaly detection is based on the hypoth-
esis that the malicious behavior should be different from the normal ones. The
normal behaviors could be characterized by a model and the anomalies could be
identified by the deviations from this model. It offers the advantage of finding
the unknown attacks. Specification based detection focuses on abstracting the
normal behaviors of critical objects. Intrusions which usually cause objects to
behave in an incorrect manner can be detected without exact knowledge about
them. It could generate fewer false alarms compared with those of anomaly de-
tection. But it will cost more efforts on building the specifications for specific
objects [3].

Anomaly detection could be suitable to detect intrusion in the home net-
work because there are no decision rule maker(or analyst) in the home network
in contrast to the industry but various unknown attacks same as the industry.
Clustering among anomaly detection methodologies groups similar data together
under no supervision, eases the tasks of labeling by experts. Self-Organized
Map(SOM) is one of clustering algorithms and is a data visualization technique
which reduces the dimensions of data through the use of self-organized neural
networks [4].

Gonzales et al. compared the Neuro-Immune and SOM in terms of the clas-
sification rates. They showed their classification rates were similar and very
correct [5]. Jirapummin et al. proposed the intrusion detection mechanism using
SOM for clustering and RPROP (Resilient Propagating Neural Network) for la-
beling [6]. However, RPROP cannot accommodate a new untrained attack and
its performance depends on the number of neurons in the map. SOM is useful
for classification of the known and unknown attacks and the normal but it does
not enable to label them. We also use the correlation methodology for labeling
and analysis on traffic features while using SOM for classification.

We propose the intrusion detection system for home gateway in home network
environments to satisfy the above requirements. We use the clustering method-
ology and the correlation to make the intrusion detection classify even unknown
attacks and alarm them to deal with them as soon as they intrude.

In this paper, we describe the proposed intrusion detection in section 2 and
its experimental results in section 3. Finally, we concluded in section 4.

2 The Proposed Home Gateway with Intrusion Detection

Fig. 2 shows our system with three steps as follows: Training, Labeling and
Detection & Training.
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Fig. 1. A Home Gateway Architecture

2.1 Step 1: Training

The accurate training requires the modification of data because the values of
traffic features have the various ranges. Our mechanism has the preprocessing
stage and the normalization stage before training.

Preprocessing. It transforms the TCPdump data into the numeric data be-
cause SOM resolves only numerical data but the TCPdump data has some fea-
tures whose data types are not numeric.

Normalization. SOM makes the maps for each feature respectively and then
construct the U-matrix(unified matrix) based on the all feature maps. Every
feature has such various ranges. For example, the values of the feature src byte
are in the range between 0 and 2194619, the feature duration’s values are in
the range between 0 and 42448 and some feature’s values are in the range be-
tween 0 and 1. Some wide range features such as src byte and duration affect
the U-matrix construction much more than any other features. Thus normaliza-
tion is needed to make U-matrix reflecting all features fairly. Our normalization
makes the minimum values of every feature 0 and their maximum values 1. The
normalization equation used in this paper is as follows:

Ni(x) = (i(x) − Vmin(x))/(Vmax(x) − Vmin(x)),

where x means one of features, i(x) is the original data value of the feature
x (Vmin(x) ≤ i(x) ≤ Vmax(x)), Vmin(x) is the minimum value of the feature x
and Vmax(x) is the maximum value of the feature x.

Training. SOM is not only the clustering model using the neural network
method but also the unsupervised learning model. The unsupervised learning
automatically categorizes the varieties of input presented during training and
enable to match in which neuron new inputs concern while the supervised learn-
ing determine which output one of many possible input values matches for.
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Fig. 2. Process of Our Intrusion Detection System in Home Gateway

2.2 Step 2: Labeling

It is difficult deciding which SOM cluster is normal or abnormal and which
attacks the abnormal input is because feature maps and U-matrix give no infor-
mation about input data. To solve this problem, correlations between features
on each attack are analyzed. Pearson correlation coefficient equation used to
analyze them is as follows [7]:

rp =
∑

(xi − x)(yi − y)√∑
(xi − x)2

√∑
(yi − y)2

where x = 1
n

∑n
i=1 xi, y = 1

n

∑n
i=1 yi and (xi, yi) ∈ {(x1, y1), · · ·, (xn, yn)}

Table 1. shows the correlation results between features on each attack. For
instance, the attack Pod has the 3 feature-pair correlations such as (21+23)
and 3-(5+8). (21+23) means the positive correlation between feature no. 21(the
percentage of connections to the same service at destination host) and 23(the
percentage of connections to the same source ports at destination host). 3-(5+8)
means the minus correlations between feature no. 3(the network service types on
the destination) and 5(the number of data bytes from source to destination) and
between 3 and 8(the number of ”wrong” fragments) and the positive correlation
between 5 and 8. Fig. 3 shows U-matrix and Feature Maps only for the attack
Pod. U-matrix shows results analyzing which cluster in U-matrix is abnormal
or normal through the correlation results between features on each attack in
Table 1. For instance, the most left and center cluster means the attack Pod.
The largest part not circled means normal clusters. Feature Maps only for the
attack Pod where the color distribution and shape of the circled feature map for
the feature no. 5 are very similar to those of 8 but are opposed to those of 3 and
the maps for feature no. 21 and 23 are much alike in the color distribution and
shape. Numbering features are based on [8].
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Table 1. Correlations between features on each Attack

Normal = (10+11)∩(12+13)∩(14+15)∩(16−17)∩(20+21)
Neptune = (11 + 16)
Smurf = (10 + 11) ∩ (19 + 20) ∩ {(21 + 23) − 22}
Teardrop = (20 + 21 + 23)
Back = (12 + 13) ∩ (25 + 26) ∩ (27 + 28)
Pod = (21 + 23) ∩ {3 − (5 + 8)}
Ipsweep = (3 + 19 + 22) − (21 + 23)
Nmap = {(4 + 12 + 13 + 26) − 21}
Portsweep = (22 + 23 + 27) ∩ (15 + 28)
Satan = (10 + 22) ∩ (14 − 23) ∩ (15 + 28)

Fig. 3. U-matrix and Feature Maps for Pod attack

2.3 Step 3: Detection and Training

The proposed real time intrusion detection is achieved by finding BMU (the best
matching unit) with the smallest Euclidean Distance measured between input
data and the map unit. If BMU is a cluster in the normal cluster set, the input
is normal. Otherwise, it is abnormal. Our detection process is as follows:

Algorithm 1. Intrusion Detection Algorithm using Euclidean Distance

1. BMU = argmin ‖ (x(n) − wj(n) ‖
where x(n) is the input vector being presented at time n and wj(n) is the
weight vector for all nodes in the network.

2. If BMU ∈ the set of normal clusters,
then x(n) = normal
else x(n) = abnormal

After the detection process, weights of BMU and its neighbors are updated
based on the equation as follows:

wi(n + 1) = wi(n) + hci(n)[x(n) − wi(n)]
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3 Experimental Results

We use a part of DARPA 1998 Intrusion Detection Evaluation data set used in
the 3rd International Knowledge Discovery and Data Mining Tools Competition
in 1999(KDD Cup 1999) [8]. Although many flaws exist in the KDD dataset as
discussed in [9], to our knowledge the KDD Cup 1999 contains relatively many
attack types in the sense of public evaluation platforms for intrusion detection. It
includes some 7 million TCP connection records and consists of the labeled train-
ing data with about 5 million connections (KDD-TND) and the test data with
2 million connections (KDD-TD). We use two subsets to compare the detection
rates of Decision Tree and Neural Network of supervised learning techniques with
those of our proposed real-time intrusion detection system based on SOM and
feature correlations. We consider Back, Neptune, Pod, Smurf, teardrop, Ipsweep,
Nmap, Portsweep and Satan as attacks. 70% of KDD-TND is used for training
and 30% of KDD-TND and KDD-TD are used for test of anomaly detection and
misuse detection.

To evaluate the performance of misuse detection, the system should train the
data including normal and all considering attacks and then catches intrusions in
terms of the characteristics of known attacks. We train the mixture of normal and
attacks and build and label the U-matrix using SOM Toolbox based on Matlab to
evaluate the performance of misuse detection in our system [10]. Then we collect
the BMU results for test data in our system. To evaluate the performance of
misuse detection in the supervised learning technique, we also use same training
data in our system as input data to Decision Tree and Neural Network of SAS
Enterprise Miner [11].

Table 2 shows the misclassification rates in terms of the misuse detection.
Since the misclassification means that our system selects the wrong BMU and
Decision Tree and Neural Network system does not detect accurately, the lower
rate is the better. The rate of 30% KDD-TND is lightly lower than that of KDD-
TD because 30% of KDD-TND is familiar with 70% of KDD-TND. U-matrix in
our systems and results of Decision Tree and Neural Network more adjustable to
the characteristics of 30% of KDD-TND. We also knew that our system detect
more accurately than that of the supervised learning. Anomaly detection means
that the intrusion system catches intrusions of the new attack not trained. The
supervised learning technique and our system trained respectively for 70% of
KDD-TND without only one attack among 9 attacks. In the case of the anomaly
detection for the attack Back, each system is trained for the mixture of normal
and attacks without Back and test whether each system decide that attack Back
is abnormal. Table 3 shows the misclassification rates of 9 attacks respectively
for 30% KDD-TND and those rates for KDD-TD. Our system showed that the

Table 2. Misclassification Rates as the Misuse Detection

Data Supervised System Unsupervised System
30% of KDD-TND 0.25 0.03
KDD-TD 0.59 0.05
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Table 3. Misclassification Rates as the Anomaly Detection

Data Attack Supervised System Unsupervised System
30% of KDD-TND Back 0.087 0.000

Neptune 0.150 0.050
Pod 0.264 0.054
Smurf 0.162 0.092
Teardrop 0.924 0.045
Ipsweep 0.093 0.057
Nmap 0.735 0.035
Portsweep 0.505 0.058
Satan 0.246 0.049

KDD-TD Back 0.989 0.002
Neptune 0.361 0.068
Pod 0.694 0.059
Smurf 0.369 0.099
Teardrop 0.997 0.071
Ipsweep 0.389 0.067
Nmap 0.908 0.049
Portsweep 0.826 0.069
Satan 0.744 0.058

Table 4. Modeling Time and Detection Time

Supervised Unsupervised
Modeling Time 15.80s 12.40s
Detection Time 1.90s 0.50s

anomaly detection of the attack Back is perfect. Its characteristics are clear
while those of the attack Smurf are a little dim. Also Our system detected more
accurately than that of the supervised learning.

To evaluate possibility of real time intrusion detection of the supervised learn-
ing technique and our system, we experimented the modeling time and the de-
tection time of each system. The modeling time means the average time taking
to train the collected input data and the detection time means the average time
taking to decide whether the new input is normal or abnormal after training.
Table 4 shows the detection time of our system is 0.5 seconds in whole experi-
ments while that of the supervised learning system is 1.9 seconds, which means
our system can be called the real-time intrusions detection system. We also knew
that our system takes little time to model intrusion system than the supervised
learning system.

4 Conclusion

In this paper, we proposed the home gateway with automated real-time intru-
sion detection for secure home networks. We use the clustering methodology



Home Gateway with Automated Real-Time Intrusion Detection 447

and the correlation to make the intrusion detection classify even unknown at-
tacks and alarm them to deal with them as soon as they intrude. We used KDD
Cup 1999 training and testing dataset and SOM, one of unsupervised learn-
ing data mining and clustering mechanisms to validate classification ability of
the misuse detection and anomaly detection. Our system yielded the reasonable
misclassification rates through several experiments than those of the previous
suggested supervised learning system. We got the characteristics of each attack
whose unclassifiable features look to have no relations among themselves. Our
feature correlation results got for labeling can be used in other intrusion detec-
tion systems using other technologies even if a new attack happens because our
correlation information are adjusted as time grows. We will analyze attacks with
unclear characteristics such as Smurf, extract important features to reduce the
process overhead and then make our system more accuracy.
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Abstract. In this paper, we propose the UWB system as a wireless HD multi-
media transmission technology in a home network. We examine the piconet of 
UWB system and analyze the performance by using the development kit in a 
real office and empty space environments.  

1   Introduction 

As the digital multimedia appliacaitons, such as digital broadcasting, DVD(Digital 
Versatile Disk) and home theater, become familiar services, it is required to transmit 
and recieve the high quality video in a home network. Digital broadcasting provides 
the HD(High Definition) video which has five or six times higher resolution than 
analog broadcasting. Thus it needs bandwidth of the above 20Mbps for the transmis-
sion of MPEG transport stream. Also the DV(Digital Video), which is the data format 
of a digital camcorder, requires more than 25Mbps for a real time transmission. How-
ever, the technologies of up-to-date home network are mainly focused for home 
automation and they provide relatively low data rate which is not sufficient for HD 
multimedia communication. We consider the UWB(Ultra Wideband) system can be 
one of the candidates for that purpose in a home network, because it has the highest 
data rate and low power consumption among various wireless communication sys-
tems. Moreover, UWB system has additional advantages for home environment, since 
the piconet can be successfully integrated with it. In this paper, we investigate the 
current state of UWB technology including network structure to communicate the HD 
multimedia data. And we analyze the performance using XSUWBWDK, the UWB 
development kit of FreescaleTM.

2   UWB System 

The UWB system is being paid attention as a physical layer of the WPAN(Wireless 
Personal Network) [1], because it has many desirable features, such as high data rate, 
low power consumption, and small size. The UWB system, which is originally  

* This work was supported by research program 2005 of Kookmin University in Korea. 
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developed for military applications, was open to the public, as UWB 1st Report & 
Order was accepted by FCC(Federal Communications Commission)[2]. This R&O  
classified UWB system into three fields: imaging systems, communication and meas-
urement systems, and vehicular radar systems. The IEEE 802.15 WG(Working 
Group) started the IEEE 802.15.3a SG(Study Group) in November 2001, in order to 
apply the UWB system for the high speed wireless data transmission. And the 
TG(Task Group)3a began to take action in January 2003[3]. According to the defini-
tion of FCC, the UWB signal has the bandwidth greater than 20% of center frequency 
or greater than 500MHz. Thus the UWB bandwidth can be represented by (1) where 

u
f  and 

l
f  are the upper and lower 10dB down point, respectively. 

( )
0.2

/ 2
u l

u l

f f
BW

f f

−
= ≥
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The standardization process is currently on going, but the schedule is delayed due to 
the disagreement between the Multi-Band OFDM[4] of MBOA(Multi Band OFDM 
Alliance) proposed by TI and CDMA-based DS-UWB[5] proposed by Motorola. 

2.1   The Piconet  

The piconet is composed of a PNC(Piconet Coordinator) and several DEV(Device)s 
as shown in Fig. 1. One of DEV can be operated as PNC and the communication 
begins by sending a beacon from this PNC to one of DEVs. The transmission cover-
age of a piconet is normally about 10m. 

PNC/DEV

DEVDEV

DEV

DEV

data

data

data

data

beacon

beacon
beacon

beacon

data

Fig. 1. The topology of piconet 

A data format is divided into several superframes in IEEE 802.15.3 MAC(Media 
Access Control) protocol and a superframe is composed of three blocks as shown in 
Fig. 2. The first one is beacon and the second is CAP(Contention Access Period) 
which performs the random access control. The third is CTAP(Channel Time Alloca-
tion Period) which stores the payload data[6]. 

The control data for data transmission is included in a beacon. The CAP is used for 
random access based on CSMA/CA(Carrier Sensing Multiple Access/Collision 
Avoidance) method. The CAP is not mandatory. When CAP is omitted, the  
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Fig. 2. The superframe of IEEE 802.15.3 

MCTA(Management CTA) in CTAP can be used for random access by using the  
slotted Aloha method. Each DEV competes to get a right to communicate with PNC. 
After this process, it is possible to transfer payload data. A synchronous data such as 
streaming video can be transmitted in allocated CTA in CTAP. Also an asynchronous 
data can be transmitted with a variable bandwidth which is adaptively allocated ac-
cording to the available data rate.  

2.2   UWB System 

There are two types of popular wireless networking technologies, WLAN(IEEE 
802.11a/g) and UWB, for HD multimedia communication since the data rate of these 
two technologies are more than 30Mbps. Table 1 shows the differences between 
WLAN(IEEE 802.11a/g) and UWB. WLAN is a popular wireless technology but the 
maximum data rate is only 54Mbps and the service area is limited within the coverage 
of 5m radius at that rate. That mean the WLAN can transmit just a single HD quality 
video and the data rate of which is not sufficient to transfer a lot of HD video data. 
Also, AP(Access Point) overload is likely to take place in the ad-hoc network of 
WLAN since it supports only infrastructure network due to the problems such as 
power consumption, security and QoS(Quality of Service). On the contrary, UWB can 
supply several HD videos because it supports the data rate of 100Mbps within 10m 
and its topology is a piconet network. One of the troubles of UWB system is the rela-
tively small coverage. Thus backbone network or repeater needs to be incorporated 
with the current UWB system to construct a home network. 

Table 1. Comparison of WLAN(IEEE 802.11a/g) and UWB 

 Data rate Coverage Topology Disadvantage 
IEEE 802.11a/g ~54Mbps Upto 50m Infrastructure ISM or UNII band 
UWB ~1.2Gbps Upto 10m Piconet Not standardized 

The bandwidth allocated for UWB system is 7.5GHz. And the DS(Direct Sequence)-
UWB system proposed by Motorola use two sub-band in order to coexist with 
WLAN(IEEE 802.11a)[6] which uses UNII(Unlicensed National Information Infra-
structure) frequency band. Multi-band OFDM and DS-UWB systems are compared in 
Table 2. 
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Table 2. Comparison of Multi-band OFDM and DS-UWB 

 Multi-Band UWB DS-UWB 
The number of bands Multi-band(13) Dual band 
Modulation OFDM/QPSK CDMA(M-BOK)/PSK 
FEC Convolutional Code Convolutional Code 
Data rate 55~480 Mbps 25.8 Mbps ~ 1.2Gbps 
The number of piconets 4 6 
Complexity FFT/IFFT structure Rake receiver 
Feature Robust to multipath, 

Peak-to-Average power ratio 
problems 

Robustness to interferences  

If we let m(t) as the pulse signal after RRC(Root Raised Cosine) filtering, then the 

RF modulated signal becomes m(t)cos(
c

ω t) and its Fourier transform is given as (2)  
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The M(ω ) is the Fourier transform of pulse signal m(t), and the carrier frequency 
c

ω
is 2π×4.104GHz. The bandwidth of baseband signal m(t) is 684MHz and the band-
width of RF signal is 1.367GHz.  

3   The Development Kit: XSUWBWDK 

We use the UWB development kit, XSUWBWDK(Xtreme Spectrum Ultrawide Band 
Wireless Development Kit) of FreescaleTM [7], to analyze the performance of DS-
UWB system for the HD multimedia communication . Features of XSUWBWDK are 
represented as 

IEEE 802.15.3 MAC protocol  
Software applications programming interface  
Ability to transfer media-rich streams via a 1394 interface  
Test and configuration utilities that streamline radio evaluation  
Bi-phase encoding that supports data rates to 114Mbps  
Selectable forward error correction values: 1, 3/4, and 1/2  
Selectable data rates: 28.5, 57, and 114Mbps  

XSUWBWDK can be classified to four parts: MAC part, Power part, 1394 interface 
part and PHY part. The PHY part can be divided into two parts as digital baseband 
part and RF part. The digital baseband part is for A-D and D-A converter. The RF 
part is for modulation and demodulation. The interface part is used the IEEE 1394 
which can support real time transmission of HD video. Fig. 3 shows a top view of the 
XSUWBWDK UWB transceiver model. 
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Fig. 3. XSUWBWDK, the development kit of FreescaleTM 

The features of transmitted UWB signal in XSUWBWDK can be represented as 

 Average Power Measured on Power Meter: <150 uW or <-8dBm  
 Peak-to-Peak Voltage into Antenna: <0.3Volts  
 PEP(peak envelope power): <0.225mW  

8 50
p p p pV V

PEP − −×
=

×
 (3) 

The 50 in the denominator of (3) denotes the load impedance and Vp-p is measured 
peak-to-peak voltage when load impedance is 50 ohms 

4   Simulation 

4.1   Simulation Environment 

Fig. 4 shows an example of HD video transmission scenario. And Fig. 5 depicts the 
corresponding superframe structure. The PNC can transmit two HD video via stream 
3 and stream 4 in CTAP in a superframe. The DEV1 receives the video stream from 
channel 63 and the DEV 2 also receives it from channel 62. 

The XSUWBWDK supports a test mode for performance measurement. In this 
mode, XSUWBWDK calculates frame rate and FER(Frame Error Rate), while 
transmit a test frame from transmitter to receiver except PC interface. The frame 
rate is calculated as the number of correctly received frames per second, and the 
FER is the number of erroneous frames divided by total number of transmitted 
frames. The transmitter sends test frame with a rate of 320 frames per second in our 
simulation. 

We consider two test environments: one is for modeling of real office and the other 
is for empty space modeling. In the real office environment, the UWB system can be 
influenced by several multipath fading and ISI(Inter symbol Interference)s, just like in 
a real environment. On the contrary, there exist only a few multipath fading in the 
empty space environment. Also, we test the LOS(Line of Sight) and NLOS(Not LOS) 
cases in each case. 

 

 

MAC
PHY Digital Baseband PHY 

Power 1394 Interfaces 
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Fig. 4. An example of HD video communication 
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Fig. 5. Transmitted UWB superframe  

The position of transmitter and receiver antennas was 80cm from the ground, and 
the distance from transmitter antenna to receiver antenna was 1m, 3m, 5m, 7m and 
9m. In each distance, we measured the frame rate and FER. 

4.2   Simulation Results 

Fig. 6 and Fig. 7 show the frame rate and FER results. The followings denote the 
simulation environment cases in our simulation.  

LOS1 : real office environment, line of sight 
NLOS1 : real office environment, not line of sight 
LOS2 : empty space environment, line of sight 
NLOS2 : empty space environment, not line of sight 

In case of the real office environment, the HD multimedia frames can be success-
fully transmitted and received within 7m coverage by using DS-UWB system.  
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Fig. 6. The frame rates at 1m, 3m, 5m, 7m and 9m 
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Fig.7. The FERs at 1m, 3m, 5m, 7m and 9m 

However, if the distance is farther than 7m, the frame rate was decreased. In case of 
the empty space environment, the decrease of frame rate was observed from 3m dis-
tance. Meanwhile, the FER results in Fig. 7 show the reciprocal characteristic to the 
frame rate. 

5   Conclusion 

In this paper, we proposed UWB system as wireless technology for HD multimedia 
transmission in a home network. We examined the features of the UWB system and 
compared them with those of the WLAN system. The performance of the UWB sys-
tem was analyzed by using the development kit, XSUWBWDK of FreescaleTM. And 
we showed that the DS-UWB system can be successfully used for HD multimedia 
transmission within about 7m coverage. We consider that the UWB system is the 
most promising candidate for high quality video transmission in a home network 
since it can afford to provide high data rate and adopt the piconet structure. It is pos-
sible to apply the UWB system where the high quality video needs to be shared in 
wireless environment, for example, there exist one set-top box or DVD player and 
many display devices in a home. In addition, this system can be used for wireless 
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multimedia communication between computer and beam projector or camcorder. As 
noted above, the relatively small coverage of UWB system can be overcome via 
backbone network or repeater.
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Abstract. The evolution of low-cost, networked sensors, often directly
internet-enabled, is bringing truly ubiquitous smart environments into
daily life. The more ubiquitous middleware platform is intelligent, the
greater context information flood problem has been caused. Hence, there
have been increasing demands for efficient methods of discovering desir-
able knowledge from a large collection of context data. But unfortunately,
current ubiquitous middleware platforms do not employ appropriate data
mining techniques to meet such growing demands. Therefore, this paper
aims to propose a new design of ubiquitous middleware platform that en-
hances context awareness in evolving pervasive environments. We achieve
this goal first by incorporating a mining module into our previously sug-
gested middleware platform CALM (Component-based Autonomic Lay-
ered Middleware) and then by instantiating the module with an efficient
mining algorithm.

1 Introduction

An important requirement of a middleware system to support ubiquitous com-
puting applications is the provision of a highly configurable and adaptive execu-
tion environment that dynamically reacts to changes in operating context. Such
context-awareness computing work has been carried out by many researchers
[11, 2, 5, 3, 4]. Most of them have been worked on defining context-awareness and
some of them are mainly focusing on building context-aware applications. How-
ever, little has been done in building a framework which supports context data
mining leading to useful and accurate information extraction.

Data mining, defined broadly as extracting valuable information and insights
from data, may be the untold half of the ubiquitous applications. Given the
potentially huge amount of data streamed by live sensors, algorithms to fuse,
interpret, augment, and present information will become an increasingly impor-
tant part of the pervasive environments. Because this data-rich environment does
� This work was supported in part by the University IT Research Center Project
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not necessarily guarantee an information-rich environment, the efficient mining
techniques are required to build truly useful information systems which can serve
as the eyes and ears of decision-making process.

With the increasing volume of Extensible Markup Language (XML) data over
online environments, the discovery of useful information from a collection of
XML documents is currently one of the main research areas occupying the data
mining community. Due in large part to its remarkably free-form, XML indeed
is rapidly emerging as the current standard incarnation for data representation
and exchange. We therefore assume that context factors obtained from various
sensors are encoded using XML. Focusing on XML-encoded context data, this
paper proposes to improve a previously suggested middleware platform, CALM,
to make it more accurately aware of context information. Our main contribution
is the first middleware platform equipped with a mining module to improve
context awareness. Towards this goal, we incorporate the mining module into
the CALM platform and instantiate the mining module with an efficient XML
mining algorithm.

The rest of this paper is organized as follows. We begin by reviewing some
related research areas in Section 2. We continue in Section 3 with the description
of our XML-encoded context data mining scheme embedded into the CALM.
Finally, in Section 4 we sum up the main contributions made in our paper and
discuss some of our future works.

2 Backgrounds

We first give an overview of the middleware framework CALM for ubiquitous
computing environments, and then briefly describe the definitions of context.
Because most ubiquitous middlewares manage context information to provide
context-aware services, it is important firstly to understand what context is.
Thereafter, we describe an XML data model to represent context factors, and
review some important definitions related to XML mining.

2.1 CALM: Component-Based Autonomic Layered Middleware

Open systems solutions and techniques have become de facto standard for achiev-
ing interoperability between disparate, large-scale, legacy software systems. A
key technology of open systems solutions and techniques is middleware. Middle-
ware, in general, is used to isolate applications from dependencies introduced
by hardware, operating systems, and other low-level aspects of system architec-
ture [6]. Middleware technology has played an important role in facilitating the
development of distributed applications by abstracting the network to create a
single-system image, and thereby providing network transparency.

While typical middleware platforms clearly benefit the traditional applica-
tions in terms of ease of development and robustness, this may not be true in
developing ubiquitous applications. Middleware targeted for more traditional ap-
plications is not suitable for providing ubiquitous applications with many new
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properties of ubiquitous computing such as context-awareness and dynamic con-
figuration. Due to the diffusion of ubiquitous computing environments, ubiqui-
tous applications must be agile and react quickly to adapt themselves to highly
dynamic environments at runtime.

An important requirement of a middleware platform to support ubiquitous
applications is the provision of an adaptive execution environment that dy-
namically reacts to changes in operating context [3]. By providing adaptation
at the middleware layer, the application is relieved from the need to monitor
the environment and can leave the adaptation completely to the decision of
the middleware. To respond accurately and rapidly to changes in the operating
context, the middleware platform should be able to distinguish important con-
text information, such as user preferences, environmental context factors, and so
forth, from useless and disposable context factors. This ability of the middleware
platform improves context awareness without interfering with habitual work
practices.

There are several works to develop ubiquitous middleware infrastructures
[3, 6]. In [12] we introduced a Component-based Autonomic Layered Middleware
(CALM) system. The CALM is designed to support context-awareness by provid-
ing sufficient flexibility to enable active service deployment and reconfiguration
in response of rapidly changing contexts. It is composed of a couple of layers
and various tools: two internal layers, one external layer, and tools for agent-
based applications. Especially, the purposes of two internal layers are as fol-
low: 1) to provide various distributed services based on context-awareness and
situation-awareness, 2) to maximize efficiencies of services provided, 3) to let
the middleware platform adapt easily to constantly changing context factors,
and 4) to take full advantage of diverse agent based services. Thus, the most
fundamental processes of the CALM usually occur in the internal layers. Due
to lack of space, we will abstain from going into a discussion of the CALM. We
refer the interested readers to the paper [12], for a detailed discussion on the
platform.

2.2 Definitions on Context

The term “context-aware computing” is commonly understood by those working
in ubiquitous/pervasive computing, where it is felt that context is the key in their
efforts to disperse and enmesh computing into our lives.

Dey and Abowd [5] defined context as a piece of information that can be
used to characterize the situation of a participant in an interaction. Similarly in
[2], it is defined as location, environment, time, and identity of people. By sens-
ing context factors, context enabled applications can present context informa-
tion to users, or modify their behavior according to changes in the environment
[9]. Schilit et al. [11] defined three categories of context, which are computing
context, user context, and physical context. They emphasized the importance
of applications which get adapt themselves to context. However, in real world
and live datasets, the context factors change rapidly, and therefore tend to be-
come subjective and very domain specific. The definition of the context given by
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Vajirkar et al. [10] is the information regarding objects which supports the entire
process from user query to mining. They defined four types of context factors
according to the subjectivity of specifications: user, application, data, and data
mining.

Lack of context-awareness leads to missing a lot of critical and useful infor-
mation that would affect data mining results. Also, the absence of data mining
approach leads to not being able to uncover many hidden factors that would
influence the entire system.

2.3 Context Data Representation in XML

In recent years the newly developed XML has gained a tremendous surge of
interest from all of the government, industrial and academic sectors. Due to its
free-form, XML is rapidly emerging as the current standard incarnation for data
representation and exchange of online information. XML represents data as trees,
and makes no requirements that the trees be balanced. The only requirements
is that the root is the unique node denoting the whole document, the other
internal nodes are labeled by tags, and the leaves are labeled by the contents of
the document or by the attributes of tags. Thus, XML tree is often called labeled
tree with a single root.

The facility of free-form permits the generation of composite documents hold-
ing information from multiple sources. We obtains context factors from various
and distributed sensors for the CALM. Since each sensor has its own format, it
is not a trivial work to express, exchange, and store the factors. It is required not
only to integrate the factors but also to represent the composite data. Due to
the characteristics of remarkably free from, XML is the most adjustable format
to describe the context data.

Example 1. The Fig. 1 depicts the XML representation of simple context infor-
mation of a user. It describes the user’s profile, location, and some environmental
factors.

<UserID code=“SKB2005710860”>

<UserName>Juryon Paik</UserName>
<UserProfile>

...
</UserProfile>
<EnvData>

<Location>27309</Location>

<Time>14:00:28</Time>
<Temperature>24C</Temperature>
...

</EnvData>
</UserID>

(a) Simple context information
encoded with XML

UserID
“SKB2005710860”

UserName UserProfile EnvData

Juryon Paik

27309 14:00:28

… … Location Time Temperature

…

24C

(b) XML tree representation

Fig. 1. XML representation of simple context information
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2.4 XML Mining

With the continuous growth in XML data sources in the online environment, the
data mining community has been motivated to discover useful information from
a collection of XML documents. The ability to extract knowledge from them
becomes increasingly important.

Definition 1 (Subtree). Let T = (N, E) be a labeled tree where N is a set
of labeled nodes and E is a set of edges. We say that a tree S = (NS , ES) is a
subtree of T , denoted as S � T , iff NS ⊆ N and for all edges (u, v) ∈ ES, u is
an ancestor of v in T .

One of the most popular approaches for XML mining is to find subtrees fre-
quently occurring in a set of XML trees.
Let D = {T1, T2, . . . , Ti} be a set of trees and |D| be the number of trees in D.

Definition 2 (Support). Given a set of trees D and a tree S, the frequency of
S with respect to D, freqD(S), is defined as ΣTi∈DfreqTi(S) where freqTi(S)
is 1 if S is a subtree of Ti and 0 otherwise. The support of S w.r.t D, supD(S),
is the fraction of the trees in D that have S as a subtree. That is, supD(S) =
freqD(S)

|D| .

A subtree is called frequent if its support is greater than or equal to a minimum
value of support specified by a user. This user specified minimum value of support
is often called the minimum support (minsup).

The number of all frequent subtrees can grow exponentially with an increas-
ing number of trees in D, and therefore mining all frequent subtrees becomes
infeasible for a large number of trees.

Definition 3 (Maximal Frequent Subtree). Given some minimum support
σ, a subtree S is called maximal frequent w.r.t D iff:

i) the support of S is not less than σ, i.e., supD(S) ≥ σ.
ii) there exists no any other σ-frequent subtree S′ w.r.t. D such that S is a

subtree of S′.

The definitions given above are commonly used to discover useful information
from a collection XML trees. For more details of the XML mining and the
extended discussion, the readers may refer to [13, 1, 8].

Example 2. An example of a set of labeled trees D with various context factors
is shown in Fig. 2(a). At a glance three context factors obtained from sensors are
different from each other and it seems that there is no similarity among them.
However, when a minimum support value is between 0.6 and 1, the important
hidden information is discovered, as illustrated in Fig. 2(b). With a sufficient
reliability more than 60%, we can get to know the commonly-occurring context
information; the preferred temperature of location 27309 is apparently 24C. Also
with the same reliability, we find the implicit relations between context factors;
the Location factor is obtained always together with the Temperature factor.
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UserID
“SKB2005710860”

UserName UserProfile Location

Juryon Paik

27309 14:00:28

… … Place Time Temperature

…

24C

EnvData

Buildings… …

Eng. Bldg Science Bldg …

1st Eng. Bldg 2nd Eng. Bldg

… … …
Location

Room #

SensorA

Location

Temperature

27309 24C

27309 Temperature

24C

…

T1 T2 T3

(a) Input: XML-encoded context dataset

Location

Temperature

Temperature

24C

Location

Temperature

24C

Location

Temperature27309

24C

Location

Temperature27309

24C

Location

27309

Frequent Subtrees Maximal Frequent Subtree

(b) Output: frequent subtrees and maximal frequent subtree

Fig. 2. Finding maximal frequent subtrees from a context dataset, when minimum
support is given 0.6 < σ ≤ 1

3 CALM Platform Equipped with XML Mining Module

Middleware frameworks for ubiquitous computing obtain vast streams of context
factors from various sensors. However, the emergence of novel technologies with
ability to generate large amounts of data has not been matched with the ability
to represent and exploit the generated data. Due to this mismatch, the deci-
sion making required for successful context-awareness at middlewares is actually
increasingly difficult. Even worse, implicit context factors are normally ignored
because decision making process is mostly performed on the explicit context
factors captured via sensors.

In this section, we propose the middleware platform CALM by incorporating
a mining module into it and then by instantiating the module with an efficient
mining algorithm EXiT-B. To the best of our knowledge, none of the existing
ubiquitous middleware platforms has addressed the actual usage of mining algo-
rithms.

3.1 XML-Encoded Context Data Mining Module

As mentioned in earlier section, we adopt an XML data model to store and
represent context factors. There is some existing middleware framework [4] which
stores its context factors in XML format. However, a significant difference exists
between their representation and ours. The former predefines a schema of XML
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data, which means when context factors are stored, they must follow predefined
types, number of tags, and etc. It gives some restrictions on describing the highly
various context factors. Meanwhile, the latter has no formal regulatory structure.
This implies that any types of XML data can be used, except only the invalid
ones. The more XML data have free structures, the more it is difficult to find
hidden information. Due to the trade-off, the XML data having no schemas is
more required an efficient XML mining algorithm than the data having schemas
is. This is the reason why we have to improve the learning and inference module
in CALM by embedding a some special module.

Fig. 3 shows the improved learning module for CALM. The left side of the
figure depicts a simplified CALM structure only focusing on purely functional
parts for context-awareness. From the figure we can see that context factors
are monitored, aggregated, interpreted, and finally both stored into storages
and provided for the learning and inference module. The learning and inference
module plays an absolutely key role in the middleware by deducing new and
relevant information to application(s) and user(s) from various sources of context
data. However, the accuracy of learning and inference module can be degraded
by flood of useless, temporary, and most of all, hidden context information.
Thus, we add an auxiliary albeit important module, called Context Data Mining
module shown on the right side of Fig. 3 to support the learning and inference
module. The newly embedded module performs the XML mining to find implicit
but useful context information, and then provides the valuable knowledge for
appropriate and accurate decision-making.

Context InterpreterContext Interpreter

Context
Repository
Context

Repository

Learning and
Inference
Module

Context Delivery Service

Context AggregatorContext Aggregator

Context MonitorContext Monitor

Reasoning, Decision Making Reasoning, Decision MakingReasoning, Decision Making 

Data
Conversion

Context Data Mining

LearninggLearningLearning

Inference
Rules

XML
Mining

Algorithm

Frequent Subtrees
Extraction

Raw Context Factors

Context-aware Services

Fig. 3. Embedded context data mining module into learning module of CALM

An efficient and scalable mining algorithm is required in order to manage and
extract the information from a huge amount of context factors. Fortunately, in
[7, 8], we suggested the algorithm named EXiT-B which enables efficient and
scalable extraction of maximal frequent subtrees. Due to the simplified task of
finding maximal frequent subtrees, the context data mining module efficiently
discovers useful information such as commonly occurring user preferences, inter-
ests, or behaviors.
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3.2 Algorithm EXiT-B

The purpose of the algorithm EXiT-B is to efficiently find frequent subtrees, es-
pecially maximal frequent ones, from a given set of trees. The EXiT-B consists
of three functions: genBitSeq, calFreSet, and maxSubtree. The genBitSeq func-
tion represents each tree by a set of bit sequences through assigning an n-bit
binary code to each node label and concatenating the codes on the same path.
The function calFreSet creates and maintains a specially devised data structure
called, PairSet, to avoid join operations entirely during the phase of generating
maximal frequent subtrees, and reduce the number of candidate subtrees from
which frequent subtrees are derived. It uses a collection of bit sequences and min-
imum support as inputs, and produces frequent n-bit codes to be stored in the
special structure PairSets. The maxSubtree extracts maximal frequent subtrees
incrementally based on the n-bit binary codes stored in the frequent PairSets
produced by the function calFreSet.

There are two unique features that distinguish EXiT-B to other XML mining
algorithms: bit sequences representation of XML trees and PairSet data structure
for storing each binary code along with its tree indexes.

Bit Sequences. Let L be a set of labeled nodes in a set of trees D. To represent
each tree as a set of bit sequences; firstly, an unique n-bit binary code is randomly
assigned to every labeled node. The same n-bit code must be assigned to the
labeled nodes with the same name. Let |L| be a total number of labeled nodes
in L. Then, the bit size of n is �log2 |L|�. For instance, we need only 4-bit binary
code to represent 16 different node labels. Secondly, it is a need to concatenate
all n-bit binary codes on the same path from the root to each leaf node in a tree.
We call the concatenated n-bit binary codes for each path bit sequence.

PairSet. Another features of EXiT-B is the use of a new hierarchical data
structure named PairSet. It is a kind of array structures consisting of (key, tlist)
pairs, where key is a unique n-bit code at each depth d of every tree in D and
tlist is a list containing some tree indexes of which the corresponding key is
located at the depth d.

We refer the readers to the papers [7, 8] for a detailed discussion on the algo-
rithm.

3.3 Evaluation of EXiT-B for Context Data

In this subsection, we carried out a couple of experiments to show the time con-
sumption of EXiT-B over context factors. Unfortunately, we could not directly
test the proposed module under the CALM platform, because we are currently
working on building a prototype for it [12]. Thus, only for this paper we gener-
ated the artificial context dataset whose structure is basically XML-based tree
structure.

The experiments were done on an AMD Athlon 64 3200+ PC with 1GB
main memory, running Windows XP. The mining algorithm was implemented in
JAVA. We limit the total number of different context factors to no more than
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100, and set both the maximum branch factor of each node and the maximum
depth of each XML tree to 3. The experiment was done with various numbers of
XML trees for various values of minimum supports. The result of the experiment
is shown in Fig. 4. The execution time increases in a quadratic manner with the
increase of the number of XML trees. Also the variation of minimum support
does not degrade the performance of the algorithm EXiT-B. Since the execution
time to discover the valuable but hidden context information is not adversely
affected by the number of context factors and the range of minimum support,
the experiment at least indicates that the load of managing and processing the
mining module for the middleware platform will not cause the significant time
penalty no matter how many context data is being used in the platform.
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4 Conclusion

In this paper we introduced the improved CALM platform, which, as far as we
know, is the first middleware platform framework being addressed the actual
usage of XML mining algorithm EXiT-B in evolving pervasive environments.
To this end we developed the auxiliary albeit important module, context data
mining module, whose purpose is to find the important but implicit context
information for accurate decision-making of the CALM. For more reliable and
accurate tests of the proposed scheme, we are currently working on building a
prototype of the CALM.
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Abstract. Computing paradigm is moving toward context-aware and ubiquitous 
computing in which devices, software agents, and services are all expected to 
seamlessly integrate and cooperate in support of human objectives. Augmented 
reality (AR) can naturally complement ubiquitous computing by providing an 
intuitive and collaborative interface to a three-dimensional information space 
embedded within physical reality. This paper presents a framework and its ap-
plications for the convergence of context-awareness and augmented reality, 
which can support a rich set of ubiquitous services and immersive interactions. 
The framework provides a common data model for different types of context in-
formation from external sensors, applications and users. It also offers the soft-
ware framework to acquire, interpret and disseminate context information. Fur-
ther, it utilizes augmented reality for providing immersive interactions by em-
bedding virtual models onto physical models, which realizes bi-augmentation 
between physical and virtual spaces. 

1   Introduction 

Context-aware and ubiquitous computing is a vision of our future computing lifestyle 
in which computer systems seamlessly integrate into our everyday lives, providing 
services and information in anywhere and anytime fashion [1,11]. Context-aware and 
ubiquitous systems are computer systems that can provide relevant services and in-
formation to users by exploiting contexts. By contexts, we mean information about 
locations, software agents, users, devices, and their relationships [5,13].  

Augmented reality (AR) can naturally complement ubiquitous computing by pro-
viding an intuitive and collaborative interface to a three-dimensional information 
space embedded within physical reality [2,10]. Correspondingly, the human-computer 
interfaces and interaction metaphors originating from AR research have proven ad-
vantageous in a variety of real-world ubiquitous application scenarios, such as indus-
trial assembly and maintenance, location-based intelligent systems, navigation aides, 
and computer-supported cooperative work [2,6,12].  
                                                           
* Corresponding author: 300 Yongbong-dong, Buk-gu, Gwangju, 500-757, South Korea. 
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Recently, the concept of service robots comes to us as if they were digital appli-
ances and information services [4]. The Korean government has strategically pro-
moted the development of new concept of the network-based intelligent robot, which 
is called as URC (Ubiquitous Robotic or Reality Companion) [8].  To realize true 
URC, it is recognized that the software infrastructure plays an important role to ex-
pand the robot functions and services, improve the context-awareness in the external 
environment, and enhance the robot intelligence.   

Although context-aware and ubiquitous computing is very popular in the areas of 
building intelligent meeting rooms, supporting intelligent robots, providing smart 
spaces for easy living [3,5,9], a more sophisticated research is still needed, which 
should combine context-aware computing with more natural and intuitive interfaces 
like augmented reality for providing human-centered services and immersive interac-
tions. Note that the need for such requirements is increasing rapidly so that a neutral 
framework or middleware must be provided to support context management and exe-
cution for various ubiquitous applications. 

This paper presents a framework and its applications for the convergence of con-
text-awareness and augmented reality, which can support ubiquitous services and 
immersive interactions. The framework provides a common data model for different 
types of context information from external sensors, applications and users in the envi-
ronment. It also offers the software framework to acquire, interpret and disseminate 
context information. Further, it utilizes augmented reality for providing more relevant 
and immersive interactions and collaborations by embedding virtual models onto 
physical models considering contexts. Moreover, human interactions based on AR not 
only feedback to existing contexts, but also generate new contexts, which can realize 
bi-augmentation between physical and virtual spaces. It has been applied to various 
applications such as intelligent home and simulation, software robot, and ubiquitous 
maintenance service. The remainder of the paper is organized as follows. Section 2 
overviews the proposed system. Section 3 presents how to maintain contexts and 
apply them to augmented reality in ubiquitous environments. Section 4 shows some 
implementation results. Finally, Section 5 concludes with some remarks.  

2   System Overview 

The primary objective of this research is to propose a generic framework that supports 
the convergence of context-awareness and augmented reality for ubiquitous services 
and immersive interactions as shown in Fig. 1. The framework has been built on the 
three layers: 1) U-interface layer, 2) U-context layer, and 3) AR interaction layer. The 
U-context layer maintains contexts from various resources such as devices, people, 
environment, etc. Further, the U-context broker facilitates reasoning and execution of 
those contexts. The U-context layer is based on CAMUS (Context-Aware Middleware 
for URC System) which is a middleware for supporting the context-awareness of ubiq-
uitous services such as devices, sensors, and sobots (software robots). The U-interface 
layer supports bi-interactions between physical devices (or software components) and 
the U-context layer. Thus, all the devices can be easily registered, searched, and exe-
cuted by the CAMUS-enabled broker. The AR interaction layer provides more realistic 
and human-oriented services using an AR technique. It is linked to the U-interface and 
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U-context layers for context acquisition and reasoning, and graphical information gath-
ering and synchronization. Thus, the three layered framework can support various 
kinds of ubiquitous services and interactions such as context-aware adaptation to the 
environment and human-centered AR-enabled interactions and simulations. 

Fig. 1. CAMUS-enabled ubiquitous service framework 

3   Convergence of Context-Awareness and Augmented Reality 

This section explains how contexts are managed and reasoned to provide more rele-
vant and ubiquitous services. It also discusses how to utilize augmented reality for 
executing context-aware interactions.  

3.1   CAMUS-Based Context Management and Execution 

The CAMUS-based middleware consists of two parts as shown in Fig. 2: 1) build-time 
components for ubiquitous space modeling and 2) runtime components for task execu-
tion [8]. The build-time components are used for registering and managing physical 
sensors, ubiquitous services, environments, users, and tasks. For example, the sensor 
modeler offers means for mapping sensors of the physical space into sensor services of 
the cyber space, extracting context information from the sensors and supplying the 
information to the task engine. The task modeler supports the modeling of context 
information specific to a task and the description of the rules necessary to perform the 
task. Then, the built tasks are executed by the runtime components. Among the runtime 
components, the task manager plays the main role in executing tasks. It initiates indi-
vidual tasks and manages on-going task processes. The task engine executes the actual 
tasks considering the situation. It has an inference engine to process facts and rules 
supplied by a task. In CAMUS, we applied JESS as an inference engine [7]. 
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Fig. 2. Build-time and runtime components of CAMUS 

The context manager manages context information which is represented by the 
Universal Data Model (UDM). When context information in the environment is 
changed, the context manager propagates the events to the event notification system. 
Finally, events are delivered to the task engine to supply the necessary context infor-
mation required for the task execution. The task engine executes the actual tasks con-
sidering the situation. UDM represents context information as nodes and associations 
between them. The node represents an entity such as person, place, task, service, etc. 
Every node has its unique ID and type. There are special nodes which have "valued" 
type (grey circle in Fig. 3). Because the association starts and stops at a node, the 
association has direction, defined by which node is a from-node (Fnode) and which 
node is a to-node (Tnode).  

 

Fig. 3. An example of UDM 

Each task is described by using PLUE (Programming Language for Ubiquitous 
Environment). It is basically an extension of Java programming language, and in fact, 
its compiler is a pre-processor of the Java compiler. Fig. 4 shows an example of the 
PLUE program that implements a smart-room application. It is generally agreed that 
‘rule-based programming’ plays a key role in presenting proactive, intelligent, and 
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invisible services to service requestors. Therefore, it is a main goal of the PLUE de-
sign to introduce the rule-based programming feature into a conventional procedural 
programming language. Rules in PLUE can be augmented with an event expression 
so that they are fired only when the expected events are received. That is, they are 
Event-Condition-Action (ECA) rules and intensively used in the domain where appli-
cations are needed to react to environmental changes. As shown in the above exam-
ple, the expression ‘on ($place.temperature::ValueChanged e)’ describes the event that 

fires this rule and the ‘if (count($place.resident) > ……’ describes the condition of the 
rule, and finally the rest of the rule shows action part. The rule in the example is read 
as “whenever the temperature of a room gets higher than the allowed, turn on the air 
conditioner of the room and set its temperature to the average of the residents’ prefer-
ences.” The conventional Java method calls are allowed in rule expression; ‘getDe-
siredTemperature()’ and ‘getHighestAllowed()” are used in this example. 

 
Task SmartRoom { 
     // 
     // When this room becomes hot, turn on the air conditioner in the room, and set its  

// temperature to the average of residents’ preferences. 
 
on ($place.temperature::ValueChanged e) { 

if (count($place.resident) > 0 && e.value < $task.highestAllowed) { 
      if (!$place.air_conditioner.power) { 

           $place.airconditioner.power = true; 
   } 
   $place.airconditioner.desired_temp = $task.desiredTemperature; 
} 

} 
 
// calculates the average of residents’ preferences 
public int getDesiredTemperature() { 

double avgHigh = avg($place.resident.prefered_temp.highest); 
double avgLow = avg($place.resident.preferred_temp.lowest); 
return (int)(avgHigh – avgLow)/2; 

} 
 
// calculate the average of residents’ highest preferences 
public int getHighestAllowed() { 
    return (int)avg($place.resident.preferred_temp.highest); 
} 

} 

Fig. 4. An example of the PLUE program 

Moreover, the hierarchical representation of contexts among tasks, persons, and 
devices is also maintained. It consists of five layers as shown in Fig. 5. The bottom 
layer includes a range of mobile and fixed devices [1]. The second layer contains 
device proxies, which every device has. The third layer is the user-proxy layer. Every 
user has a personal user proxy. This layer can store applications and a user’s state. 
The fourth layer is the task layer where each task is shared. The fifth layer is related 
to UDM of the registered proxies. This representation can make ubiquitous services 
be more adoptable to a dynamic changing environment.  
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Fig. 5. Hierarchical representation of context relations among tasks, users, and devices 

3.2   Augmented Reality-Based Immersive Interactions 

The AR-based interaction broker consists of 4 major modules as shown in Fig. 6: U-
context binding module, U-interface binding module, tracking module, and rendering 
module. Internally, the tracking module and rendering module support AR applica-
tions. The tracking module is based on a marker-based tracking technique, also sup-
porting multi-marker tracking capabilities. In this research, ARToolkit has been util-
ized [2,10,12].  

AR-based Collaboration Broker

U-Context 
Binding Module

U-Context 
Binding Module

U-Interface
Binding Module

U-Interface
Binding Module

U-Interface LayerU-Interface Layer

U-Context LayerU-Context Layer

Tracking ModuleTracking Module Rendering ModuleRendering Module

•
•
•

•
•
•

 

Fig. 6. Modules of the AR interaction layer 

The rendering module embeds the 3D virtual reality of service and context infor-
mation onto the physical reality image synchronized by the tracking module. Exter-
nally, the U-Context binding module and U-Interface binding module are used to 
communicate with the U-Context layer and U-Interface layer for context and service 
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information retrieval and synchronization. The U-Interface binding module receives 
virtual models from the U-Interface broker, then, applies various interactions, and 
finally feedbacks the interactions to the U-Interface broker, which can modify the 
original model or generate new models. Similarly, the U-Context binding module gets 
context information from the U-Context layer and then embeds the contexts to AR. 
Further, it also feedbacks new contexts generated from AR interactions to the U-
Context layer. Moreover, the U-Context broker queries and reasons about contexts, 
and sends the derived contexts to the U-Context interface module, which again ap-
plies them to AR. 

4   System Implementation 

This section explains how the proposed framework can be integrated and applied to 
various ubiquitous and context-aware applications. To illustrate the benefits of the 
proposed approach, we present the following three application results: 1) intelligent 
home and simulation, 2) sobot assisted ubiquitous multi-media services, and 3) ubiq-
uitous car services by augmenting virtual prototypes into real cars as shown in Fig. 7.  

(a)                                           (b)                                           (c) 

      (d)         (e)                                            (f)  
Fig. 7. Implementation of the convergence of context-awareness and augmented reality 

Fig. 7(a) & (b) show how the AR-based technique can be applied to simulate an in-
telligent home. To verify the effectiveness of utilizing AR, we constructed a miniatur-
ized intelligent home. However, we concluded that it would be quite difficult to 
model and simulate dynamic objects and devices, which limits realistic context-aware 
experiments. On the other hand, using the AR technique, we realized that AR could 
be effectively used by dynamically embedding virtual models into the physical envi-
ronment, which can simulate real environments, although all kinds of ubiquitous de-
vices are not equipped with. Fig. 7(c) & (d) show how a sobot can be assisted to  
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provide AR-based multi-media services and interactions. With the help of the sobot, a 
user can activate an AR-enabled movie player using a RFID tag which generates an 
event to CAMUS and then CAMUS executes a task for playing a movie. In addition, 
the user can communicate with the sobot for various kinds of ubiquitous services such 
as weather forecasting, games, and news services. Fig. 7(e) & (f) show how the 
framework can be applied to supporting ubiquitous car services by augmenting virtual 
prototypes into real cars. By utilizing context awareness, users can have various kinds 
of car maintenance services in ubiquitous environments regardless of their devices 
and situations.  Considering the implemented results, we realized that ubiquitous 
environments can be much more realistic, interactive, and immersive if the AR tech-
nique can be fully utilized.  

5   Conclusion 

The convergence of context-awareness and augmented reality has been proposed for 
supporting various ubiquitous applications such as intelligent home and its simulation, 
sobot-assisted immersive environment for multi-media services and secretary, and 
ubiquitous car maintenance services. The framework provides a common data model 
for different types of context information from external sensors, applications and 
users in the environment. It also offers the software framework to acquire, interpret 
and disseminate context information. Further, it utilizes augmented reality for provid-
ing more relevant and immersive interactions and collaborations by embedding virtual 
models onto physical models considering contexts, which can realize bi-augmentation 
between physical and virtual spaces. In conclusion, the convergence can be very ef-
fectively utilized for: 1) seamless interaction between real and virtual environments, 
2) providing context-awareness, 3) presenting spatial cues for various kinds of inter-
actions such as product development and intelligent home, and 4) providing the abil-
ity to transit smoothly between reality and virtuality. 
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Abstract. This paper presents the design of the AFTS(An Adaptive Fault 
Tolerance System), which is running on situation-aware middleware. Situation-
aware middleware provides standardized communication protocols to inter-
operate an application with others under dynamically changing situations. Since 
the application needs of middleware services and computing environment 
(resources) keep changing as the application change, it is difficult to analyze:  
whether it is possible that all Quality of Service (QoS) requirements are met,  
and what QoS requirements have tradeoff relationships. In this paper, we 
propose a QoS resource error detection-recovery model called “AFTS” for 
situation-aware middleware. An adaptive Video On Demand (VOD) system is 
used as an illustrative example of the AFTS model and its resource error 
detection-recovery. 

1   Introduction 

In 1991, Mark Weiser, in his vision for the 21st century computing, described that 
ubiquitous computing, or pervasive computing, is the process of removing the computer 
out of user awareness and seamlessly integrating it into everyday life. We can describe 
ubiquitous computing as the combination between mobile computing and intelligent 
environment is a prerequisite to pervasive computing[1]. Context awareness(or context 
sensitivity) is an application software system’s ability to sense and analyze context from 
various sources; it lets application software take different actions adaptively in different 
contexts[2]. In a ubiquitous computing environment, computing anytime, anywhere, any 
devices, the concept of situation-aware middleware has played very important roles in 
matching user needs with available computing resources in transparent manner in 
dynamic environments [3,4].  Although the situation-aware middleware provides 
powerful analysis of dynamically changing situations in the ubiquitous computing 
environment by synthesizing multiple contexts and users’ actions, which need to be 
analyzed over a period of time, it is difficult to analyze Quality of Service (QoS) of 
situation-aware applications because the relationship between changes of situations and 
resources required to support the desired level of QoS is not clear. Thus, there is a great 
need for situation-aware middleware to be able to predict whether all QoS requirements 
of the applications are satisfied and analyze tradeoff relationships among the QoS 
requirements, if all QoS requirements cannot be satisfied to determine a higher priority 
of QoS requirements. 
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Our AFTS model is to present the relationship of missions, actions, QoS and 
resources. AFTS model is used to detection and recover the QoS resource errors 
among actions. Our approach has distinct features such as the SoC principle support 
and dynamism of situation-aware support. For existing QoS management techniques: 
In OS-level management, QoS management schemes are limited to CPU, memory, 
disk, network, and so on [5,6]. In application-level management, a limitation of the 
schemes is in monitoring states of necessary resources from applications steadily or 
periodically. To extend the limitation, QoS is managed in the middleware level to 
satisfy integrated QoS of several applications over the network [7,8,9]. However, 
these approaches are also limited and not flexible in dynamically changing situations, 
comparing with our situation-aware QoS management using the AFTS model. 

2   The Context: Situation-Aware Middleware  

A conceptual architecture of situation-aware middleware based on Reconfigurable 
Context-Sensitive Middleware (RCSM) is proposed in [2]. Ubiquitous applications 
require use of various contexts to adaptively communicate with each other across 
multiple network environments, such as mobile ad hoc networks, Internet, and mobile 
phone networks. However, existing context-aware techniques often become inadequate 
in these applications where combinations of multiple contexts and users’ actions need 
to be analyzed over a period of time. Situation-awareness in application software is 
considered as a desirable property to overcome this limitation. In addition to being 
context-sensitive, situation-aware applications can respond to both current and 
historical relationships of specific contexts and device-actions. All of RCSM’s 
components are layered inside a device. The Object Request Broker of RCSM (R-
ORB) assumes the availability of reliable transport protocols; one R-ORB per device is 
sufficient. The number of ADaptive object Containers (ADC)s depends on the number 
of context-sensitive objects in the device. ADCs periodically collect the necessary 
“raw context data” through the R-ORB, which in turn collects the data from sensors 
and the operating system. Initially, each ADC registers with the R-ORB to express its 
needs for contexts and to publish the corresponding context-sensitive interface. RCSM 
is called reconfigurable because it allows addition or deletion of individual ADCs 
during runtime (to manage new or existing context-sensitive application objects) 
without affecting other runtime operations inside RCSM. An example of 
SmartClassroom is illustrated in [2]. However, it did not include QoS support in the 
architecture. In this paper, we focus on how to represent QoS requirements in situation-
aware middleware. In the next subsection, we will present a conceptual model for QoS 
requirements representation in situation-aware middleware. 

3   The AFTS Model 

The conceptual architecture of the AFTS model is described in section 3.1, and its 
model description language is proposed in section 3.2. An adaptive QoS management 
algorithm is presented in section 3.3. 
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3.1   Overview of the AFTS Model 

Our proposed AFTS model aims at supporting adaptive QoS requirements defined in 
application-level Missions described by a set of Actions of objects by reserving, 
allocating, and reallocating necessary Resources given dynamically changing 
situations.  

A high-level AFTS conceptual architecture to support adaptive QoS requirements 
is shown in Figure 1. Situation-aware Manager (SM), Resource Manager (RM), and 
QoS Management Agent (QMA) are the main components shown in Situation-Aware 
Middleware box in Figure 1. Applications request to execute a set of missions to 
Situation-aware Middleware with various QoS requirements. A Situation-aware 
Manager analyzes and synthesizes context information (e.g., location, time, devices, 
temperature, pressure, etc.) captured by sensors over a period of time, and drives a 
situation. A Resource Manager simultaneously analyzes resource availability by 
dividing requested resources from missions (i.e., a set of object methods, called 
actions) by available resources. It is also responsible for monitoring, reserving, 
allocating and deallocating each resource. Given the driven situations, A QoS 
Management Agent (QMA) controls resources when it met errors through the 
Resource Manager to guarantee requested QoS requirements.  

If there are some error resource due to low resource availability, QMA performs 
QoS resource error detection-recovery. RM resolves the errors by recovering 
resources for supporting high priority missions. To effectively identify and resolve 
QoS conflicts, we need to capture the relationships between mission, actions, its 
related QoS requirements, and resources. For this reason, we also propose a model 
description language for AFTS in Section 3.2. 

 

Fig. 1. Overview of Our Proposed AFTS Model 

3.2   AFTS Model Description Language 

The AFTS model effectively represents the relationships among missions, QoS, 
actions, and resources for detecting , classifying, and recovering potential resource 
errors leading to related QoS (constraints) conflicts and, eventually, related mission 
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errors. AFTS model describes what and how many resources are required to perform 
a set of actions with the related QoS constraints to achieve missions. 

The AFTS model description language consists of several specification components: 
mission, action, resource, situation, and QoS constraint. The mission component 
represents an application issued by a user. It consists of actions. An action component 
is a representation of an active function (or object method) triggered by a situation. It 
makes a situation change into a different situation. The situation is a precondition for 
the action fulfillment. In order to fulfill an action, the action uses one or more 
resources represented by resource components. A QoS constraint is given on one or 
more actions, or one or more QoS constraints are given on an action.  

In our model a mission is a sequence of actions, each of which has one or more 
QoS constraints. The formal representation of missions and actions is given by 
situation-aware contract specification language SA-CSL [10] as follows:  

Mission mission1(object1.action1, object2.action2,…., objectn.actionn) 
Situation-Aware-Object { 
[Incoming][activate at situation1] action1() 
RequiredResources (resource11(amount11),…, resource1p(amount1p)) 
WithQoSConstraint (QoSconstraint-list1); 

…… 
} object1 ; 
.... 
Situation-Aware-Object { 
.... 
} objectn ; 

where mission1 is a mission name which has actions object1.action1, 
object2.action2,…., objectn.actionn. Each actioni is activated at 
situationi using resources resourcei1,….., resourceik with necessary 
amounts amounti1,….., amount1k,respectively. [Incoming | Outgoing | 
Local | ClientServer] are the four pre-tags of an action. Their meanings are as 
follows: 

• [Local] means this action does not include any inter-device communication.  
• [ClientServer] means this action is a ClientServer action. That is, this 

action has inter-device communication and it specifies the communication 
partner devices.  

• [Incoming] and [Outgoing] are for peer-to-peer communication 
actions. A peer-to-peer communication action does not specify the 
communication partner devices. In this case, the communication is set up by 
matched situation. The tags indicate the direction of the communication: 
[Incoming] means the action receives message and [Outgoing] means 
the action sends message out. 

The QoS Constraints are expressed using arithmetic, comparison and logic 
expressions like those in the typical programming language. The result of QoS 
constraint evaluation is Boolean. In the mission representation, QoSi can be represented 
with a combination of existing QoS constraints. The following represents a general QoS 
definition format and QoS Constraints. 
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QoS-Definition {
type1 QoSname1 {

      variable1=expression1;
       ………………………………………………… 
      variablem=expressionm;
      return variablem

}  ………….. 
};

QoS-Constraints { 
QoSconstraint1 = (QoSname1 op1 value1);
QoSconstraint2 = (QoSname2 op1 value2);
…………………………………………………………………………………………

  QoSconstraintn = (QoSnamen opn valuen);
}

 

where QoSname1 is a name of QoS variables which can be reused in QoS constraint 
expressions. It is represented by a set of expressions that consists of arithmetic, logic 
and comparison expressions.  QoSconstrainti is a QoS constraint using QoSnamei, 
operatori (<, >, =>, <=. ==. <>), and valuei. It means that QoSnamei should be 
satisfied with a condition expressed by operatori and valuei. 

3.3   Adaptive QoS Management Algorithm 

The QoS Management Agent monitors and analyzes dynamically-changing QoS 
requirements during mission fulfillment and identifies specified QoS constraint violations 
related to an action of a given mission before the action is performed. The following 
algorithm detects, classifies, and recovers the resource errors for adaptive QoS 
management. To ensure required reliability of multimedia communication systems, 
AFTS consists of 3 steps that are an error detection, an error classification, and an error 
recovery.  The scheme of error detection is as follows. We are first in need of a method to 
detect an error for session’s recovery. One of the methods to detect an error for session’s 
recovery inspects PDB(process database) periodically. But this method has a weak point 
of inspecting all processes without regard to session. Therefore, we propose AFTS. This 
method detects an error by polling periodically the process with relation to session. 
Windows 95/98//XP creates a process database to represent the process. Process database 
include a list of threads, a list of loaded modules, the heap handle of the default process 
heap, a pointer to the process handle table, and a pointer to the memory context that the 
process runs in.  A process handle is essentially the same thing as a file handle. 
GetExitCodeProcess()  function retrieves the termination status of the process specified 
by the hProcess handle passed in. While a process is still actively running, its exit code is 
0x103(0x: hexadecimal code). Second, FCA is an agent that plays a role as an interface 
to interact between FDA for detection and FRA for recovery. FCA has a function which 
classify the type of errors by using learning rules. FCA deals with learning in reactive 
multi-agent systems. Generally learning rules may be classified as supervised or 
unsupervised or reinforcement learning. Reinforcement learning is similar to supervised  
learning, except it, instead of being provided with the concept output for each network 
input, the algorithm is only given a grade. The grade(or score) is a measure of the 
network performance over some sequence of inputs[11]. This paper deals with Q-
learning that is one of the reinforcement learning. Because FCA has not knowledge of 
error classification, it receives an acknowledgement information which is necessary for 
fault diagnosis from PDB(Process Data Base). Hence the training set consists of a set of 
input vectors, each with its desired target vector. Input vector components take on a 
continuous range of values. Target vector components valued. After training, the network 
accepts a set of continuous inputs and produces FCA can decide whether it is hardware 
error or software error based on learning rules. Third, after a system is detected, it 
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processes recovery. First it is decided whether it is hardware error or software error. In 
case of software error, it can be recoverable. The scheme of error recovery method is 
different each other. It can be classified as many cases. In unrecoverable case, the system 
has to be restarted by manual when error occurred in hardware resources. In recoverable 
case, recoverable case classified as state insensitive and state sensitive.  This approach 
has no consideration of domino effect between processes. 

4   An Example of the AFTS Model 

In this paper, the AFTS access requires situation-aware fault-tolerance QoS, in which 
the different fault-tolerance can be automatically enforced according to different 
situations such as wired or wireless network environment.   

It represents an example of the AFTS model to support non-stop VOD service from 
situation 1 (Location = “on street” ^ Device = “handheld” ^ network = “wireless”) into 
situation 2 (Location = “home” ^ Device = “TV” ^ network = “wired”). The VOD 
service is initiated by the Wireless-VODservice mission. At first, the actions, related 
with Wireless-VODservice mission such as A11, A12, etc, are triggered by situation1. 
These actions make VOD-server1 provide the VOD service to VOD-client1 using the 
related resources with satisfying two constraints, Fault-toleranceQoS1. The Fault-
toleranceQoS1 constraint is forced on Fault-Detection/ Fault-Recovery to execute 
detection at the VOD-server1 before the VOD data transmission and to execute recovery 
at the VOD-client1 just after receiving the VOD data. Since the situation-aware, 
adaptive VOD service mission is changed from wireless to wired network, situation2 is 
created and the actions for Wired-VODservice are triggered. The Fault-toleranceQoS2 
constraints are enforced when the actions are executed. VPN0 is executed on the VOD-
client2 to strengthen the fault-tolerance of the wired network. AFTS consist of 
FTA(Fault Tolerance Agent), UIA(User Interface Agent) and SMA(Session 
Management Agent). UIA is an agent which plays a role as an interface to interact 
between the user and FTA.  UIA is a module in AFTS. UIA has functions which receive 
user’s requirement and provides the results for the user. SMA is an agent which plays a 
role in connection of UIA and FTA as management for the whole information. SMA 
monitors the access to the session and controls the session. It has an object with a 
various information for each session and it also supports multitasking with this 
information. SMA consists of GSM(Global Session Manager), Daemon, LSM(Local 
Session Manager), PSM(Participant Session Manager), Session Monitor ,and Traffic 
Monitor. GSM has the function of controlling whole session when a number of sessions 
are open simultaneously. LSM manages only own session. For example, LSM is a 
lecture class in distributed multimedia environment. GSM can manage multiple LSM. 
Daemon is an object with services to create session. This system consists of a FTA, 
GSM, LSM, PSM and the application software on LAN. Platform 1 consists of GSM, 
Session Monitor, and Traffic Monitor. The other platform consists of Daemon, Local 
Session Manager, Participant Session Manager and FTA. Each platform except 
platform1 has a FTA.  FTA is an agent that plays a role in detecting an error and 
recovering it. FTA informs SMA of the results of detected errors. Also, FTA activates a 
failure application software automatically. It informs SMA of the result again. FTA 
consists of FDA, FCA, and FRA. That is, FTA becomes aware of an error occurrence 
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after it receives requirement of UIA.  FDA has a function of error detection. FCA has a 
function of error classification. FRA has a function of error recovery. You can see 
message flows in FTE. It consists of Daemon, Session Manager and FTA. The 
relationship among FTA, Daemon and Session Manager are as shown in Figure 2 and 
Figure 3. The strong point of this system is to detect and recover an error automatically 
in case that the session’s process come to an end  from software error. 

 Information
 Registration

  FTA  Daemon
 Found Error

  Existence Inform    Creation
Inspection

  Session Manager

   Existence    Creation
Inspection

Video, Audio, Whiteboard and
 Application Sharing Provider

 

Fig. 2. Relationship between FTA and Daemon 

Information
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  Found Error

Inform
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Inspection Video, Audio, Whiteboard and
Application Sharing Provider Instance

 

Fig. 3. Relationship between FTA and Session  Manager 

5   Related Work and Discussion 

The focus of situation-aware ubiquitous computing has increased lately. An example of 
situation-aware applications is a multimedia education system. The development of 
multimedia computers and communication techniques has made it possible for a mind 
to be transmitted from a teacher to a student in distance environment. This paper 
proposes an Adaptive Fault Tolerance (AFT) algorithm in situation-aware middleware 
framework and presents its simulation model of AFT-based agents. FTE provide several 
functions and features capable of developing multimedia distant education system 
among students and teachers during lecture. AFT is a system that is suitable for 
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detecting and recovering software error based on distributed multimedia education 
environment as FTE by using software techniques. This method detects an error by 
using process database. The purpose of this research is to return to a healthy state or at 
least an acceptable state for FTE session. It is to recover application software running on 
situation-aware ubiquitous computing automatically.  When an error occurs, FTA 
inspects it by using API function for process database. If an error is found, FTA decides 
whether it is hardware error or software error. In case of software error, it can be 
recoverable. FTA informs Daemon and Session Manager of the fact. As they receive the 
information from the FTA, Daemon and Session Manager recovers from the error.  The 
purpose of AFT system is to maintain and recover for FTE session automatically.  

In the future work, fault-tolerance system will be generalized to be used in any 
environment, and we will progress the study of domino effect for distributed 
multimedia environment as an example of situation-aware applications.  
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Abstract. The purpose of service discovery techniques is to minimize the cost 
of detecting services and provide users with convenience, even though various 
devices and services exist. For more dynamic and useful service discovery, 
middleware for context-aware service discovery is required. In this paper, a 
middleware system is designed and implemented, based on the agent platform 
for context-aware service discovery. When a service is detected, context infor-
mation relating to the user and environment is used. As a policy-based system, 
our middleware does not only use context information, but also use predefined 
policy. In other words, user preference can be considered. Also, it has authenti-
cation module, so users having authority can only access the middleware. Near 
the conclusion of this paper, a hospital scenario is composed and implemented, 
by applying the proposed middleware solution. 

1   Introduction 

The compounding rate of technological sophistication is continually developing at 
high speed. These technologies represent increased convenience for consumers. For 
example, consumers can surf the Internet, conduct online shopping and control home 
devices, while walking outside, and using a handheld device, such as a PDA. Similar 
to this example, emerging ubiquitous and pervasive computing solutions provide 
“anytime, anywhere” computing, decoupling users from devices and viewing applica-
tions as entities for performing tasks on behalf of users. 

The emerging availability of services in ubiquitous environments offers exciting 
new possibilities and challenges for both service users and service providers. Service 
providers are facing challenges involved in creating value-added services, by integrat-
ing information from various domains, while users of these services have the chance 
to access new services, therefore, countering information overload prevalent in mod-
ern society. 
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Thus, both service providers and users of these services require a middleware sys-
tem to integrate heterogeneous environments, employing various techniques to reduce 
complexity. There are many existing middleware system to solve that problems. Al-
though they try to solve integration problems, another problem emerges. That is to use 
context information such as temperature, position and body information because ser-
vice users can find more appropriate service if the middleware reflects context infor-
mation, so recent middleware approach is to support context-awareness.  

A number of context-aware systems have been developed, however, these systems 
have limits, for example complete service discovery in heterogeneous environments, 
and a no policy system to acquire individual user’ requirements or users’ subscrip-
tions. Context-aware systems should be able to generate and handle various types of 
context in order to support users in ubiquitous environments. 

In this paper, we design a middleware system based on Java Agent DEvelopment 
Framework (JADE) [1], a popular agent platform, for context-aware service discov-
ery. In our middleware, raw context information is discarded and useful raw data is 
represented to high-level data. Context information can be combined, inferred by 
Context Manger which is comprised of several modules in our middleware. Because 
our middleware also have Policy Module, it can consider users’ preference. Also, it 
has authentication module, so users having authority can only access the middleware. 
Finally, implementation is achieved in a hospital scenario. 

The remainder of the paper is organized as follows. Section 2 describes of context 
and existing approaches. It presents the motivation for this paper, and describes the 
related work. Section 3 presents our proposed middleware for context-aware service 
discovery in detail. In section 4, we implement our middleware in a hospital scenario. 
Finally, the conclusion and future work are discussed in section 5. 

2   Related Work 

2.1   Definition of Context 

Context refers to the meaning that can be inferred from the adjacent text, composed of 
con (with) and text. Dey considers context as any information regarding the circum-
stances, objects, or conditions by which a user is surrounded, and that is considered 
relevant to the interactions between the user and environment [2]. Many researchers 
have attempted to define context by enumerating examples. Schilit et al. divide con-
text into three categories [3], 1) computing context such as network connectivity, 
communication costs, communication bandwidth, and nearby resources such as print-
ers, displays, and workstations; 2) user context such as a user’s profile, location, peo-
ple nearby, and sometimes even current social situations; and 3) physical context such 
as lighting, noise levels, traffic conditions, and temperature. 

2.2   Existing Approaches 

This subsection presents the existing approaches that consider the contextual informa-
tion in the service discovery process. The problems of using contextual information in 
these approaches are also discussed. 
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Fig. 1. The Architecture of Middleware 

The Cooltown [4] project allows users to discover services that are in the user’s 
vicinity. In this approach the location of the user and the service is used to conclude 
that the user is in a specific service area. In this way, services that are close to the 
user are returned by the service discovery mechanism. The context toolkit [5] repre-
sents a development toolkit that provides functionality to discover services using 
contextual information. It allows for describing services by means of white and 
yellow pages that include contextual information. The platform for adaptive appli-
cations [6] proposes architecture for applications that adapt their behavior accord-
ing to the context of the user. The platform enables discovery of context providers 
using the type of context advertised. This contextual information is used to adapt 
application behavior. The CB-Sec project [7] provides functionality to discover 
services that are in the vicinity of the user. This approach takes into account the 
user and service capabilities in the service discovery process. RCSM [8] provides an 
object-based development framework for context-awareness. In order to support ad 
hoc communication, an Object Request Broker (ORB) is provided for communica-
tion transparency in a distributed environment. This includes monitoring and sens-
ing functions.  

As mentioned above, these projects attempt to consider users’ context information 
when discovering services. While most of them also make dynamic and convenient 
systems for users, they only use some components of context information, and proc-
essing of raw context information is simple. These projects do not have any authenti-
cation module and policy module. In contrast to them, novel middleware is based on 
JADE, and have authentication module and policy module for context-aware service 
discovery. In the next section, the proposed middleware system is presented. 
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3   Proposed Middleware System 

3.1   Architecture 

Novel middleware is designed for context-aware service discovery. As demonstrated 
in Figure 1, this middleware consists of various modules such as parser, composer, 
service repository, and so on. In this paper, context-awareness in middleware is fo-
cused on, therefore other modules are discussed only briefly. 

The Message Monitor has each discovery agent as a monitoring module for each 
service discovery protocol or network domain that can detect all messages from them 
because each network protocol or domain uses a well-known IP and Port number, i.e. 
239.255.255.250:1900 on UPnP and 239.255.255.253:2427 on mSLP [9]. The Discov-
ery Adapter consists of a Parser, which parses messages, and Composer, which com-
poses indispensable data parsed from messages. It means the Composer represents the 
parsed data to the appropriate format, DAD (DF-Agent-Description) [1] format. The 
Composer then registers it with the Service Repository such as the Directory Facilitator 
(DF) in an agent platform [1]. The agent-based service provider can also register ser-
vices directly via an Agent Communication Language (ACL) message [1]. When a 
service requester on behalf of a user requests a service, a request message is transmit-
ted to the Matchmaker, which calculates which service is the most appropriate for the 
service request. The Context Provider such as light, camera and temperature, serves 
raw context information to the Context Manager. The Context Manager consists of 
modules which guarantee context-awareness. Useful context information is stored in 
the Context Repository. If you want see detail information about the middleware, you 
can see [10] [11]. In the next subsection, context modules are presented in detail. 

3.2   Context Awareness  

By introducing modules in Context Manager, people can know how Context Manager 
is comprised of. The Context Manager consists of six modules and one database as 
shown in Figure 2. Each of them can be described as the following: 

* Context Device Manager 
In ubiquitous environments, there are many diverse context devices and context 
sources. They frequently enter or go out in the network, so we design the Context 
Device Manager, which manages them. When they register or deregister, a message is 
sent to the Context Device Manager. Then, it recognizes the context sources com-
posed in the middleware network. 

* Context Filtering Module 
The next module is the Context Filtering Module. Its main purpose is to protect the 
Context Repository from being flooded with excessive information. When context 
information (e.g., time) from context sources is continuously delivered, users or user 
agents may be interested in receiving a few values periodically. This is especially 
important for both the Matchmaker and users because the Matchmaker can search 
requested context information in the Context Repository as soon as possible and users 
reduce the response time of the Matchmaker. 



 Design and Implementation of Middleware for Context-Aware Service Discovery 487 

 
Fig. 2. Context Modules 

* Context Representation Module 
The Context Representation Module converts raw context information from context 
sources such as sensors into normalized forms. Information from various context 
sources, in general, exist in ubiquitous computing environments and there are many 
different types of data, e.g., binary, integer, real number, etc. For the more, the repre-
sentation may be different from each other. This will result in difficulties not only in 
usability, but also in production of higher-level contexts from lower-level contexts. 
This module represents raw data in normalized forms.  

* Context Aggregation Module 
The Context Aggregation Module has the ability to combine the context information 
from the Context Representation Module. This module produces combined contexts. 
The combined context can be used to provide better information with users because 
they can understand easily what kind of situation. For example, when Context Repre-
sentation Module generates Location (“713”), Patient (“Chris”), Sensor (“Bodily Tem-
perature”), Temperature (“34”), Context Aggregation Module creates Room(Number, 
“713”, Patient, “Chris”, Sensor, “Bodily Temperature”, Temperature, “34”). 

* Context Inference Module 
Context Inference Module can contain one or more context reasoning modules, based 
on the users’ requirements. The need for a Context Inference Module arises because 
not all information can be gathered from context sources. It is used to derive higher-
level context information from lower-level information. Therefore, the module infers 
new context information from the current context. This makes the middleware system 
increasingly intelligent. For example, in a room a man lies down on a bed, he turns off 
lights and closes his eyes. This means he is sleeping. 

* Context Policy Module 
When a situation or a environment is configured, users might want to know the moment. 
At that time, middleware invokes actions already described. This is possible due to the 
Context Policy Module. User can send policy message as an ACL message format to the 
Context Agent, which has Context Policy Module. In other words, this invokes actions 
if a pre-defined context is detected in the current situations or surroundings. 
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Fig. 3. Contest-aware Service Discovery Scenario 

4   Implementation 

After designing and implementing middleware, the best way to test the middleware is 
to create a scenario, therefore, in this paper a hospital scenario is used. As shown in 
Figure 3, the scenario is described as the following: 

First, we create three doctor agents such as the respiratory organs, the kidney and 
the heart, service providers in service discovery mechanism. Next, we register them 
to DF on JADE and create 4 sensors such as blood pressure, bodily temperature, 
blood sugar, and pulse as context sources. We then build the context repository as a 
database. In this scenario, doctor agents mean medical specialists of each medical 
field. 

Context information is generated by the context generator and is filtered, repre-
sented and aggregated by the context agent, the Context Manager described in subsec-
tion 3.2. The context information is then stored in the context repository. In fact,  
service discovery is started by a user agent on behalf of a user. It send identification 
message to authentication agent with Authentication Manager , and it then re-
ceives permission message from authentication agent if the user has authority to ac-
cess middleware .  

After that, it asks the context agent to discover the most appropriate service with 
considering bodily context information . If the user’ body condition is normal, 
‘normal’ will be presented in the user’s GUI. Otherwise, the context agent finds a 
suitable doctor . As an example, the user’s GUI shows the doctor’s profile and 
other information in Figure 4 . Now, the user is able to contact the doctor as soon 
as possible. We can also see existing agents in the middleware in Figure 4.  

The user agent is implemented using Personal Java 1.2, J2ME CLDC/MIDP and 
JADE-LEAP. For this implementation, we use an IBM thinkpad and WinCE based  
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Fig. 4. User and JADE RMA GUI 

iPAQ’s from Compaq. The middleware is implemented using J2SE 1.4 and JADE 3.3 
in a Desktop computer. This middleware is only a preliminary version, and we are 
now in the process of completing the implementation. 

5   Conclusion and Future Work 

This paper presents middleware based on JADE for context-aware service discovery. 
The use of it offers scalability support, which means users can use various services 
existing in different network domains. If users use the proposed middleware in the 
home, they can control devices. Additionally, context-awareness is guaranteed via 
several context modules. In other words, various types of context can easily be han-
dled with representation, aggregation and inference, in order to provide appropriate 
services to users in ubiquitous environments. The key point of the proposed middle-
ware is the Policy Module which considers users’ preference, through which they can 
subscribe when a particular situation is made. Also, users having authority can only 
access the middleware because it has Authentication Manager. 

We are currently developing a more sophisticated version of our middleware, while 
simultaneously performing simulations and evaluating the performance of the existing 
system. Finally, we will expand our middleware system, using ontology in a part of 
agent communication and build ontology database as future works because users can 
search service semantically through ontology. It will be suitable middleware for a 
ubiquitous environment. 
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Abstract. The new real-time applications like multimedia and real-time services 
in a wireless network for ubiquitous environments will be dramatically 
increased. However, many real-time services of mobile hosts in a cell cannot be 
continued because of insufficiency of useful channels. Conventional channel 
assignment approaches didn't properly consider the problem to serve real-time 
applications in a cell. This paper proposes a new real-time channel assignment 
algorithm based on time constraint analysis of channel requests. The proposed 
algorithm dynamically borrows available channels from neighboring cells. It also 
supports a smooth handoff which continuously serves real-time applications of 
the mobile hosts.  

1   Introduction 

The new mobile applications like multimedia and real-time services in a wireless 
network will be dramatically increased for ubiquitous environments in the future. So 
the frequencies called channels should be provided for many mobile hosts. However, 
wireless channels are scarce resources in current mobile services. Therefore the 
frequency reuse is the main issue to increase system capacity of a wireless telephone 
system. The area in a wireless network to be served is divided into several regions, 
called cell. Each cell has a Base Station (BS), and the base station maintains a 
wireless link with mobile users.  

The classical method for reusing a limited set of channels is Fixed Channel 
Allocation (FCA) algorithm[1, 2, 3]. In this scheme, each BS is allocated a fixed set 
of channels to use, and the allocation is done in a manner that the distance between 
cells using the same channels is large enough to avoid interference between users in 
different cells using the same channels[4]. This scheme works reasonably with the 
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uniformed distribution of users, but fails to adjust for the variation in the number of 
users in different cells. The conventional propagation models, on which the FCA 
related algorithms are based on pre-assignment of channels, appear to be totally 
invalid for the small size cells[5]. And the FCA methods are inappropriate to the hot 
cell problem which dynamically happens the overloaded channel requests onto the 
specific cell at any time[6]. To accommodate this situation, a variety of Dynamic 
Channel Allocation (DCA) algorithms have been proposed based on different 
methods[7, 8, 9]. Graph theoretic scheme was employed in[7], probabilistic model 
in[8], and heuristic methods in [9].  

However these papers are not appropriate to perform a real-time channel borrowing 
strategy because the real calls in each cell were not considered for time constraint to 
the deadline. Unlike other traditional works, our algorithm employs a new Real-time 
Dynamic Channel Allocation (RDCA) method for real-time traffic services and shows 
more efficiency in the dynamic use of available channels at any time. We propose a 
new scheme which identifies and maintains the call patterns for every σ unit times 
through the time constraint analysis of call requests in cells. The call requests of 
mobile hosts in every cell are collected every period (σ unit times) and maintained 
into the list of call requests called CListi, which indicates the summation of call 
requests of ith period in a cellular system. And channel borrowers borrow channels 
and lenders lend channels using information of time to deadline of call requests in the 

call list CListi The channel borrowing process also supports smooth-handoff scheme. 
If a mobile host can continue using the same channel in the new cell, it does not have 
to retune to a new channel after handoff. Our algorithm keeps the current allocated 
channels of handoff hosts as continuously as possible when a mobile host crosses over 
from one cell to another.

2   Channel Borrowing Strategy Based on Time Constraints 

A real-time service must be arrived at the destination within its deadline, but a server 
fails to deliver a real-time service if the service arrives after its deadline. If a real-time 
service reaches at the goal before its deadline, the server needs to get the proper size 
of buffer to accept its calls. This paper assumes that the buffer size is infinite. The 
goal of this paper is to minimize the expected number of failed services over an 
infinite horizon. The presented algorithm logically organizes wireless environments 
and assumes several fundamental models as following subsections.  

2.1   System Model  

The used models in our cellular architecture are as follows. A geographical area 
consists of a number of hexagonal cells, each cell served by a BS. A group of cells are 
again served by a Mobile Switching Center (MSC). The MSCs are connected through 
a wired network, and each MSC also acts as a gateway and channel server for the 
wireless networks to the BSs. Each cell previously has a fixed set of Nc channels 
according to the compact pattern based on the fixed assignment scheme[1]. The value 
of Nc assigned in each cell is seven. A compact pattern with shift parameters of i=3 
and j=2 is used in this paper. Two parameters i and j are called shift parameters. The 
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number of cells, N in a compact pattern is given by following equation, which means 
the number of different channel sets[10].  

N = i2 + i × j + j2                                                          (1) 

Fig 1 shows a cellular system based on compact patterns which are applied to our 
algorithm.  

 

Fig. 1. Cellular System based on Compact patterns 

A centralized channel server dynamically services call requests in every cells. The 
channel server maintains a channel pool which is a set of channels in its cellular 
system. When calls require channels for server, the calls inserted into call entry CListi 
and periodically rearranged by the order of the nearest to the deadline within such a 
list. If there are two or more calls with both the same time constraint and the different 
call types in CListi, those calls are rearranged according to call types of following 
sequences: handoff call, new call, and termination(or close) call. At initial state, the 
server uniformly assigns the same number of channels to each cell.  

A cell can be evaluated according to the value(δh) of its degree of hotness defined 
by Equation(2). If δh of a cell is greater than that of others, it means that the cells with 

the higher value have more calls. δh has the range of 0  δh  1.  

δh = numbers of allocated channels / Nc          (2) 

The mobile users in wireless networks can be classified into six categories: staying 
user with channel requests (new call), incoming handoff user with channel requests 
(open handoff call), departing handoff user with returning channels (close handoff 
call), ending user with returning channels (close call), staying user with using channels 
(old call) and the user walking about cells without using channels (roaming call). The 
proposed algorithm only performs channel services, which allocate channels to new 
call and open handoff call, and recollect close call and close handoff call.  

This model assumes that each call requires a unit frequency for a channel server 
and has time constraint information about the remaining time to the deadline. Also, 
the following assumptions are made: calls at any cell arrive according to Poisson 
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process, λ; channel service time is exponentially distributed with mean length 1/μ; the 
time constraint of calls as real-time parameter has the random value within the range 
from the current accepted time of the call to the blocked/dropped time (or during the 
call duration). In our system model, the handoff users which across from a cell to the 
other arrive as Poisson process.  

2.2   Real-Time Dynamic Channel Allocation  

A real-time channel borrowing algorithm can be defined by the relationship between 
borrower and lender. When a BS with calls requiring for channel, it becomes a 
borrower B. When a BS with lending channels, it becomes a lender L. The algorithm 
borrows channels dynamically using following parameters in each cell.  

  � hotness: The ratio of the number of allocated channels in a cell L to the total 
number of channels allocated determines the degree of hotness, δh(L), of that cell 
with a minimal allocated channel.  

  � deadline nearness: The temporal distances by unit time until calls of the lender L 
with available channels is arrived %into service deadline within its time 
information to deadline of CListi.  

  � spatial nearness: It represents the spatial cell-distance Ds(B, L)between the 
borrower B and lender L in a compact pattern.  

  � available condition: The number of available channels of non-co-channel cells of 
the lender cells L which are also non-co-channel cells of the borrower cell B in a 
compact pattern, is denoted by Ac(B, L). Since our cellular architecture has a 
compact pattern with nineteen cells as Equation(1) and each cell with seven 
channels, the number of channels in non-co-channel cells of the lender cell L 

satisfies the condition of 0  Ac(B, L)  133.  

To allocate channels effectively, the channel borrowing strategy selects the cell 
whose the value of cost function Cf(B, L) is maximum among cells as lender. 

Cf(B, L) = Ac(B, L) /( ( (Ds(B, L)/Rcp)× (δh (L)))       (3) 

where Rcp denotes the radius of the compact pattern in terms of cell distance which 

implies 1  Ds(B, L  Rcp. The proposed channel allocation scheme for cellular mobile 
environment is centralized in nature because it is applied to a few cells. This implies 
that the load on the central server would not be too high.  

The proposed channel allocation algorithm including processes above is shown 
such as following step by step. The channel allocation steps in the algorithm employ 
CListi, the type of call (new, handoff or close call) and cost function.  

Call Arrival: When a call arrives, the algorithm evaluates the cost function Cf(B, L) 
for each cell with free channels and assigns the channel that leads to the cost function 
with the largest estimated value. If no free channel is currently available, the call must 
be blocked.  
Call Handoff: When a mobile user across from a cell to others, the call is handoff call 
to the cell of entry; that is, if there is the same free channel used by the handoff call, 
the same channel is provided to the call at the new cell. Otherwise, a new free channel 
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is provided to it. If no such channel is available, the call must be dropped from the 
system.  
Call Termination: When a call terminates, one by one each ongoing call in that cell 
is considered for reassignment to the just freed channel; the results of cost function 
Cf(B, L) are evaluated and compared to the value of not doing any reassignment at 
all. The action that leads to the highest value of is then executed.  

The Phase I of our algorithm can be initiated periodically by BS and Phase II 
periodically by BS whenever a borrower cell requests channels to MSC as channel 
server. Every BS is responsible for updating the parameters of server such as the 
current degree of hotness δh of the corresponding cells.  

[Phase I] Operations at Cells :  
 � Step 1: Each BS updates its hotness δh on server a period.  
 � Step 2: When a MH begins its handoff service, starts or terminates its service, its 

BS sends the identifier, time constraint and other information of the MH and the 
identifiers of channels occupied by the MH to MSC.  

[Phase II] Operations at Channel Server :  
  � Step 1: MSC periodically manages CListi including all calls from BSs. Firstly, all 

calls are arranged in the order of the earliest deadline parameter. Secondly, in the 
case of the same deadline values, in the order of the call types as handoff, new 
and termination call. Following steps focus on channel allocation for the handoff 
and new calls.  

 � Step 2: MSC extracts a call from CListi. Firstly, if the call is a handoff call, it 
collects the used channel from departing cell and allocates the same channel of 
incoming cell to MH for smooth-handoff if possible. Secondly, If the call is a new 
call, MSC gives a available channel of the corresponding cell. Finally, If the call is 
close call, MSC withdraws the used channel from the corresponding cell. If the 
call didn't have available channels yet, its BS as a borrower sends a borrowing 
message.  

 � Step 3: MSC receives a channel borrowing message from BS, it selects lender 
which maximizes the value of Equation(3) and transmits a borrowing message to 
the selected lender.  

 � Step 4: If the lender has a set of available channels, it locks lending channels and 
returns a acknowledgement message including lending channels to MSC. 
Otherwise, it returns a null message to MSC.  

 � Step 5: If MSC receives a set of available channels from lender, it sends a lending 
message to borrower. Otherwise, MSC blocks the call and goes on to Step 7.  

 � Step 6: The borrower receives a lending message from MSC. The borrowing 
channel is allocated to the call requiring channel.  

 � Step 7: Repeat each step after step 2 until all channel requests are satisfied or MSC 
has no cold cells with a set of available channels.  

3   Simulation and Results 

We simulated the proposed algorithm and some previous algorithms in environments 
with Intel Pentium-133 CPU and 32MB main memory. All programs were written 
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using Java language. Our simulation results represent more efficient uses of available 
channels and more successful services of real-time channel requests over real-time 
applications in cellular networks. This method using the real-time channel request 
consideration minimizes the number of service blocking as compared to other papers. 
Fig 2 and Fig 3 show service failure rates in the cases of 150calls/hr and 200calls/hr. 
The cellular system consists of forty-nine cells, and each cell has seven channels as 
initial assignment.  

 

Fig. 2. Results with 150calls/hr 

 

Fig. 3. Results with 200calls/hr 

In these figures, the curves of our RDCA method are totally low relative to those of 
FCA and DCA of traditional methods since RDCA reorders channel requests in its 
call entry CListi in the order of the earliest deadline. All simulations start with no 
ongoing calls and therefore the blocking probabilities are high and low in the early 
minutes of the performance curves. If we give more channels to our all simulations, 
service blocking probabilities of all algorithms will be less than current results.  

The simulation results of the proposed algorithm don't show the results of call 
blocking ratios because of the limited space. But they also display call blocking 
curves similar to service blocking probabilities in Fig 2 and Fig 3 if they know 
transfer speed and packet size of transfer data.  
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4   Conclusions 

The proposed RDCA algorithm shows good experimental results since it firstly 
services the call with the earliest deadline and gives a new issue about wireless real-
time and multimedia applications. The algorithm maintains the ordered call list with 
channel requests through real-time analysis in each cell. It gives new real-time 
channel allocation because it provides a real-time traffic service by time to deadline 
stored in system. This channel service minimizes the number of channel a service 
blocking ratio distinguishably since it firstly provide a free channel for the call request 
of the earliest deadline.  

Future works will provide more advanced real-time allocation algorithms which 
efficiently execute channel services using the fixed or limited buffer size and consider 
admission control. We will explore the effort of decentralized approach in future 
work.  
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Abstract. In wireless sensor networks, power is a critical resource in
battery powered sensor nodes. In this respect, as it is important to effi-
ciently utilize the limited battery power, it would be desirable to make
such nodes as energy efficient as possible. Many researchers who develop
operating systems of wireless sensor networks have been trying to find
a way to enhance energy efficiency of sensor nodes. In this paper, we
present an overview of sensor node operating systems and some of its
functionalities, and then present a performance analysis of task sched-
ulers and task-related kernel routines of existing sensor node operating
systems. The results of performance analysis show some advantages and
disadvantages of the existing operating systems, and based on these in-
formation, we present some possible improvements for increasing the
efficiency of sensor node operating systems.

1 Introduction

Nowadays, wireless sensor networks have drawn great attention as a new and im-
portant research area[1]. These sensor networks typically consist of hundreds or
even thousands of sensor nodes deployed in a geographical region to sense events.
They are used in many applications such as environmental control, offices, robot
control, and automatic manufacturing environments, and moreover can be used
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even in harsh environments[2, 3]. Developing wireless sensor networks entails sig-
nificant technical challenges due to the many environmental constraints.

Recent advancement in sensor technology such as low power electronics, and
low power RF design have made it possible to develop relatively inexpensive and
low-powered multi-functional tiny sensor nodes[4]. These sensor nodes, which
consist of sensing, data processing, and communicating components, leverage
the idea of sensor networks. Such sensor networks are applicable to home net-
works, natural environments, health care, telematics systems, and many kinds of
embedded systems[5, 6, 7, 8, 9]. For example, sensor nodes are deployed to gather
information of the natural environments, for example, inaccessible mountains
and even in harsh environments[6, 7, 8], and in telematics systems for sensing
data to service the remote clients[9].

In wireless sensor networks, power is a critical resource in battery-powered sen-
sor nodes. In this regard, efficient utilization of limited battery power is an impor-
tant issue. Thus, it is desirable to make such nodes as energy efficient as possible.
Today, many research on wireless sensor networks have been studied for improving
the cost and energy efficiency of sensor nodes[1, 4, 10, 11, 12, 13]. For example, in
[11, 13], the authors proposed a fundamental frameworks for sensor systems such
as Berkeley’s TinyOS sensor architecture, and also support the prototyping, pro-
gramming, testing, and deployment of sensor networking applications. Another
example is the MANTIS operating system which was proposed by [1] to meet the
demands of advanced multimodal sensor networks deployments. Then, SOS op-
erating system[10] was designed to improve energy efficiency of TinyOS and to
support the idea of dynamic reprogramming in wireless sensor nodes. Also in [4],
Lee et al. proposed a scalable and reconfigurableNano-Qplus operating systemand
developed its sensor node platform architecture. These systems offer an integrated
combination of general-purpose hardware platforms, and open-source embedded
operating systems, a uniform API, system management and development tools.

In this paper, we present an overview of sensor node operating systems and
its own functionalities, and show a performance analysis of task schedulers and
task-related jobs in previous sensor node operating systems[1, 4, 10, 11]. The re-
sults of the performance analysis will demonstrate some of the advantages and
disadvantages of the existing operating systems. These information will then
be used to present some possible improvements for increasing the efficiency of
sensor node operating systems.

The rest of this paper is organized as follows. In Section 2, we present related
work on sensor node operating systems. Section 3 describes an overview of oper-
ating systems for sensor nodes. Section 4 presents and evaluates the performance
of the sensor node operating systems, and present some possible improvements
for these operating systems. Finally, conclusions are made in Section 5.

2 Related Work

In this section, we present a brief overview of the related work that have been done
on sensor node operating systems. Considerable research efforts[1, 4, 10, 11, 12]
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have been made to improve the efficiency and extending functionalities of the wire-
less sensor networks and the sensor node operating systems.

In [11], Levis et al. proposed Berkeley’s TinyOS architecture designs and im-
plementations. TinyOS is a well-known operating systems and the Mote platform
have been widely used in many kinds of applications[14, 15]. It is currently a fun-
damental framework of research on wireless sensor networks. In [12], Levis and
Culler proposed a Maté on TinyOS architecture. Maté is a tiny communication-
centric virtual machine designed for sensor networks. Maté’s high-level interface
makes complex programs to be very short, hencd reducing the amount of energy
consumed during transmission of new programs.

In [10], Han et al. proposed a SOS operating system, that consists of dy-
namically loadable modules and a kernel, which implements messaging, dynamic
memory, and module loading and unloading, among other services. In SOS, mod-
ules are not processes. They are scheduled cooperatively. Individual modules can
be added and removed with minimal system interruption.

In [1], Bhatti et al. proposed a MANTIS operating system. It supports pre-
emptive multithreading, so it can handle multimodal sensors effectively. In ad-
dition, it enables micro sensor nodes to natively interleave complex tasks with
time-sensitive tasks.

In [4], Lee et al. proposed a Nano-Qplus operating system for wireless sen-
sor networks. Nano-Qplus is a scalable and reconfigurable operating system. It
supports flexible Nano-HAL(hardware abstraction layer), so the developers can
work easily under various sensor nodes platforms. Furthermore, it supports ef-
fective power management mode and preemptive task schedulers so that the
multimodal sensing jobs can be scheduled while at the same time keeping track
of the energy efficiency of sensor nodes.

3 Overview of Operating Systems for Sensor Nodes

In this section, we present an overview of the operating systems for sensor nodes
in wireless sensor networks and show some essential requirements for these op-
erating systems.

3.1 Preliminaries on Wireless Sensor Networks

Figure 1 shows an example of the distribution of wireless sensor networks. Wire-
less sensor networks typically consist of hundreds or even thousands of sensor
nodes deployed in a geographical region to sense events. There are challenges to
designing an operating system for wireless sensor networks. Since it is essential
that the cost-efficiency of producting sensor nodes, the sensor nodes, such restric-
tions limits memory space and energy lifetime. For example, Berkeley’s MICA
motes series have only 4 Kbytes run-time memory spaces, and its power sources
are only 2 × AA batteries[16]. The following are essential factors that should
be considered during the design process of a sensor node operating systems for
wireless sensor networks.
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Fig. 1. An example of wireless sensor networks

– Energy efficiency
– Tiny memory space
– Multimodal sensor support
– Dynamic reprogramming
– Real-time job processing

In wireless sensor networks, Energy efficiency is an important issue, and thus, in
general, sensor nodes have multimodal sensing devices(eg. temperature, humid-
ity, light, and sound), thus Multimodal sensor support also becomes essential
in sensor node operating systems. Furthermore, sensor node programs need re-
compiling or reprogramming in run-time. Therefore, Dynamic reprogramming is
necessary. Finally, the sensor networks must operate under real-time constraint.
Thus, Real-time job processing is also an important consideration in designing
a sensor node operating system. Table 1 shows the comparison of operating
systems for wireless sensor networks in those essential features[4].

Table 1 shows the pros and cons of four sensor node operating systems. These
functional and featural difference are explained in detail in the following subsec-
tions.

3.2 TinyOS

TinyOS is a popular sensor node operating system[11]. It features a component-
based architecture which enables rapid innovation and implementation while
minimizing code size as required by the severe memory constraints inherent in
sensor networks.

TinyOS ’s component-based and event-driven execution model enables fine-
grained power management and yet allows some scheduling flexibility that is
necessary due to the unpredictable nature of wireless communication and physi-
cal world interfaces. However, TinyOS is unable to support multimodal tasking
well, and moreover, it does not consider real-time scheduling of these tasks and
thus does not fit for real-time sensor network systems.

3.3 SOS

SOS is an operating system for Mote-class wireless sensor networks[10]. It uses
a common kernel that implements messaging, dynamic memory, module loading
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Table 1. Comparison of sensor node operating systems

Operating Systems
Features TinyOS SOS MANTIS Nano-Qplus

Low power
mode support Y Y N Y
Multimodal

sensing/tasking N Y Y Y
Dynamic

reprogramming Y Y N N
Priority-based

Scheduling N N Y Y
Real-time
guarantee N N Y Y
Execution Component Module Thread Thread

model based based based based

and unloading, and other services. SOS uses dynamically loaded software mod-
ules to create a system supporting dynamic addition, modification, and removal
of network services. One of SOS ’s primary motivation and goal is to achieve
dynamic reprogramming. In the domain of wireless sensor networks, reprogram-
ming is necessary to modify the software on individual nodes after the networks
have been deployed. This function provides the ability to update some of the
software modules in individual nodes, add new modules to nodes after deploy-
ment.

In SOS, modules are not processes, they are scheduled cooperatively and they
are independent of each other. Therefore, SOS does not have a global real-time
scheduler and thus is unable to guarantee the real-time schedule of modules.

3.4 MANTIS

MANTIS provides a thread-based embedded operating system for wireless sensor
networks[1]. MANTIS supports preemptive multithreading. It also enables sen-
sor nodes to natively interleave complex tasks with time-sensitive tasks, thereby
mitigating the bounded buffer producer-consumer problem. In other words, finely
interleave concurrency of multithreading is useful in sensor node systems to pre-
vent one long-lived task from blocking execution of a second time-sensitive task.
For example, TinyOS does not consider this problem, but MANTIS have solved
the problem by using the concept of thread.

3.5 Nano-Qplus

Nano-Qplus was designed and developed to meet two kinds of demands of wire-
less sensor networks[4]. The first one is scalability and reconfigurability. Existing
sensor network systems designs cannot be easily used to application areas due to
their variety of environments and the sensor hardware platforms, etc. In Nano-
Qplus, various hardware platforms converge into identical system model by the
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Nano-HAL hardware abstraction layer, so the programmers can easily make pro-
grams for their purposes. The second one is thread-based priority task scheduler.
Therefore, similarly to MANTIS, Nano-Qplus can be used in real-time sensor
network systems.

4 Performance Analysis

In this section, we present an evaluation criteria of sensor node operating systems
and will evaluate and analyze performance of existing sensor node operating
systems. Furthermore, we will discuss some possible improvements for existing
sensor node operating systems.

4.1 Experimental Setup

In our experiment, we used Octacomm’s Nano-24 wireless sensor platform[17].
The specification of Nano-24 sensor platform is given in Table 2.

Table 2. Nano-24 sensor platform specification

Component Model Description
low-power 8bit

CPU ATmega128L microprocessor
8 Mhz clock

Flash 128 KB
Memory SRAM 4 KB

EEPROM 4 KB
2.4 Ghz channel

RF CC2420 Zigbee support
250 Kbps rate

Power 2×AA Batteries 3.0 Volt

Table 2 shows the hardware components and its description of Nano-24 sensor
board. It is similar to MICAz sensor board, however, its architectural details are
slightly different. Octacomm supports TinyOS and Nano-Qplus ’ kernel source
for Nano-24 sensor board. But in SOS and MANTIS, there is no adequate kernel
source for this sensor board. For our experiment, we ported SOS and MANTIS
to Nano-24 sensor board1.

4.2 Evaluation Criteria

In our experiments, we focused on the efficiency of task scheduler and task-
related kernel routines because the efficiency of the task-related kernel routines
affect the efficiency of the whole operating system. The selected evaluation cri-
teria for our experiments are presented below.
1 Used kernel version of the operating systems; TinyOS: 1.1.11-3, SOS: 05-july, MAN-

TIS: 0.9.1b, Nano-Qplus: 1.6.0e.
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– Task creation latency
– Memory allocation latency

Task creation latency means the timing overhead of the task scheduler, thus it
is necessary for our experiments. Memory allocation latency occurs whenever
a task is created, or if a task requires more memory space. It is basically the
timing overhead of task management and scheduling component in operating
system.

4.3 Experimental Results and Evaluation

Fig. 2. Task creation latency of operating systems

Figure 2 shows the task creation latency on existing operating systems2. From
this figure, the results of the task creation latency are significantly different from
one another because the characteristics of these operating systems are slightly
different. First of all, TinyOS ’ latency is much smaller than the others because
TinyOS ’ task creation simply means assigning function pointer of a task to a
ready queue. It does not need memory to be allocated or copied because TinyOS ’
scheduler is FIFO(non-preemptive). However, SOS, MANTIS and Nano-Qplus
operating systems requires memory allocation of task control block. SOS is origi-
nally designed as a module-based system, and thus needs to allocate the module’s
address spaces. Meanwhile, MANTIS and Nano-Qplus are designed in thread-
based priority scheduling, and thus the costs of stack allocation and priority
queue management are needed.

Figure 3 shows the memory allocation latency on existing operating systems3.
TinyOS does not have memory allocation function and thus memory allocation
does not occur. Therefore, we excluded TinyOS in this experiment. The x-axis is
the amount of allocated memory while the y-axis is latency. In Fig. 3, SOS shows
best performance and the next is Nano-Qplus. In the results, MANTIS ’ memory
2 Task creation function of operating systems; TinyOS: Tos post(), SOS:

ker register task(), MANTIS: mos thread new(), Nano-Qplus: pthread create().
3 Memory allocation function of operating systems; TinyOS: none, SOS: ker malloc(),

MANTIS: mos mem alloc(), Nano-Qplus: pthread malloc().
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Fig. 3. Memory allocation latency of operating systems

allocation latency increases the amount of allocated memory. These results are
significantly different. Thus, we analyzed the source codes of memory allocation
function to find the cause of the difference.

SOS uses paging systems of various sizes, and pages consists of 32× 16bytes,
16×32bytes, and 4×128bytes of memory space. Some of these are allocated when
tasks demand memory allocation. Therefore, memory management of SOS has a
problem of internal fragmentation. In contrast, MANTIS and Nano-Qplus uses
non-paging system. They uses a first-fit allocation policy which entail search-
ing time cost, and moreover they have a problem of external fragmentation.
In addition, MANTIS performs memory initialization when allocation is com-
pleted, hence increasing memory allocation according to the amount of allocated
memory.

4.4 Discussions on Possible Improvements

According to the results of task creation latency, TinyOS demonstrates good
performance on task creation but, it does not consider preemptive scheduling.
However, Nano-Qplus considers preemptive priority-based real-time scheduling,
but its task creation needs extremely much more time than TinyOS. According
to the results of memory allocation latency, TinyOS does not need to allocate
memory, which different from other operating systems that need to allocate
task control block to memory space. There is one more aspect about memory
fragmentation problem that need to be considered. Since Nano-24 sensor nodes
only have 4 Kbytes of RAM space, the fragmentation poses as a serious problem.
Considering the above, the memory allocation latency is important. In this way,
we can get trade-off relations between the characteristics of operating systems
and the performances.

Let us assume the existence of two kinds of tasks in the operating systems.
One is non real-time tasks while the other is real-time tasks. In this case, we can
use a hybrid task scheduler. The non real-time tasks can be handled by using the
mechanism of TinyOS, and the real-time tasks can be managed by the priority-
based scheduler like Nano-Qplus. This will assure better performance than be-
fore. Also the memory management and allocation method can be improved by
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using hybrid approaches. Paging systems such as SOS is used when relatively
small amount of internal fragmentation occurs. However if a large amount of
internal fragmentation occurs, methods such as Nano-Qplus is applied.

5 Conclusions and Future Work

In most cases of wireless sensor networks, energy efficiency of sensor nodes is
a very important criteria because the power supplied to sensor nodes is very
limited. The extensive research have been conducted in connection with energy
efficiency for sensor nodes. In this paper, we presented an overview of existing
sensor node operating systems and its various functionalities. In addition, we
evaluated performances of these operating systems and thus were able to show
the advantages and the disadvantages of existing operating systems. Next, we
discussed some possible improvements for increasing efficiency of sensor node
operating systems for wireless sensor networks.

We are currently in the process of designing and implementing more efficient
operating systems based on existing research. We are convinced that applying the
above possible improvements on developing sensor node operating systems will
ensure enhanced efficiency of the operating systems for wireless sensor networks.
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Abstract. This paper presents a novel Chained-RIpple Time Synchronization 
(CRIT) protocol that is scalable, flexible, and high-precise in Wireless Sensor 
Networks (WSN). CRIT adopts hierarchical and multi-hop time synchronization 
architecture with contributing energy-saving effects in WSN. The algorithm 
works in two phases. In the first phase, a horizontal structure between 
Missionary Nodes (MN) is established in the network by Piggy-Back Neighbor 
Time Synchronization (PBNT) algorithm. In the second phase, a vertical 
structure between a MN and Sensor Nodes (SN) is set up in each sensor group 
(SG) by Distributed Depth First Search (DDFS) algorithm. By applying these 
two phases repeatedly, all nodes in WSN efficiently synchronize to each other. 
For the purpose of performance evaluation, we first study the error sources of 
CRIT. In addition, we simulate CRIT in terms of synchronization errors of two 
phases using   network simulator.  

1   Introduction 

Recently, the availability of cheap and small micro-sensors and low power wireless 
communication enabled the large scaled deployment of sensor nodes in Wireless 
Sensor Networks (WSN). WSN allows us to address, monitor, and eventually control 
a wide aspect of real-world problems.  

A basic function of WSN is data fusion, i.e. combining data from multiple sensors 
into high level data. As an example, a vehicle going through a sensor network 
equipped with acoustic sensors can be detected by different sensor nodes at different 
moments corresponding to the moments when the vehicle entered the detection range 
of those nodes. A fusion node receiving the raw information from the sensor nodes 
can refine it by estimating the speed and the direction of the sensed vehicle. For the 
application and most other applications, synchronized timestamps between sensor 
nodes together with position information are essential. 

Time synchronization problem has been investigated thoroughly in Internet and 
wireless LAN. Several technologies such GPS and radio ranging have been used to 
provide global synchronization in networks. Nevertheless, most of these existing time 
synchronization methods [1][6] do not consider the limited resource and energy 
available for long time operation of sensor nodes.  
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Generally, WSN is composed of a large number of mobile sensor nodes. To 
operate in such large network densities, we need the time synchronization algorithm 
to be scalable with a number of mobile nodes being deployed and considerable energy 
efficiency problem due to the limited battery capacity of sensor nodes. Moreover, 
existing schemes will need to be extended and combined in new ways in order to 
provide services that meet the needs of applications with the minimum possible 
energy expenditures. 

In this paper, we proposed a flexible and scalable Chained-Ripple Time Synchro-
nization (CRIT) protocol. Our protocol uses a hierarchical and multi-hop architecture 
suitable for WSN. The remainder of this paper is organized as follows: Section 2 
introduces basic concepts and some assumptions used in this paper. Section 3 elaborates 
the details of our CRIT. In section 4, we study the error sources of CRIT with numerical 
analysis. The performance evaluation is discussed in section 5. Finally, section 6 
concludes this paper and introduces some suggestions for further improvement of our 
protocol as future works. 

2   Our Network Architecture and Assumptions 

We denote the sink node as “Base Station (BS)” that is an original time resource node 
in our topology. The BS has stronger radio transmission capability than MNs and 
normal “Sensor Nodes (SN)”. Nodes are organized into different interconnected 
domains, called as “Sensor Group (SG)” formulated by Ripple Phase explained later. 
There is a “Missionary Node (MN)” that is also a time resource node to synchronize 
with normal SNs in each SG. A MN is selected by the BS or another MN of 
neighboring group by PBNT algorithm explained later. When a SN becomes a MN 
having own SG, it is supposed to have stronger radio transmission power than other 
normal SNs. MNs can manage the state information of all normal SNs in own SG, 
such as time information, computing resources, and locations.  

In addition, we assume that SNs locates in intersect area of SGs only formulate a 
communication with a MN. Based on the characteristics of these nodes, we 
categorized them into two-levels. The level-1 node is the BS and MNs and the level-2 
nodes are normal SNs. 

3   Chained-Ripple Time Synchronization (CRIT) 

By applying a hierarchical and multi-hop architecture in WSN, the proposed 
algorithm is divided into the two phases: Horizontal Missionary Node Discovery 
Phase (Chained Phase) and Vertical Sensor Node Synchronization Phase (Ripple 
Phase). 

3.1   Horizontal Missionary Node Discovery Phase (Chained Phase) 

When the BS has been setup for time synchronization in WSN, Chained Phase starts. 
The BS initially broadcasts MN-REQUEST packet (MRP) through the network  
for assigning a MN (Step 1). When a normal SN that wants to be a MN receives  
the MRP, it sends acknowledgement (ACK) packet with own piggybacked clock 
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information to the BS (Step 2). The BS receives this ACK packet and resends 
MISSIONARY-ASSIGN packet (MAP) with own piggybacked clock information to 
the SN (Step 3).  

Eventually, the SN receiving this MAP becomes a MN in WSN and adjusts own 
clock information by Piggy-Back Neighbor Time Synchronization (PBNT) algorithm 
(Step 4). And then, the MN constructs a SG with neighbor SNs by Ripple Phase 
mechanism (Step 5) and broadcasts a MRP for assigning other MNs same as the BS’s 
operations (Step 6). 

3.2   Piggy-Back Neighbor Time Synchronization (PBNT) 

The following section describes a basic scheme of Piggy-Back Neighbor Time 
Synchronization (PBNT) algorithm between the BS and MNs or MNs. PBNT 
algorithm uses the classical approaches of sender-receiver synchronization [7] with 
some modifications. 

In Figure 1, there are two nodes which are called A and B. A is the BS or a MN in 
level 1 and B is a normal SN in level 2 that will become a MN having own SG by 
taking a MAP. T2, T3, and T6 are the time measured according to node B’s local 
clock; T1, T4, and T5 are the time measured according to node A’s local clock.  

 

Fig. 1. PBNT algorithm of CRIT 

At T1, node A broadcasts a MRP (M1). Node B receives this MRP at T2. Node B 
waits for some random time (T3 – T2) before it initiates the two-way message 
exchange with node A. At time T3, node B sends ACK packet in response to the MRP 
with own piggybacked clock information (M2) to node A, and node A receives this 
ACK packet at time T4, where T4 is equal to T3 + o + d. Here, o and d represent the 
clock offset between the two nodes and propagation delay respectively. At T5, node A 
sends back a MAP with own piggybacked clock information (M3) to node B. This 
packet contains a MAP-SET-BIT for assigning a MN and time values of T3, T4, and 
T5. Eventually, node A receives the packet at T6.  

Through the time values of T3, T4, T5, and T6, node B can calculate clock offset 
and propagation delay as follows: 
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− − −=                                             (1) 
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T T T T
d

− + −=                                             (2) 

The node B can correct its time information and synchronize with node A by 
referencing results from equation (1) and (2). 

3.3   Vertical Sensor Node Synchronization Phase (Ripple Phase) 

Ripple Phase indicates the step 5 and 10 in Section 3.1. In this phase, all SNs in each 
SG efficiently synchronize to each other with a MN by Distributed Depth-first-Search 
(DDFS) [2] algorithm. At time T6 in Figure 1, the node B, which is a MN built up by 
a MAP, formulates a DDFS communication link with neighbor SNs and sends its 
clock information packet. Through this clock information packet, each SN can 
efficiently tune up own clock information. Here, having a communication and time 
complexities of O(|N|), where N is the number of node, DDFS algorithm maximized 
time synchronization accuracy. 

Specially, we used a DDFS algorithm different from the previous DDFS 
algorithms. In previous DDFS algorithm [8], an ACK packet is sent from each 
notification about sending packet and the sender node holds its information until all 
notifications are acknowledged. However, in CRIT, no ACKs are used for reducing 
packet communication overhead and energy consumption, so no time is spent on 
waiting for them (NO-ACK mechanism). Therefore, packets in this phase are 
forwarded immediately to the next node. Through these schemes, DDFS algorithm of 
CRIT can support fast and energy-efficient time synchronization in WSN. 

4   Chained-Ripple Time Synchronization (CRIT) 

4.1   Sources of Time Synchronization Error 

The sources of packet delay  divided as below when it traverses over a wireless 
link between two sensor nodes. We designate the node which initiates the packet 
exchange as the sender and the node which responds to this message as the receiver. 
Although a similar decomposition of error sources has also been presented in [3], we 
analyze in detail the various delay components from a systems perspective. In this 
discussion, we will borrow terms from a typical layered architecture used in 
traditional computer networks.  

• Send time: The time spent at the sender to constructing the packet. This time 
includes the delay generated by the packet to reach the MAC layer from the 
application layer, kernel protocol processing, and variable delays introduced by 
the operating system, e.g. context switches and system call overhead. 

• Access time: The Delay time incurred waiting for access to the transmit channel. 
After reaching the MAC layer, the packet waits until it can access the channel. 
This delay time is specific to wireless networks resulting from the property of 
common medium for packet transmission. 
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• Propagation time: The time needed for the packet to transmit from senders to 
receivers once it has left the sender. When the sender and receiver share access to 
the same physical media, this time is very small as it is simply the physical 
propagation time of the message through the media. If not, propagation time 
dominates the delay in wide-area networks, where it includes the queuing and 
switching delay at each node as the packet transits through the network. 

• Accept time: The time taken in receiving the bits and passing them to the MAC 
layer. The variation in reception delay would even be smaller if the sensor node 
uses a hardware-based RF transceiver [4]. 

• Receive time: The time spent by receiver that constructs the bits into a packet and 
then this packet is passed on the upper layer, application layer where it’s decoded. 
The value of receive time changes due to the variable delays introduced by the 
operating system. 

4.2   Error Analysis of CRIT 

In general the hardware clock of node i is a monotonically non-decreasing function of 
t. In practice, a quartz oscillator is used to incur the real time clock. The oscillator’s 
frequency depends on the ambient conditions, but for relatively extended periods of 
time (minutes – hours) can be approximated with good accuracy by an oscillator with 
fixed frequency: 

( )i i it t a t o= +                                                  (3) 

Where ia  and io are drift and offset of nodes i’s clock. In general ia  and io will be 

different for each node and approximately constant for an extended period of time. 

From (3) it follows that ia  and io  are linearly related: 

1( ) AB ABt t a t o= +                                                (4) 

The parameters ABa  and ABo represent the relative clock drift and offset between the 

two node’s clocks. If the two node’s clocks are perfectly synchronized, the relative 
drift is equal to one and the relative offset is equal to zero. 

We can expand this equation (4) to our CRIT by showing the expression of relation 
between node A and B in Figure 1. After node A and B are synchronized by PBNT 
algorithm, the two nodes’ relation expression can be derived as follows: 

1( ) AB AB ABt t a t o d= + +                                         (5) 

The parameters ABd represent the relative propagation delay between two nodes after 

synchronized to each other. 
To be better analysis, we introduce the concept of real time i.e. the time measured 

by an ideal clock as shown in Figure 2. We represent the times measured by local 
node clocks, such as T3, in real time by using lowercase letters. Therefore, t3 stands  
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Fig. 2. The time error sources among the local node time 

for the real time (measured by ideal clock) equivalent of T3 (measured by node B  
clock). We apply this mechanism to PBNT algorithm in Figure 1. Node B sends a 
packet with own clock information at T3 and node A receives it at T4. Note that T3 
and T4 are times measured by node’s local clock of A and B respectively. The 
following set of equations can be easily derived: 

4 31 0 ( )B B B A A At t S AS P AC R→= ⋅ + + + + + +                            (6) 

3 ( )B B B A A At S AS P AC R→= + + + + +                            (7) 

3 34 3 ( )B A B A
T T B B B A A AT a T O S AS P AC R→ →

→= + + + + + +                            (8) 

Here, BS  and  BAS  represent the time taken to send packet (send time + access time) 

at node B. B AP →  refer to the propagation time between node B and A. AAC and 

AR represent the time taken to receive packet (accept time + receive time) at node A. 

Therefore, equation (8) presents the relationship with local clock mechanism between 
node A and B after node A sends an ACK packet with own clock information at time 
T3 and node B receives the packet. 

In addition, if we apply this relation to node B at time T6, the next equation is 
drawn: 

5 56 5 ( )A B A B
T T A A A B B BT a T O S AS P AC R→ →

→= + + + + + +                           (9) 

After subtracting the equation (9) from (8), we can obtain the following equations 
easily: 
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Here, for simplifying the equation (10), we present the following equation like this and 
substitute it into the upper equation: 
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Consequently, we can obtain the following equation easily: 

3 33 3 5 3 3 54 6 3 5( ) ( )B A B A

T T

B A B A
T T T T T T UT T a T Oa ra T O ro S D→ →→ →

→ →− = − + + − + + +               (12) 

Here, 
3 5T Tra → and 

3 5T Tro → represent relative clock drift and offset between 3T and 5T  

respectively. D  is the total transmission delay between 3T and 5T . This relation is 

graphically appeared in Figure 2.  
Eventually, we knows from equation (12) that ra , ro , and D  are critical 

elements that impact the synchronization error rate of CRIT. Furthermore, we can 
obtain the normalized equation of average time synchronization error of Chained Phase 
in n-hop network as follows: 

{ }
1

1 n

i i i
i

Chained Phase Error ra ro D
n =

= + +                        (13) 

Note that, because time synchronization of Ripple Phase using DDFS algorithm is 
dependent on node’s counts in each SG, we regard its time synchronization error rate 
as ( )O n , n  is the number of nodes. As a result, we can derive the total average 

synchronization error of the CRIT as follows: 

{ }
1

1
( )

n

i i i
i

CRIT Error ra ro D O n
n =

= + + +                         (14) 
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Eventually, we can also appear a synchronization error equation of CRIT with 
maximum and minimum rate as follows:  

{ }
1

1
( )

n

i i i
i

CRITError ra ro D O n CRITError
n =

≤ + + + ≤                      (15) 

In the next section, we significantly evaluated the time synchronization error of 
Chained Phase with the upper-bound and lower-bound. And then, we obtained the 
time synchronization error of Ripple Phase for reflecting results of equation (15). 

5   Performance Evaluations 

In order to evaluate the performance of CRIT, we simulated it using an extended 
version of discrete event network simulator NS-2, implemented by the Monarch 
project [5]. A simple random topology is used, where the BS is preset in the center of 
our network grid. Five nodes for MNs are automatically selected by Chained Phase 
when CRIT starts from the BS. According to the number of MNs, five SGs are 
formulated and each group has one hundred of normal SNs. We placed SNs on a 
predefined square geographical coverage area with dimension 3000x3000 meters in a 
uniformly random fashion. Moreover, in order to reflect Ripple Phase mechanism of 
our CRIT, we implemented the DDFS algorithm in NS-2 and used the IEEE 802.11b 
MAC protocol with some modifications. The data rate periodically sent from the BS 
is set to 2Mb/s and we simulated for 3000s. 

5.1   Evaluation Metrics 

In order to evaluate the performance of Chained Phase and Ripple Phase of CRIT, the 
following metrics are investigated. 

1) Synchronization error of Chained Phase: The time synchronization error 
including upper-bound and lower-bound of Chained Phase based on PBNT algorithm 
according to hop distances.  

2) Synchronization error of Ripple Phase: The time synchronization error of Ripple 
Phase using DDFS algorithm according to the number of SNs in each SG. 

5.2   Simulation Results 

Fig. 3 shows the time synchronization error of Chained Phase with minimum (MIN), 
average (AVG), and maximum (MAX) values in accordance with MN’s hop distances 
from BS. We evaluate the performance with 5-hop distances by using 1 Base Station 
and 5 Missionary Nodes. Here, each MIN, AVG, and MAX respectively appears an 
average time synchronization errors obtained by 1000 simulation runs in each hop 
distance. As expected, we find that the synchronization errors experienced by PBNT 
algorithm increase gradually according to increasing hop distances. However, the 
increasing amount is very slight because the PBNT algorithm used the piggybacked 
time information mechanism for reducing communication overhead. Therefore, the 
mechanism of Chained Phase achieves a fine-tuned time synchronization betweens 
the BS and MNs or MNs. 
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Fig. 3. Synchronization error of Chained Phase 

In Figure 4, we reported an average time synchronization error of Ripple Phase 
with respect to the number of nodes. Every data point represents an average of 1000 
simulation runs. Since DDFS algorithm has the communication and time complexity 
with ( )O n , where n is the number of node, it is certain that synchronization error 

increases according to the number of nodes. However, because the increasing time 
synchronization error rate of this phase is very low by using NO-ACK mechanism for 
reducing the communication overhead, it is considerable less sensitive in dense WSN. 
Hence, we can easily notice that Ripple Phase mechanism of CRIT supports accurate 
time synchronization between a MN and a variety of SNs in WSN.  
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Fig. 4. Synchronization error of Ripple Phase 

6   Conclusions 

In this paper, we introduced a scalable, flexible, and high-precise time synchronization 
mechanism with supporting the energy-saving effects in WSN, which is CRIT 
(Chained-RIpple Time Synchronization). CRIT contributes in the accurate hierarchical 
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and multi-hop time synchronization with low error-rate in WSN. The simulation results 
satisfied these goals with respect to synchronization errors of Chained Phase and 
Ripple Phase. Furthermore, because of these characteristics, our CRIT can be 
efficiently expanded to real WSN products and used for time critical applications in 
real world. In the future, we plan to evaluate a performance of CRIT’s clock offset 
according to elapsed time. 
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Abstract. Wireless sensor network (WSN) consisting of a large number of 
small sensors can be an effective tool for gathering information in a variety of 
environments. Since sensor nodes operate on batteries, energy efficiency is a 
key issue in designing the network. In the existing clustering-based routing pro-
tocols for the WSN including the LEACH scheme, the cluster-heads are usually 
selected at random, which may cause unbalanced energy consumption and thus 
short network lifetime. In this paper we identify that position of cluster-head is 
an important factor with respect to the network lifetime. Based on this observa-
tion, we propose a scheme which selects the cluster-heads not randomly but 
considering the relative position and residual energy of the alive nodes in the 
network. Computer simulation reveals that the proposed scheme extends the 
lifetime of the network employing the LEACH scheme for about 50%. 

Keywords: Cluster-head, energy-efficiency, network lifetime, wireless sensor 
networks. 

1   Introduction 

Wireless sensor network (WSN) consists of a large number of tiny sensor nodes form-
ing a distributed wireless ad hoc sensing network. The sensors collect quite detailed 
information on the physical environment. It has been rapidly developed and widely 
used in both the military and civilian applications such as target tracking, surveil-
lance, and security management [1, 2]. A sensor node has four basic components; a 
sensing unit, a processing unit, a radio unit, and a power unit. All the units fit into a 
matchbox-sized module [3].  

Since a sensor node has limited sensing and computational capability and is able 
to communicate only within short distances, the sensor network operates with the 
corporative effort of hundreds or thousands sensor nodes. Once the sensor nodes are 
deployed, they automatically establish the route and then sense the surroundings, 
process the sensed data, and transmit the result to the base station (BS). As a sensor 
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node has to operate for a relatively long duration on a tiny battery, energy efficiency 
is a main concern. One of the most restrictive factors on the lifetime of wireless 
sensor networks is the limited energy resource of the deployed sensor nodes. Be-
cause sensor nodes carry limited and generally irreplaceable power source, the pro-
tocols designed for the WSN must take the issue of energy saving into consideration. 
Clustering-based routing protocol is a popular routing protocol proposed for the 
WSN to minimize the consumption of the energy of the sensors. Here, at regular 
intervals, a set of cluster-heads (CHs) are selected and the other sensor nodes (mem-
ber nodes) are clustered around the cluster-heads according to a specific clustering 
algorithm. In the WSN the sensed data sent from adjacent member nodes are usually 
similar and therefore aggregated by the CHs to reduce data redundancy.  

There exist several clustering-based routing protocols proposed for minimizing the 
energy consumption [5-7]. In the existing clustering-based routing protocols for the 
WSN including the LEACH (Low-Energy Adaptive Clustering Hierarchy) scheme 
[5], the CHs are usually selected at random, which may cause unbalanced energy 
consumption and thus short network lifetime. In this paper we identify that position of 
CH is an important factor with respect to the network lifetime. Based on this observa-
tion, we propose a scheme which selects the CHs not randomly but considering the 
relative position and residual energy of the alive nodes in the network. Computer 
simulation reveals that the proposed scheme extends the lifetime of the network em-
ploying the LEACH scheme for about 50%. 

The remainder of the paper is organized as follows. Section 2 presents a review of 
the related work reported in the literature. Section 3 introduces the proposed scheme. 
Section 4 evaluates the performance of the proposed scheme by computer simulation, 
and compares it with direct communication and LEACH.  Finally, Section 5 con-
cludes the paper and outlines future research directions. 

2   The Related Works 

2.1   The Routing Protocols 

The existing protocols proposed for data gathering in the WSN can be classified into 
hierarchical and non-hierarchical protocol [4] by the way how to organize the sensor 
nodes. The non-hierarchical protocols include Directed Diffusion [8] and Gossiping 
[9], while the hierarchical protocols include LEACH [5], PEACH (Proxy-Enabled 
Adaptive Clustering Hierarchy)  [6] and EDACH (Energy-Driven Adaptive Cluster-
ing Hierarchy) [7]. Furthermore, the communication pattern adopted for the WSNs 
takes one of the two general forms; time-driven (periodical) transmission [5-7] and 
event-driven transmission [8,9].  

LEACH is a clustering-based protocol that applies randomized rotation of the 
cluster-heads to evenly distribute the energy load among the sensor nodes in the 
network. The CHs of the LEACH scheme collect data from the distributed micro 
sensors and transmit them to the base station. It adopts the following clustering-
model. Some of the nodes elect themselves as cluster-heads in each round of com-
munication. After the cluster-heads are decided, each cluster-head broadcasts an 
advertisement message. The sensor nodes listen to the advertisements and join the 
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closest cluster-head. After the clusters are formed, the cluster-heads collect sensor 
data from the member nodes and transfer the aggregated data to the base station. 
Figure 1 shows the hierarchical structure of the cluster-based scheme. Note here 
that the clusters are not necessarily the same size and shape. The recent researches 
on the routing with the hierarchical structure such as PEACH and EDACH employ 
a similar approach as LEACH.  

PEACH [6] is a protocol that improves LEACH in terms of network lifetime. This 
is achieved by selecting a proxy node which can assume the role of the current clus-
ter-head of weak power during one round of communication. PEACH is based on the 
consensus of healthy nodes for the detection and manipulation of failure in any clus-
ter-head. It allows considerable improvement in the network lifetime by reducing the 
overhead of re-clustering.  

EDACH [7] employs a similar approach as the PEACH scheme. It, however, fur-
ther improves the performance of PEACH by varying the number clusters according 
to the distance from the base station such as more clusters in the region which is far 
from the base station. 

 

Fig. 1. The structure of hierarchical protocol for wireless sensor networks 

2.2   The Energy Issue 

In LEACH, the representative protocol of cluster-based sensor network, the cluster-
heads are selected randomly and all nodes are given equal opportunity to be the clus-
ter-head. The cluster-heads are selected without considering the position and current 
energy level, and this may cause unbalanced energy consumption and shortened 
network lifetime in the long run. 

If cluster-headers are selected randomly, they can even locate at the boundary of 
the network. Since the cluster-heads usually waste more energy than other nodes, 
this inappropriately positioned cluster-heads will deteriorate the energy efficiency 
of entire network. With the random selection approach for the cluster-heads, the 
clusters may be unbalanced in terms of the number of nodes and position of the 
cluster-heads. 

 



522 H.S. Lee, K.T. Kim, and H.Y. Youn 

 

 

Fig. 2. The sensor network consisting of five clusters 

In Figure 2, for example, 100 sensor nodes exist in an area of 50 50 units. Here 
Cluster-A, B, C, D, E contains 27, 18, 20, 19, 16 nodes, respectively. The black 
squares are cluster-heads selected randomly. Note that, for the cluster having more 
member nodes, the cluster-head would have more traffic load and correspondingly 
waste more energy than the cluster-head of fewer member nodes. Figure 3 shows the 
energy consumption at each cluster-head and the entire cluster in one round commu-
nication when the BS is located at (25, 25).  

 

Fig. 3. The energy consumption of cluster-head and entire cluster 

Notice from Figure 3 that, even though it is not strictly linear, energy consumption 
of the cluster-head and entire cluster increases as the number of member nodes in-
creases. Also, energy consumption of Cluster-E of 16 nodes is higher than that of 
Cluster-B of 18 nodes, which has more number of nodes. This is because the cluster-
head of Cluster-E is not located at the center as in Cluster-B. The same situation is 
observed between Cluster-D and Cluster-C. From this example we can see that energy 
efficiency of hierarchical routing protocol for the WSN significantly depends on the 
effectiveness of the selection approach of the cluster-head. This motivates the pro-
posed scheme presented next. 
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3   The Proposed Scheme 

In this section we present the proposed scheme for the selection of cluster-heads in 
the hierarchical sensor network. A cycle of data gathering, called a round, consists of 
three phases; (i) cluster-head selection, (ii) cluster formation and schedule creation, 
and (iii) data collection and transmission. The operations of the sensor nodes in the 
second and third phase are identical to those with LEACH. We first introduce the 
main concept of the proposed scheme.  

3.1   The Main Concept 

In designing the routing protocol for a WSN, the primary goal is long network life-
time (in other words the number of alive nodes at a time moment). In order to achieve 
the goal, energy consumption of the nodes needs to be well balanced. As we noticed 
in the previous section, energy consumption of the sensor nodes is significantly af-
fected by the size of the cluster and position of the cluster-head. Another aspect is that 
cluster-head spends much more energy than other nodes. Therefore, we propose to 
select the cluster-heads not randomly but deterministically according to the two fac-
tors; residual energy and relative location.  

First of all, it is our intuition that the node with large residual energy should be se-
lected as a cluster-head. Also, the node having more neighbor nodes than others is 
preferred as a cluster-head. Note that having a large number of neighbor nodes im-
plies that the node locates at the center position of the area where many nodes are 
dispersed. It would be beneficial to select such centered nodes as cluster-heads with 
respect to the overall energy efficiency, compared to the selection of the nodes locat-
ing at relatively isolated positions.  One question here is, though, which factor  
between the residual energy and relative location has more impact on the network 
lifetime. We answer this question by computer simulation in the next section of per-
formance evaluation. We next present the operation of the proposed scheme decided 
based on the motivation shown above.  

3.2   The Operations of One Round Communication 

 Cluster-head Selection Phase 
In every round each node first needs to decide whether it will be a cluster-head in that 
round. The decision is made based on the threshold, T, which is set using the two 
factors mentioned above; residual energy and relative location. If a randomly gener-
ated number between 0 and 1 is smaller than T, the node elects itself as a cluster-head. 
The threshold is given by 

( ( ) )α α ar

i i

n
T =  + 1- p

n
 (1) 

Here Er is the residual energy, Ei is the initial energy at deployment time, na is the 
number of alive neighbor nodes, ni  is the maximum number of neighbor nodes among 
the nodes when first deployed, p is the portion of cluster-heads among the nodes at 
the beginning, and α (0 α ) is a weighting factor. The first and second additive 
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term represents the energy and location factor, respectively, while α is used for as-
signing a weight to each of them. Note that the division in each of the term is for the 
normalization so that their values become between 0 and 1 since Er Ei and na ni. As 
a result, the sum of the two terms also becomes between 0 and 1. Multiplying (p 1) 
finally makes only some portion of the nodes become the cluster-heads. Also, notice 
that Er and na decrease as time goes by while Ei and ni are constant. Therefore, the 
threshold value also decreases as the rounds proceed, and consequently the probabil-
ity of each node to become a cluster-head decreases. This is another distinct feature of 
the proposed scheme compared to LEACH where the probability does not change. It 
is our conjecture that a smaller number of cluster-heads are required if there exist a 
smaller number of alive nodes in the network. The validity of this conjecture is con-
firmed in the next section by computer simulation. 

The node that has elected itself as a cluster-head for the current round broadcasts 
an advertisement message to the rest of the nodes. For the cluster-head advertisement, 
the cluster-heads use the CSMA MAC protocol. The non-cluster-head nodes keep 
their receivers on during this phase of set-up to hear the advertisements of all the 
cluster-head nodes. After this phase is complete, each non-cluster-head node decides 
the cluster to which it will belong for this round based on the strength of the received 
advertisement signal.  

 Cluster Formation and Schedule Creation Phase 
After the advertisement, every cluster member node recognizes the source of the to-
ken as its cluster-head and broadcasts the topology reply packet back to the cluster-
head using the CSMA MAC protocol. During this phase, all cluster-head nodes must 
keep their receivers on. The cluster-head receives the messages from the nodes that 
would like to be included in the cluster. When the cluster-heads receive the reply 
packets, they set up a schedule for the nodes in their cluster. Based on the number of 
nodes in the cluster, the cluster-head creates a TDMA schedule indicating when each 
node in the cluster can transmit. This schedule is broadcast back to the nodes in the 
cluster. 

 Data Collection and Transmission Phase 
After the schedule creation phase, the self-organized data collection and transmission 
phase starts. Every sensor node collects data and then sends a packet to the cluster-
head in its scheduled transmission time. Based on the received signal strength of the 
cluster header advertisement and the assumption of the symmetrical radio channel, the 
transmission can use a minimum amount of energy. The radios of other nodes are 
turned off until their allocated transmission time to save the energy. Each cluster-head 
keeps its receiver on to collect data from the nodes in its cluster and continuously 
updates the table listing the energy of the nodes based on the received packets. When 
the data from all the member nodes are received, the cluster-heads apply data fusion 
to aggregate the received data into one packet.  

4   Performance Evaluation 

In this section we evaluate the effectiveness of the proposed scheme along with direct 
communication and the LEACH scheme through computer simulation. We use the 
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same radio model as in [5] with Eelec = 50nJ/bit as the energy being dissipated to run a 
transmitter or receiver circuitry and Eamp = 100pJ/bit/m2 as the energy dissipation of 
the transmission amplifier. Transmission (ETx) and receiving costs (ERx) are calculated 
as follows:  

2),( dkkEdkE ampelecTx ××+×= ε  (2) 

kEkE elecRx ×=)(  (3) 

with k as the length of the message in bits, d as the distance between the transmitter 
and receiver node, and as the path-loss exponent (   2 ). For computer simula-
tion, we let the maximum percentage of cluster-heads be 5% (thus p = 0.05 in eq (1)), 
with which LEACH has shown the best performance [5]. For the simulation we con-
sider a sensor network of 100 sensor nodes randomly located in a 50 50 region. The 
base station is located at (25, 25). An example of a randomly generated sensor net-
work is shown in Figure 4. We use two models of initial residual energy of sensor 
nodes; uniform at 0.5J and random between 0.25J and 0.5J. The size of sensor data is 
2000 bits, and the advertisement message is 64-bit long. In the simulation the result of 
100,000 runs are averaged.  

 

Fig. 4. An example of sensor network with 100 nodes 

Table I lists the lifetime of sensor network in terms of the round a node begins to 
die and the round all the nodes die for the three schemes compared. We considered 
three sets of α  value, 0.2, 0.5, and 0.8.  Recall that small value of α implies giving 
more weight on the position factor than the residual energy factor of a node. Notice 
from the table that the proposed scheme consistently outperforms the others. Espe-
cially, with α = 0.2, the proposed scheme improves the lifetime of LEACH for about 
50%. Note that small value of α  allows better performance, which means that posi-
tion of cluster-head is a more important factor than residual energy.  



526 H.S. Lee, K.T. Kim, and H.Y. Youn 

 

Table 1. The network lifetimes of the compared schemes 

Energy 
(J/node) 

Protocol 
The round a node begins to 

die 
The round the last node 

dies 

Direct 78 137 

LEACH 253 562 

Proposed Scheme 
( α =0.2) 367 634 

Proposed Scheme 
( α =0.5) 

264 651 

0.25 

Proposed Scheme 
( α =0.8) 227 608 

Direct 157 282 

LEACH 614 1215 

Proposed Scheme 
( α =0.2) 

966 1264 

Proposed Scheme 
( α =0.5) 820 1302 

0.5 

Proposed Scheme 
( α =0.8) 

489 1251 

Figure 5 shows the number of alive nodes as the round proceeds for the three 
schemes. The improvement offered by the proposed scheme over Direct Communica-
tion and LEACH can be clearly seen from the figure. Here, each sensor node has 
initial energy of 0.25J/node in the areas of 50m 50m. In LEACH, every sensor has 
the same chance to become a cluster-head. A sensor node with insufficient residual 
energy occasionally becomes a cluster-head, even if there is a sensor node with rich 
battery power nearby. It exhausts its energy, stops operating, and disrupts gathering of 
sensor data in its cluster. Also, data transmission to the base station is not possible. 
On the other hand, the cluster-heads are selected considering the residual energy and 
relative location in the proposed scheme. As a result, energy consumption can be well 
distributed among the sensor nodes, and the lifetime of the sensor network can be 
prolonged. In addition to reducing energy dissipation, the proposed protocol success-
fully distributes energy-usage among the nodes in the network. 

Another important aspect of the proposed protocol is illustrated in Figure 6, which 
shows the locations of live (circle) and dead (dot) sensor nodes with LEACH and the 
proposed protocol, respectively, after 540 rounds. Here, each node is equipped with 
an energy source whose total amount of energy accounts for 0.25J at the beginning 
of the simulation. Observe that, in addition to a lot more live nodes of 80 than 
LEACH of 24 nodes, the proposed scheme allows well distributed live nodes. Avoid-
ing any dead spot is another important property of the proposed scheme in addition 
to extended lifetime.  
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Fig. 5. Comparison of the number of live sensors as the round proceeds 

      

            (a) LEACH                                                  (b) Proposed Scheme ( α = 0.2) 

Fig. 6. The distribution of live (circle) and dead (dot) nodes after 540 rounds 

5   Conclusion and Future Work 

In this paper, for solving the problem of unbalance in the energy consumption of the 
sensor nodes, we have proposed a new routing scheme for clustering-based sensor 
network. The scheme selects the cluster-heads according to the residual energy and 
the number of alive neighbor nodes. Computer simulation shows that position is a 
more important factor than residual energy of the nodes. It also identifies that the 
proposed approach extends the lifetime of the sensor network for about 50% com-
pared to the existing schemes randomly selecting the cluster-heads. The proposed 
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approach will be more important when the wireless sensor network is deployed in 
large area and the base station is far from the network.  

The future work will focus on the comparison of the proposed approach with other 
approaches such as simulated annealing and taboos search. A formal methodology 
will also be developed in order to determine the factors important for cluster-head 
selection in a more systematic way and allow optimal results for the given conditions. 
The current model is based on the one-hop cluster performances. It will be extended 
for multi-hop clusters. The proposed approach will also be combined with other ap-
proaches which improve the network lifetime. 
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Abstract. This paper focuses on the scheduling of the tasks with hard, soft and 
non-real-time timing constraints in open real-time systems. It describes a Two-
Dimensional Priority Scheduling (TDPS) scheme which not only sets task pri-
ority, but also specifies scheduling policy priority. The execution order of a task 
is determined by both the task priority and its scheduling policy priority. TDPS 
also supports separating the scheduling mechanism from the scheduling policy. 
We also enhance TDPS scheme by introducing the CPU utilization bound to 
each scheduling policy to simplify the schedulability analysis. TDPS scheme 
can be used to implement different real time systems with different goals (such 
as hard, soft or hybrid real-time systems) by adjusting the CPU utilization 
bound of every scheduling policy in runtime. The paper shows through evalua-
tion that TDPS is more open and efficient than the past open real-time schedul-
ing schemes. 

1   Introduction 

In recent years, the domain of real-time computing has broadened from primarily hard 
real-time closed embedded systems, such as avionics and automotive applications, to 
new open environments with other types of performance constraints, such as the 
Internet and mobile computing systems. In such open environments, independently 
developed system components and applications share common resources. The real-
time systems in open environments are called open real-time systems. 

The most important characteristic of open real-time systems is that they are able to 
process the applications deployed independently. Further, real-time and non-real-time 
applications are allowed to join and leave the system dynamically. Because of these, 
open real time systems put a new challenge for task scheduling. The traditional real 
time scheduling methods, which are dedicated to some special applications, are not 
suitable for these systems any more. To satisfy the requirements of open real-time 
systems, the open real-time scheduler must have the following points: 

1. Separating the scheduling mechanism from the scheduling policy [1]. The mecha-
nism is in the kernel but the policy is set by a user process. It can permit the user to 
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choose the desirable scheduling policy for each application, even for each task in 
its application. 

2. Reconfigurable. The scheduler can be reconfigured, so that the real-time system 
can meet different requirements. 

3. Extensible. A new scheduling policy can easily be added to the scheduler to meet 
new requirements. 

4. Dynamic. The scheduler can accept and schedule the tasks arrival dynamically in 
runtime. 

The motivation of our work is to develop a new efficient scheduling frame for open 
real-time systems. The rest of the paper is structured as follows. The related work is 
stated in section 2. Section 3 presents TDPS. In section 4, we evaluate TDPS. Finally, 
in section 5, some concluding remarks are made. 

2   Related Works 

Three main scheduling paradigms have been used to schedule real-time tasks, namely, 
priority-driven (PD), share-driven (SD), and time-driven (TD). 

PD scheduling includes two types of algorithms, fixed priority and dynamic prior-
ity scheduling. A well-known fixed priority algorithm is RM algorithm [2]. The most 
popular dynamic priority scheduling algorithms is EDF [2]. Although the PD para-
digm can be quite effective, there are situations where such solutions may not be 
appropriate. For example, in a real-time video-conferencing system, no hard guaran-
tees of real-time performance are required. For such applications, a proportional share 
resource allocation paradigm, which we call share-driven, may be more desirable. 

SD scheduling paradigm is based on the GPS (General Processor Sharing [3]) al-
gorithm. Some well-known SD scheduling mechanisms include the Weighted Fair 
Queuing (WFQ) [4], also known as Packet Generalized Processor Sharing (PGPS) 
[3], WF2Q [5], Fair Service Curves [6], etc. Similar ideas have been used in CPU 
scheduling such as the Total Bandwidth Server (TBS) [7], the Constant Bandwidth 
Server (CBS) [8], and the Constant Utilization Server (CUS) [9]. One problem of SD 
is that it may not guarantee a timely completion of hard real-time jobs when the sys-
tem is overloaded. When the system is overloaded, all channels will receive larger 
delays proportionally. For systems with steady and well-known input data streams, 
time-driven (TD) schedulers have been used to provide a very predictable processing 
power for each data stream [10, 11]. 

In TD scheduling paradigm, the time instants when each task starts, preempts, re-
sumes and finishes are pre-calculated and enforced by the scheduler. Applications 
such as small embedded systems, automated process control, sensors can be imple-
mented efficiently using this scheduling paradigm. TD paradigm provides a good 
predictability and allows off-line schedule optimization. However, TD schedulers are 
usually less flexible and not suitable for dynamic real-time systems, such as web-
based or grid-based real-time systems. Each of the three scheduling paradigms is 
suitable for special area and special task mode. They can not be used in open real-
time systems directly. 

A two-level hierarchical scheme for open real-time systems is proposed [9]. The 
scheme assumes that when the operating system admits a new real-time application 
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into the system, it creates a dedicated constant utilization server to execute the appli-
cation. At the top level, the operating system allocates processor time to the servers, 
sets their deadlines, and schedules the servers according to the EDF algorithm. At the 
low level, the scheduler of the server for each application schedules the tasks within 
the application according to a priority-driven algorithm chosen for the application. 
The schedulability of any application can be validated independently of other applica-
tions. Non-real-time applications are scheduled in a time-sharing fashion. 

An extended two-level hierarchical scheme is proposed [12]. It can accommodate a 
much broader spectrum of real-time applications. In [13], Kuo and Li follow the open 
system architecture [9, 12] and replace the underlying OS scheduler with RM sched-
uler. The two-level hierarchical scheme [9] and the extended schemes [12, 13] have 
three main shortcomings: (1) the overhead is high, (2) they are not suitable for the 
applications with parallel threads or processes in parallel or distributed systems (3) 
they are not suitable for some complex real-time applications consisting of real-time 
and non-real-time parts. Because of (2), an extended two-level hierarchical scheme in 
parallel and distributed systems [14] is proposed, but the extension only can improve 
the concurrency between the applications and can not improve the concurrency be-
tween the tasks within one application. 

A general real-time scheduling framework is presented in [15, 16]. In the frame-
work, PD, SD and TD paradigms are integrated together. But this is only simple ac-
cumulation. Only one paradigm can be adopted when the system runs. The framework 
does not separate scheduling mechanism from scheduling policy. The system only 
meets the requirements of a kind of user at one time. So the framework is not suitable 
for open real-time systems. 

RBED [17] meets hard and soft real-time requirements by dynamically controlling 
the rate that applications consume CPU. RBED model is similar to the Variable Rate 
Execution model (VRE) [18], which also defines rules for changing application rates 
at any time. The elastic task model [19] similarly defines a method for sets of tasks to 
simultaneous changing rate, using the novel approach of modeling task utilization as 
elastic springs. BEBS [20] extends RBED by integrating more robust and efficient 
best-effort support. BEBS algorithm is similar to IRIS [21], which is based on the 
CBS [8] but enhances CBS with a fairer slack reclaiming strategy. BEBS differs from 
these and other aperiodic servers [22, 23] in that BEBS adapts its period and utiliza-
tion according to the best-effort workload it is presented. But it is a hard thing to ad-
just periods or rates of tasks to the proper values in runtime in practical systems. 

TDPS proposed in this paper is an efficient real-time scheduling framework. It is 
not only suitable for open real-time systems with one processor but also suitable for 
parallel and distributed real-time systems. 

3   Two-Dimensional Priority Scheduling (TDPS) 

All the previous algorithms based on PD almost belong to One-Dimensional Priority 
Scheduling (ODPS). In ODPS, the priority is linear and has only one dimension. Gen-
erally, multiple scheduling algorithms based on PD can not coexist in these systems. 
In ODPS mechanism, the scheduling policy is determined by the system and can not 
be chosen by users. This deviates from the idea of separating scheduling mechanism 
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from scheduling policy in open real-time systems. Additionally, when there are many 
real-time tasks in the system, the overhead is very high. There is only one ready queue 
in the system with ODPS. When the ready queue is very long, the operations of task 
entering or leaving the ready queue will produce considerable overheads because of 
looking for the position where the task inserts. Moreover, in the system with ODPS 
that adopts hybrid PD paradigm with specified-priority scheduling (the priority of a 
task is specified by the user according to the importance of the task) combined with 
EDF or RM, every task scheduled by EDF or RM must be assigned a priority number, 
and when a new task arrives dynamically, the system may reassign the priority num-
bers for all the tasks scheduled by EDF or RM. These operations will also cause extra 
overhead. 

RTAI [24] is an open source project about real-time Linux. Its scheduling mecha-
nism also belongs to ODPS. But there is a little improvement in its scheduler. It per-
mits EDF and RM to coexist in the system. The priorities of the tasks scheduled by 
EDF are higher than the priority of any task scheduled by other scheduling policy. 
Our TDPS just derives from the improvement in RTAI scheduler. 

3.1   Architecture of Two-Dimensional Priority Scheduling 

TDPS scheme not only sets task priority, but also specifies scheduling policy priority. 
The priority is not linear any more but has two dimensions. In TDPS, we first set the 
priorities of scheduling policies. For example, the priority of EDF is set to the highest 
priority. The priority of RM is set to the second highest priority. The priority of SD is 
assigned to the second lowest priority. The priority of non-real-time scheduling policy 
is assigned to the lowest one. The assignment has intrinsic rationality. Second, we 
assign the priorities to the tasks with the same scheduling policy according to their 
policy. In practice, actual priority numbers need not be assigned to the tasks. The 
ways in that they enter their ready queues just can embody the scheduling policies 
they adopt. In TDPS, the execution order of a task is determined by both its priority 
and its scheduling policy priority. The ready task with the highest scheduling policy 
priority and the highest priority is always scheduled first. 

But there is a special case that if the ready queue of the scheduling policy with the 
highest priority is always nonempty, the tasks in the ready queue of the scheduling 
policy with lower priority will not be scheduled forever, which is called dead-waiting. 
To resolve this problem, we introduce CPU utilization control into TDPS. The main 
idea is to share CPU among the real-time scheduling policies in the system in some 
ways and to set the upper bound of the CPU utilization for every real-time scheduling 
policy. The assignment must be done in such a way that the overall processor utiliza-
tion of the tasks adopting the same scheduling policy never exceeds a specified 
maximal value. The sum of all the upper bounds must be less than or equal to one in 
uniprocessor systems. In the improved scheme, the ready tasks with the highest 
scheduling policy will be scheduled first. But when the CPU budget for this schedul-
ing policy is used up, the CPU control right will be given to the tasks with the second 
highest priority policy. The improved scheme can not only guarantee the tasks with 
high priority policy are processed first but also ensure the tasks with low priority 
policy can be scheduled. The dead-waiting problem is also removed. Fig.1 shows the 
architecture of TDPS. 
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Fig. 1. The architecture of Two-Dimensional Priority Scheduling 

TDPS has the following merits. In TDPS, scheduling mechanism is separated from 
scheduling policy. The system can accept hard, soft and non-real-time applications at 
the same time. The user can select a scheduling policy for each task in its application. 
The sporadic hard tasks, periodic hard tasks and multimedia soft tasks can be sched-
uled by EDF, RM, and SD, respectively. The non-real-time part of an application can 
be scheduled by non-real-time policy. This satisfies the basic requirement of open 
real-time systems. 

TDPS has high extensibility. New scheduling policy can be added to the scheduler 
easily. 

TDPS has low overhead. The system maintains multiple shorter ready queues. This 
can reduce the overhead of looking for the location where the new task should be 
inserted when it becomes ready. The system also can avoid the overhead produced by 
the dedicated servers in the two-level hierarchical schemes [9, 12, 13]. 

TDPS can be extended to parallel and distributed real-time systems easily. The 
tasks in one application can adopt different scheduling policies. Thus, they can be 
allocated to different processors so that TDPS can not only improve the parallelism 
between applications but also enhance the concurrency between the tasks within an 
application. 

In TDPS scheme, the schedulability analysis of the tasks with one scheduling pol-
icy is independent of the tasks with another policy. The schedulability of a new task 
only relies on the tasks adopting the same scheduling policy as the new task. Addi-
tionally, the scheduler is very flexible and reconfigurable. By adjusting the upper 
bound of CPU utilization for every policy, the different real-time systems with differ-
ent goals and QoS can be implemented easily. If one increases the CPU utilization 
bounds of EDF and RM, the system becomes stronger in hard real-time power. If one 
decreases them, the system becomes stronger in soft real-time power. If they are as-
signed properly, the system not only has some hard real-time power but also can pro-
vide soft real-time services with higher QoS. 
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3.2   Schedulability Analysis 

Definition 1. CPU utilization factor ui of the real-time task ti(ci, Pi) is the ratio of ci to 
Pi. ci is the worst case computing time of task ti and Pi is the period of task ti if it is 
periodic or the relative deadline of task ti if it is sporadic. 

Assumption 1. All the tasks are independent and preemptive. 

For EDF, we assume that the upper bound of its CPU utilization is UEDF, and the 
current CPU utilization of the tasks scheduled by EDF is U’EDF. When a new task 
adopting EDF arrives, it is acceptable, if and only if the inequality (1) is true. This can 
be proven by Theorem 4 in [13]. Therein, u’ is the CPU utilization of the new task. 

u’ + U’EDF ≤ UEDF (1) 

For RM, we assume that the upper bound of the CPU utilization assigned to it is 
URM, and the current CPU utilization of the tasks scheduled by RM is U’RM. When a 
new task adopting RM arrives, it is schedulable, if and only if the inequality (2) is 
true. This can be proven by Theorem 3 in [13]. Therein, u’ is the CPU utilization of 
the new task. n is the number of the tasks scheduled by RM in the system currently. 

u’ + U’RM ≤ (n+1)(21/(n+1)-1) URM (2) 

For SD, most of the SD scheduling algorithms are based on General Processor 
Sharing (GPS) [3, 8, 23, 25, 26]. Suppose a GPS server executes at a fixed rate USD 
(which is less than or equal to one), and each task ti has a reservation ratio ui which is 
a positive real number. Each task ti is guaranteed to be served at a rate of 

gi = 

j
j

i

u

u
 USD (3) 

independent of the actual workloads of other tasks. In other words, the guaranteed 
CPU service rate gi for task�ti will not be affected by the actual behavior of any  
tj, i ≠ j. On the other hand, with the guaranteed CPU service rate, a real-time task can 
meet all its deadlines as long as its actual workload does not exceed its reserved rate,  
i.e. ui≤gi. 

4   Performance Evaluation 

Table 1 shows the comparison of open degree about Deng’s scheme [9], Wang’s 
scheme [15] and TDPS. From Table 1 we can see our TDPS is more open than the 
other two schemes. 

In a real-time system, an important metric of its scheduler performance is the 
scheduling latency. The scheduling latency is defined as the time from the occurrence 
of a scheduling chance to the time before the context switch for this scheduling. The 
lower the scheduling latency, the better the scheduler. Another important metric of its 
performance is the deadline missing rate, which is defined as the ratio of the number 
of the real-time task instances having missed their deadlines to the number of all  
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real-time task instances. Each sporadic task is a task instance. Each period of a peri-
odic task is a task instance. 

To evaluate the performance of TDPS, we perform many tests in our real-time sys-
tem with single processor P4 2.0GHz and 256MB memory. 

Table 1. Comparison of open degree of three schemes 

Scheme Task modes 
Parallel and 
distributed 
applications 

Separating 
scheduling 

mechanism from 
policy 

QoS 
control Extensibility Dynamic 

environments 

Deng’s HRT/NRT Not support Support no yes suitable 
Wang’s HRT/SRT/NRT support Not support no yes suitable 
TDPS HRT/SRT/NRT support Support yes yes suitable 

4.1   Scheduling Latency Testing 

In this experiment, we sample 100 scheduling points in succession and record the 
scheduling latency at every scheduling point. The testing result is shown in Fig.2. 
Fig.3 shows the statistics of the scheduling latency of Deng’s scheme vs. TDPS. From 
Fig.3, we can see that in the system with Deng’s scheme, the minimal, maximal and 
average of the scheduling latency are 6, 19, and 13.17 microseconds, respectively. 
However, after Deng’s scheme is replaced with our TDPS, the minimal, maximal and 
average scheduling latency decreased by 4, 5, and 3.99 microseconds, respectively. In 
Fig.3, 39% of the scheduling latency of TDPS is around 10 microseconds, but 35% of 
that of Deng’s scheme is around 15 microseconds or less. This indicates that the 
scheduler with TDPS has lower overhead and higher efficiency than Deng’s scheme 
under the same environment. 
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Fig. 2. The scheduling latency of Deng’s scheme vs. TDPS 

4.2   Deadline Missing Rate Testing 

In this experiment, we remove the process of the schedulability analysis from the 
system so that all the tasks in the submitted applications can be accepted. All the tasks  
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Fig. 3. The statistics of the scheduling latency of Deng’s scheme vs. TDPS 
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Fig. 4. The deadline missing rate of Deng’s scheme vs. TDPS 

in this test are hard periodic or sporadic. 1000 applications (each consists of one  
real-time task) are used in this experiment. We test the deadline missing rate in our 
real-time system with TDPS and Deng’s scheme respectively under the same envi-
ronment. We compute the deadline missing rates and record them under the different 
loads. The testing result is shown in Fig.4. 

From Fig.4, we can see that the deadline missing rate of the real-time system with 
TDPS is lower than that of the system with Deng’s scheme [9]. With the increasing of 
the system load, the deadline missing rate of the real-time system with Deng’s scheme 
[9] rises rapidly than that of the system with TPDS. This indicates that TDPS has 
better performance and can meet the deadlines of more real-time tasks than Deng’s 
scheme [9] under the same environment. 

5   Conclusions 

In this paper, we propose the Two-Dimensional Priority Scheduling (TDPS) for open 
real-time systems. In TDPS, the execution order of a task is determined not only by 
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the task priority but also by its scheduling policy priority. In TDPS systems, the tasks 
with the highest scheduling policy priority are scheduled first and the tasks with the 
same scheduling policy are executed in the order determined by their scheduling pol-
icy. TDPS separates scheduling mechanism from scheduling policy and permits the 
users to choose a scheduling policy for each of the tasks in their applications. 

We also introduce the CPU utilization control to enhance TDPS. The method can 
be used to implement different real time systems with different goals (such as hard, 
soft or hybrid real-time systems), which not only simplifies the schedulability analysis 
but also can provide the real-time services with different QoS. TDPS has high 
extensibility and new scheduling policies can be added to the system easily. TDPS is 
not only suitable for open real-time systems with single processor but also suitable for 
parallel and distributed real-time systems. The experimental results show that TDPS 
is more efficient than Deng’s scheme. 
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Abstract. Real-Time Dynamic Voltage Scaling (RT-DVS) has been one of the 
most important techniques for energy savings in battery-powered embedded 
systems. However, pure RT-DVS approaches rarely take into account the actual 
performance requirements of the target applications. With the primary goal of 
further reducing energy consumption while satisfying Quality of Control (QoC) 
requirements in real-time control systems, an enhanced dynamic voltage scaling 
(EDVS) scheme is suggested. Following the direct feedback scheduling meth-
odology, EDVS exploits a QoC-aware adaptive resource allocation mechanism. 
It enables flexible timing constraints on control tasks, which facilitates further 
energy saving over pure RT-DVS. Simulation experiments argue that EDVS is 
highly cost-effective and can save much more energy over the optimal pure RT-
DVS scheme, while providing comparable QoC.  

1   Introduction 

In recent years, dynamic voltage scaling (DVS) [1,2], which exploits multiple voltage 
and frequency levels to reduce CPU energy consumption of embedded and real-time 
systems, has attracted a lot of attention from both academic and industrial communi-
ties. In particular, a large body of DVS work exists for real-time applications running 
on single processors [3]. Most RT-DVS (Real-Time DVS) algorithms, such as Cycle-
Conserving and Look-Ahead from [1] as well as DR-OTE and AGR from [2], gener-
ally adjust the supply voltage and clock frequency with respect to workload variations 
so as to reduce energy consumption under the task schedulability constraint. They 
have proved to be capable of providing significant energy savings for embedded proc-
essors while still meeting the task deadlines.  

As an important subclass of embedded systems, battery-powered embedded real-
time controllers must operate in energy-efficient fashion while guaranteeing required 
Quality of Control (QoC) [4]. However, little work is dedicated to real-time control 
tasks in the literature of DVS. Most state-of-the-art RT-DVS algorithms rarely take 
into account the resulting performance of target applications other than real-time 
guarantees when determining the voltage level of the processor. These algorithms are 
usually based on fixed timing constraints such as periods and deadlines of real-time 
tasks. That is, they typically derive the processor speed providing timeliness guaran-
tees during run time according to pre-specified periods/deadlines of the task set, and 
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the timing attributes will never be intentionally changed, e.g. in response to the actual 
QoC requirements, for the sake of energy savings. In a multitasking control system, 
however, the controlled plants may experience various perturbations in spite of suc-
cessful schedule of the whole control task set. Although shorter sampling periods may 
be preferable when reacting to perturbations in order to improve the control perform-
ance, they imply waste of resources (i.e., CPU time and energy) when the system is in 
steady state [5-7]. This feature of real-time control applications makes it possible to 
dynamically allocate resources to each control task according to their real demands. 
Since fixed timing constraints are commonly used when dealing with control tasks, 
not surprisingly, existing RT-DVS systems perform bad both in control performance 
improvement when the system is in transient process and in energy saving when the 
system is in steady state. 

In this paper, we consider a set of controller tasks that run on the same energy-
limited embedded CPU. Our goal is to enhance the performance of RT-DVS by fur-
ther reducing energy consumption without jeopardizing control performance. As a 
substantial step towards the integration of real-time control and power-aware comput-
ing, we present an enhanced dynamic voltage scaling (EDVS) scheme. Based on 
system-level pure DVS algorithms, a QoC-aware resource allocation mechanism 
following the direct feedback scheduling methodology [8-10] is explored to dynami-
cally adjust the (sampling) period of each control task with respect to the instantane-
ous performance of the target plant. As a general rule, a control loop will get a small 
period when experiencing disturbance and a large period in steady state. In contrast to 
the traditionally employed fixed timing constraints that inevitably limit the efficiency 
of DVS algorithms, the proposed QoC-aware resource allocation mechanism enables 
flexible timing constraints on control tasks, which allows allocating resources to con-
trol loops according to their current performance requirements. By exploiting this 
application adaptation, further energy savings over pure DVS algorithms are expected 
to achieve. 

The use of flexible timing constraints on real-time control tasks is suggested in [5]. 
In [6], Martí et al. present a state feedback based optimal resource allocation policy 
that maximizes control performance within constrained resources for multi-loop con-
trol systems. Velasco et al. [7] present a dynamic approach to bandwidth management 
in networked control systems that allow control loops to consume bandwidth accord-
ing to the dynamics of the controlled process. However, none of them consider the 
energy consumption of the processor. As far as we know, there is only one work by 
H. S. Lee and B. K. Kim [11] that deals with energy management in real-time control 
systems. However, the dynamic solution in the paper does not assign sampling peri-
ods of control tasks using a particular direct feedback scheduling algorithm as we do. 
In contrast to only two period values for each control task in [11], the sampling peri-
ods we use can vary continuously in an allowable range. 

The remainder of this paper is structured as follows. In Section 2, we describe an 
optimal pure RT-DVS mechanism as a baseline for comparison with our EDVS. Sec-
tion 3 illustrates the framework of EDVS and develops the relevant algorithm for 
control periods adjustment. The performance of EDVS is evaluated in Section 4. 
Section 5 concludes this paper. 
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2   The Optimal Pure RT-DVS 

We here consider a battery-powered embedded microcontroller that is responsible for 
running n independent controller tasks {Ti} concurrently. Each task Ti has a period hi 
equal to its relative deadline. The execution time of Ti under the maximum operating 
voltage/frequency level is given by Ci. We assume that the voltage/frequency of the 
CPU could be adjusted continuously with a scaling factor  (0 <   1), where =1 
implies that the processor operates at the full speed (maximum voltage level). In the 
following, we will use  to denote the normalized voltage level or processor speed. It 
is worthy noting that although we have assumed continuous voltage/frequency levels, 
the proposed EDVS scheme, with only minor extensions, is also applicable to real 
processors with discrete voltage levels. When the voltage/frequency is rescaled with 

, the actual execution time of Ti will be Ci/ . In addition, the switching overheads 
between voltage/frequency levels are neglected. 

Throughout this paper, we adopt the simple model in [12] to estimate the normal-
ized energy consumption of CPU as E( ) = 2. Since the energy model is a monotonic 
increasing function of the voltage scaling factor,  is expected to be minimized in 
favor of maximum energy saving. 

With a pure RT-DVS scheme, the processor speed is typically calculated such  
that the CPU utilization is fully exploited by slowing down task execution while 
maintaining task schedulability [1]. We assume that the task set is scheduled based on 
EDF (Earliest-Deadline-First) algorithm. Thus the schedulability condition is 

/ 1i iC hα ≤  [13]. In this paper, we employ a representative system-level RT-DVS 

algorithm, denoted pDVS (pure DVS), for optimal voltage scaling for the system 
described above, assuming fixed timing constraints. This algorithm will also be used 
as a baseline for the illustration and evaluation of our EDVS scheme. 

The pDVS approach works in an interval-based manner, i.e., it performs the volt-
age scaling task at regular intervals at run time. It obtains the minimum possible proc-
essor speed, which leads to the maximum energy saving, as follows. 

min /i iC hα =  (1) 

Although pDVS is simply described, it has been found [12] that this scheme is op-
timal for the system considered. That is, for the above system under fixed timing 
constraints, pDVS achieves the maximum energy saving while guaranteeing the sys-
tem schedulability with EDF. 

3   Enhanced Dynamic Voltage Scaling 

In this section, we present EDVS, a novel methodology to enhance the performance 
of pure RT-DVS schemes using a QoC-aware resource allocation mechanism that 
exploits direct feedback scheduling. The framework of EDVS is illustrated. It is con-
structed upon pDVS and flexible timing constraints on control tasks. The sampling 
period of each control task is dynamically adjusted with respect to instantaneous con-
trol performance in order to further improve the energy efficiency over pDVS. The 
algorithm used for QoC-aware resource allocation is also given. 



542 F. Xia and Y. Sun 

 

3.1   Framework 

According to digital control theory [14], the sampling period of the controller gener-
ally could be varied in certain ranges while still providing satisfactory control per-
formance. From the system and energy models used, it could be found that the CPU 
energy consumption decreases when the (sampling) periods of control tasks increase, 
assuming constant task execution times and steady CPU utilization. Intuitively, 
shorter sampling periods yield better control performance. While it is desirable to 
execute a task with the highest rate when the target plant experiences perturbations, 
the sampling period may be lengthened without losing the specified performance 
when the system is in steady state [5]. There are successful examples that utilize this 
feature of control systems to dynamically manage the system resources such as CPU 
time [6] and network bandwidth [7]. We here build our EDVS based on this observa-
tion of flexible timing constraints and aim to achieve further energy savings over 
pDVS. 

The framework of EDVS is given in Fig. 1. Compared to pure RT-DVS schemes, an 
additional direct feedback scheduler is introduced in EDVS. The functionality of the 
pDVS is just the same as what has been described in Section 2. The role of the direct 
feedback scheduler is to dynamically adjust the sampling period of each task respec-
tively. We use the notion of direct feedback scheduler here to indicate that it deter-
mines the sampling period of each control task directly according to the instantaneous 
control performance of the relevant loop. In this way, EDVS provides a QoC-aware 
dynamic resource allocation mechanism, which in turn realizes application-adaptive 
energy management. The direct feedback scheduler works in a periodic manner with 
the same invocation interval of the pDVS component. The algorithm used in the direct 
feedback scheduler will be detailed below. 
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Fig. 1. Framework of EDVS 

3.2   QoC-Aware Resource Allocation  

A prerequisite for online assignment of sampling periods using direct feedback sched-
uling is selecting a proper metric to indicate instantaneous control performance. A 
natural and quite reasonable choice is the absolute system error (denoted err), which 
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which is defined as the absolute difference between the plant output and the reference 
of the control loop. In general, the larger the error, the more critical the loop. How-
ever, when the plant output sharply oscillates around the reference, the system error 
might still be very small sometimes, which could not reflect the real control perform-
ance and requirements. Therefore, we define the following instantaneous performance 
index 

( ) ( 1) (1 ) ( )     1,....,i i iind k ind k err k i nλ λ= ⋅ − + − ⋅ =  (2) 

where  is a forgetting factor, and k is the invocation instant of EDVS. Next, we ex-
amine how to determine a proper sampling period for each control task i based on the 
current value of indi. Since the feedback scheduler assigns each sampling period re-
spectively, we will omit the subscript i from all variables wherever possible in the 
following for the sake of simple description. 

To guarantee closed-loop stability, any control system has an upper bound on the 
sampling period. Using digital control theory [14], this upper bound hmax could be 
easily obtained. Additionally, there is also a lower bound hmin on the allowable peri-
ods for each task, which comes from the task schedulability constraint. A theoretical 
value of hmin can be obtained from 

min, max,/ / 1i i k k
k i

C h C h
≠

+ = . However, this hmin value 

is too optimistic and prone to incur overloads even if the CPU operates at the highest 
voltage level all the time. Therefore, we here select a larger hmin for each task such 
that min/ refC h U≤ . For simplicity, we assume the initial sampling period h0 = hmin. 

The algorithm used to determine the new sampling period of each control task is 
given by 

0 min( ) ( ) ( )h k k h k hη η= ⋅ = ⋅  (3) 

where  is the period rescaling factor defined as  

max

maxmin

max min min

( )max min
min max
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/ 1
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1                   

errind k
errerr

h h ind k err

h h
k e e err ind k err

e e
ββ

ββη − ⋅− ⋅
− ⋅− ⋅

≤
−= − < <

−
max                                                            ( ( ) )ind k err≥

 (4) 

where  is a constant introduced to enhance the effect of exponential function. 
According to (4), the sampling period will be directly set at the minimum once 

ind(k) exceeds a certain limit errmax, which indicates high criticality. The objective of 
this operation is to improve the system state as soon as possible. In contrast, the pe-
riod will be the maximum if ind(k) becomes less than another limit errmin, which im-
plies that the system approaches a steady state. We set the maximum period to 
achieve the largest possible energy saving. In other cases, a period that decreases 
exponentially as the filtered control error increases will be assigned. The reason for 
using an exponential function is to reflect the highly increasing resource requirements 
of the loop where the system output significantly deviates from the reference. Several 
example curves of the period rescaling factor with different  values are depicted in 
Fig. 2, where the x-axis is ind and the y-axis is . 
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Fig. 2. Illustration of function  

Remark 1. Adjusting the sampling period at run-time will introduce sampling period 
jitters in a control loop, which could significantly degrade control performance. For-
tunately, one could compensate for sampling period jitters in the controller, and many 
such methods have been developed in the control community. Therefore, in order to 
eliminate the impact of sampling period jitters that derives from the direct feedback 
scheduling on the performance of EDVS, it is necessary that the control algorithm for 
each loop is designed capable of online compensating for these jitters. 

To summarize, the EDVS operates as follows. Upon every invocation of the direct 
feedback scheduling algorithms, the output of each controlled plant is sampled and the 
absolute control error erri is calculated. Based on this value, a new sampling period 
will be determined by the direct feedback scheduler for each control task respectively. 
These new sampling periods will then be used in the pDVS algorithm to dynamically 
adjust the operating speed of the processor. Accordingly, the pseudo code for the 
EDVS scheme is as follows.  

//At every invocation instant 
Procedure EDVS { 

FOR each control loop i 
Sample the plant output yi; 
erri  abs(yi-ri);  
//ri: the reference of loop i 
Compute indi using Eq. (2); 
Compute a new sampling period using Eq. (3) and (4); 
//Update the sampling period 

END 
pDVS { 

Compute  using Eq. (1), and perform voltage scaling. 
} 

} 
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As we can see, EDVS is indeed an improved scheme over pure DVS, and it can 
operate upon any appropriate DVS mechanism other than pDVS, although we employ 
pDVS in the description. 

4   Performance Evaluation 

In this section, four independent plants with the same model G(s)=1000/(s2+s) are 
considered. The corresponding controllers, which execute PID (Proportional-Integral-
Derivative) algorithms, are well-designed respectively. In order to compensate for 
sampling period variations, the controller parameters can be online updated. The tim-
ing parameters (C, hmin, hmax) of four control tasks are given as (2, 10, 17), (2, 9, 17), 
(2, 8, 17), and (2, 7, 16) in time unit of ms. Recall that h0 = hmin for all tasks. During 
all simulations, the nominal task execution times remain constant. The invocation 
interval for DVS is chosen as 40 ms. Some parameters in EDVS are set as follows:  
= 0.3, errmax = 0.2, and errmin = 0.02. Using this setup, we have conducted extensive 
simulation experiments based on Matlab/TrueTime [8] to evaluate the performance of 
EDVS in different scenarios. 

To record the control performance of each loop, we employ the generally used per-
formance index IAE (Integral Absolute Error) [14]. It is calculated as a cost function 

| ( ) |i i i i
k

J y k r h= − ⋅ , where yi and ri are the output and reference of each plant re-

spectively. Note that the higher the cost, the worse the QoC.  

4.1   Scenario 1: Dynamic Task Activation 

In this set of simulations, we assess the performance of EDVS under significant work-
load variations induced by dynamic task activations. According to [12], pDVS is 
optimal in energy saving among pure RT-DVS algorithms for the system we consider. 
Therefore, we compare our EDVS with this optimal pure DVS. 

Simulation experiments run as follows. At time t = 0, only T1 is on. T2 becomes ac-
tive at time t = 1s. At t = 2s, T3 and T4 are switched on. Each control task experiences 
an input step change (i.e. the only type of perturbations in control loops) at the start of 
execution respectively. Another input step change is issued on each control task si-
multaneously at t = 3s. The whole experiment lasts 4 seconds. This pattern is repeated 
for three different approaches: I) NON-DVS: no voltage scaling, CPU always oper-
ates at the maximum voltage level, II) pDVS: the optimal pure RT-DVS algorithm, 
and III) EDVS: our scheme with  = 40. 

The normalized energy consumptions for different approaches considered are de-
picted in Fig. 3. Without any voltage scheduling, the normalized energy consumption 
of NON-DVS remains one all the time. As can be seen, significant energy savings are 
achieved using the pDVS scheme compared to the NON-DVS case, especially when 
the workload is light, e.g. from time t = 0 to 2s. Throughout the experiment, EDVS 
always consumes the least energy. It saves up to 68.9% more energy in comparison 
with pDVS. The average energy consumption of pDVS is 50.9%, while that of EDVS 
is only 26.3%. It is clear that there is a 24.6% average additional energy saving. 
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Fig. 3. Normalized energy consumptions under 
different schemes 

Fig. 4. Control costs of different loops under 
different schemes 

The overall control costs for different approaches are given in Fig. 4. Always with 
the highest execution rates (the highest voltage level), each loop performs the best in 
the NON-DVS case. Although the execution of control tasks may be slowed down, 
the control performance under pDVS is nearly the same as that of NON-DVS. Com-
paring EDVS with pDVS, one could find that for all four loops, the performance 
degradation under EDVS is considerably slight. The overall control costs of four 
loops only increase 7.6%, 4.0%, 8.2%, and 6.3%, respectively. From the system re-
sponses of the four loops, we also find that the difference of control performance 
between EDVS and pDVS is quite minor. 

In summary, EDVS is highly cost-effective to improve the energy-efficiency of 
embedded real-time control systems where the workload may vary significantly. It 
can easily achieve more additional energy savings over the optimal pure RT-DVS 
scheme at the expense of only minor QoC degradation. 

4.2   Scenario 2: Different  Values 

Since different  values result in different  function curves, as shown in Fig. 2, it is 
obvious that the choice of  influences the performance of EDVS. Therefore, we 
simulate EDVS with different  values in this set of experiments. The simulation 
pattern remains the same as in scenario 1. The set of  values is chosen as {1, 10, 20, 
40, 50, 100, }, where  implies a sampling period adjustment mechanism simi-
lar to the dynamic solution in [11]. 

Fig. 5 depicts the CPU energy consumptions under EDVS with different  val-
ues. The average normalized energy consumption (denoted EAVG) in each simulation 
is summarized in Table 1.  It can be seen that energy saving increases with de-
creased  values. In addition, in the extreme case with an infinite , EDVS can still 
achieve an average additional energy saving of 18.7% over the optimal pure DVS, 
i.e., pDVS. 

As shown in Fig. 6, the difference between the control costs of four loops under 
different  choices is not so significant. With the  values we have chosen, the  
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Fig. 5. Normalized energy consumptions under 
EDVS with different  values 

Fig. 6. Control costs under EDVS with diff-
erent  values 

Table 1. Average energy consumption and average control cost under different  values 

 =1 =10 =20 =40 =50 =100  
EAVG 23.5% 24.3% 25.1% 26.3% 26.8% 28.6% 32.2% 
JAVG 0.292 0.289 0.287 0.283 0.282 0.282 0.281 

average control costs of four loops, AVG iJ J n= , are given in Table 1. As the  

value increases, the average control cost decreases, which implies better QoC. Obvi-
ously, the case  yields the best overall QoC. Although =1 yields the worst 
QoC, the control responses are still quite satisfactory. 

It can be outlined from Table 1 that decreasing  leads to higher energy efficiency 
yet worse QoC. In this sense, there is a trade-off between large energy saving and 
high QoC when determining the proper value for  at design time. 

5   Conclusions 

This paper suggests a novel QoC-aware scheme to enhance the energy-saving capabil-
ity of dynamic voltage scaling in the context of embedded real-time control. Based on 
pure RT-DVS, the proposed EDVS scheme exploits a direct feedback scheduling 
mechanism. It enables flexible timing constraints on control tasks and control aware 
resource allocation. Through dynamically adjusting the (sampling) periods of control 
tasks according to instantaneous control performance requirements, EDVS allows 
further improving energy efficiency over existing pure RT-DVS approaches. This is a 
substantial step towards the integration of real-time control and power-aware comput-
ing techniques. Simulation results argue that EDVS can easily save much more en-
ergy over the optimal pure RT-DVS scheme, while guaranteeing good control  
performance.  
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Abstract. Server cluster provides high availability, scalability, and re-
liability by gathering server nodes into a group. Client requests need to
be distributed to each server node fairly to maximize the performance of
server cluster. In this paper, we propose an adaptive and efficient load
balancing algorithm for the server cluster. The proposed algorithm com-
putes the load of server nodes with the usages of computer resources
and their weights. These weights are determined dynamically based on
the statistics of the usages. The experimental result shows that the pro-
posed algorithm can prevent the bottleneck of server cluster efficiently
compared with existing algorithms. This guarantees its adaptability even
though there are changes to the characteristic of service.

1 Introduction

With the improvement of network and hardware, Internet bandwidth is growing
continuously. Furthermore, as there is greater demand for multimedia data such
as images, audio, and video through HTTP service, there is a need for storage
with large capacity for storing multimedia data.

Storage capacity can be easily increased by replacing or upgrading the hard-
ware, but it is costly, may overload the server, increase response time, makes
it difficult to properly manage or facilitate data sharing, etc. Therefore, the
Clustering System was developed to combine several servers into a group.

With the Clustering System, high availability and scalability could be achieved.
However, there is still one remaining issue to be resolved: how the requests from
clients to servers can be distributed properly? This is the problem of load balanc-
ing. Failure of balancing results in the uneven distribution of client requests. This
� This research was supported by the Brain Korea 21 project.
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in turn results in the degradation of the processing capability of the whole system
as well as the ineffective usage of resources. Therefore, we need a load balancer to
address this problem.

The load balancer is located on the front-end of the server cluster and all
the requests from clients arrive at this load balancer first. After receiving the
requests, the load balancer distributes them to the servers of the cluster. Hence,
the load balancer contributes to enhance the performance of the system.

Linux Virtual Server (LVS)[1, 2] is a remarkable clustering system with a load
balancer. LVS is an open source project for the virtual server system based on
Linux. LVS consists of a load balancer, a pool of servers, and back-end storage
system. The whole system is transparent to users. The load balancer of LVS
receives requests from clients and assigns the requests to each server, which then
processes the request and send responses to users directly.

The load balancer uses scheduling algorithm to determine how the client re-
quests are to be distributed. The performance of a LVS system is dependent on
the type of scheduling algorithm used. There are static scheduling algorithms
such as Round-Robin and Least-Connection provided by LVS, but these algo-
rithms cannot measure the exact loads of the server nodes due to the lack of
information exchange among them.

To setup the reliable criterion according to the real load information of server
nodes, dynamic scheduling algorithms such as Agent-Based Sophisticated and
Scalable Scheduling Method (ABSS)[3] and Agent-based Sophisticated Schedul-
ing Mechanism by Using Memory Utilization (ASSUM)[4] were developed. In
these algorithms, the load balancer communicates with server nodes to detect
the real load information.

However, there are some issues relating to the cluster system to ensure that it
performs effectively in a variable environment where the characteristic of service
may change at anytime. Thus, in this paper, the algorithm adaptable to such
variable environments is proposed.

2 Related Works

2.1 Distributed Web Server System

Distributed web server system is composed of several web server hosts deployed
in LAN or WAN, using the mechanism to distribute the client requests to each
server[5]. To construct distributed web server system, there have been approaches
that assure transparency for load balancing to users and make the system ap-
pear to be a single host to the outside world. Based on the entity that distributes
the incoming requests among the servers, In [5], Cardellini el al. classifies the
web clustering approaches into 4 groups: Client-based approach, DNS-based ap-
proach, Dispatcher-based approach, and Server-based approach.

In the client-based approach, the requests from the clients can be distributed
by web clients deployed on the client systems in the form of an application.
Web clients can actively route requests to the replicated servers within a cluster.
The web client selects a server node of the cluster which can respond to the
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client’s request. Then, it submits the request to the selected server node. Even
though this approach provides scalability and availability, it requires the client
to have the knowledge about the server cluster. Smart clients[6] are the example
of client-based approach.

In the DNS-based approach, the URL-level virtual interface is used to assure
transparency to clients mapping URL to IP address. The cluster DNS which is the
authoritative DNS server for the system can implement multiple policies for select-
ing the appropriate server and spread client requests. However, many intermediate
name servers and web client browsers can cache the URL-to-IP-address mapping
to reduce network traffic. In this case, it is possible that the cached server nodes
may receive more requests than those not cached. Moreover, the cluster DNS is not
aware of the state of sever nodes, so it may route the client requests to the crashed
server nodes. The examples of DNS-based approach are shown in [7] and [8].

In the dispatcher-based approach, a network component of the web server
system acts as a dispatcher to centralize request scheduling and completely con-
trol client-request routing. Request routing among servers is transparent, and
unlike DNS-based architectures, which deal with addresses at the URL level,
the dispatcher has a single, virtual IP address (IP-SVA).

On the other hand, server-based approach uses a two-level dispatching mecha-
nism. The primary DNS of the web system initially assigns client requests to the
web server nodes; then, each server can reassign the received request to other
server. Unlike the DNS-based and dispatcher-based centralized solutions, the
distributed scheduling approach allows all servers to participate in load balanc-
ing of the system through the request reassignment mechanism. Through this
mechanism, the system prevents a particular component of the system, such as
a dispatcher, from being a bottleneck.

In this paper, we will deal the scheduling methods based on the dispatcher-
based approach, which is used to centralize request scheduling and completely
control client-request routing.

2.2 Scheduling Algorithms

Most of the current approaches that are used to construct distributed web server
clusters perform the scheduling through the static scheduling algorithm such as
random selection or round-robin, in which there is no exchange of any informa-
tion between the load balancer and each server node. These static scheduling
algorithms have a limit in conducting load balancing properly. Therefore, to
overcome this limitation, the dynamic scheduling algorithms that route client
requests according to the information from server nodes were proposed.

Static scheduling algorithms include Round-Robin, Weighted Round-Robin,
Least-Connection, and Weighted Least-Connection [1]. Round-Robin assigns the
requests to servers in the round robin manner. Least-Connection routes the re-
quest to the server which has the least connection. Weighted Round-Robin and
Weighted Least-Connection gives weight to each server node. A drawback of
these static scheduling algorithms, however, is that they are unable to reflect
the actual loads of server nodes.
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The Dynamic Scheduling algorithms, in which server nodes communicate the
load information to the load balancer, were developed in order to address above
problem. In ABSS[3] and ASSUM[4], the “Agent”s are deployed in the load
balancer node and server nodes. The load balancer gathers the load information
of each server node through the agents and records them on its internal “Load
Information Table”. Based on this information, the load balancer assigns the
requests from clients to the server that is least loaded. In ABSS, the CPU usage
is considered as the load information, whereas in ASSUM, the status of the
memory used to manage the current socket connections with clients is considered
as the load information.

3 Proposed Scheduling Method

ABSS and ASSUM are representative algorithms that use agents to measure the
load information of server nodes. However, they use only single metric such as
CPU usage (ABSS) and network I/O (ASSUM). Therefore, they cannot guar-
antee efficient scheduling when a dynamic change occurs in the tasks between
CPU-bound and I/O-bound. In this section, we propose an effective load bal-
ancing algorithm that takes into account multiple load factors.

3.1 System Model

In the dispatcher-based approach, a server cluster consists of a load balancer
node and several server nodes that process user requests. The whole cluster can
be regarded as one virtual server by users. The load balancer node receives a
request from a user, chooses server node to process the request, and forwards
the request to the node selected.

3.2 Factors Used for Computing the Load

For efficient load balancing, it is important to estimate the current load state of
each node in the cluster. In this paper, similarly to previous works, we consider
the following factors for computing the load.

– CPU usage - CPU utilization in a period
– Memory Usage - The amount of free memory
– Number of processes - The number of processes in the ready-queue of OS.
– Number of I/O - The number of I/O operations which have been, or shall

be performed
– Local Storage - The amount of free and available storage
– Network I/O usage - The ratio of network bandwidth which are used. through

network adapter

Measuring each and every factor and computing the load repeatedly can incur
significant overhead. To address this problem, we will select some major factors
and assign weights to them based on the characteristics of services.
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3.3 Computing the Load of a Node

In our proposed algorithm, we compute the load of each server node by summing
up the weighted factors. At a certain point of time, the load Lni of the server
node ni can be computed as follows:

Lni =
∑

f∈FactorSet

WfVf,ni

where

Lni = The current load of node ni

FactorSet =
{

f

∣∣∣∣ f :
factors representing the load of node
e.g. CPUusage, MemoryUsage, I/O

}
Wf = The weight of factor f . 0 ≤ Wf ≤ 1 , and

∑
f∈FactorSet

Wf = 1

Vf,ni = The value based on
current usage

capacity
of factor f for node ni

It is important to assign a proper weight to each factor. These weights can
vary depending on the characteristic of the current service. In addition, assigning
higher weight to the factor which is major bottleneck can achieve more efficient
load balancing.

To reveal the effects of weights on the performance of the server cluster, an
experiment was performed using LVS. Figure 1 shows the effectiveness of load
balancing when fixed weights are assigned. The x-axis represents the rate of
user request and the y-axis the rate of server response. “W(cpu)=1.0” means
that the weight of cpu usage is 1.0 and all the other weights are set to 0.
“W(NetI/O)=1.0” means that the weight of the amount of packets transmit-
ted via network is 1.0. “CPU-bound service” and “I/O-bound service” show
the characteristics of services. According to Fig. 1, if the weights of factors are
fixed, the performance of the whole cluster can vary significantly according to
the changes in the characteristic of service.

Server node overload can occur depending on the service requested by clients.
For example, CPU is the main factor of a bottleneck when CGI service is pro-
vided, and network I/O becomes a bottleneck when the cluster provide a file
storage service. If all the weights are fixed, we can observe the following disad-
vantages:

Inconvenience. The administrator of the server must find the most appropriate
value for each weight, taking into account the characteristic of the service.

Inadaptability. If the server provides more than one services at the same time,
it cannot determine which service is to be provided a point of time. Therefore,
even if the weights are optimized for a specific service, they are not optimal,
or in fact be a worse choice for another service. And hence may not be able
to demonstrate its best performance.
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Fig. 1. Static assignment of weights

3.4 Adaptive Weight Assignment

To overcome such disadvantages, we propose a method with which the weights
of factors can be adjusted in run-time. Each weight of a factor Wf is defined as
the function of the current value for the factor Vf,ni . More specifically, it can be
determined using the average, standard deviation, maximum and minimum of
the values of that factor among the server nodes. This function can be expressed
as follows.

Wf = f

(
μf , ρf , max

nodes
(Vf,ni), min

nodes
(Vf,ni)

)
where

μf = The average of Vf,ni for all nodes ni

ρf = The standard deviation of Vf,ni for all nodes ni

max
nodes

(Vf,ni) = The maximum value of factor p among all nodes

min
nodes

(Vf,ni) = The minimum value of factor p among all nodes

There can be many different definitions of the function f(). In this paper, we
use a very simple form using three factors and the standard deviation of the
measured values.

FactorSet = {CPU usage(CPU), Network input(Rx), Network output(Tx)}

Lni =
∑

f∈FactorSet

WfVf,ni
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Wf = 0.9 if ρf = max
g∈FactorSet

(ρg)

0.05 otherwise

In the equation above, if the standard deviation of the values measured for a
factor among all the nodes is greater than those for any other factors, the weight
of that factor is set to 0.9. Otherwise, the weight is set to 0.05. For example,
if the standard deviations of CPU usage, network input and network output
are 20, 10 and 15, respectively, the weights for those factors are set such that
WCPU = 0.9, WRx = 0.05, WTx = 0.05, respectively.

4 Experiments

4.1 Environments

We tested our algorithm using LVS. Server cluster was constructed as follows:
– Load Balancer × 1
– Server Node × 2
– Client × 3
– All nodes are composed by Pentium4 2.8GHz CPU, 512MB RAM and Eth-

ernet 1Gbps NIC. Linux 2.6.10 is used as OS.

We built a client program which sends requests to the server repeatedly. For
each request, the server sends a data packet of 100KBytes size to the client.
Then we generated additional loads (CGI and network file I/O) in one server
node and estimated how our algorithm schedules the user requests. We also built
a daemon program that runs on the server nodes. This daemon program gets
the current load information by reading /proc/* system files every second.

We measured the response rate of the server as the request rate was increased.
Lastly, we compared the following cases:
– When no additional load is added
– Additional load, LVS uses round-robin scheduling.
– Additional load, fixed weights are given (Wcpu = 1.0,Wrx = 0.0,Wtx = 0.0)
– Additional load, fixed weights are given (Wcpu = 0.5,Wrx = 0.0,Wtx = 0.5)
– Additional load, fixed weights are given (Wcpu = 0.0,Wrx = 0.0,Wtx = 1.0)
– Additional load, adaptive weight assignment is used

4.2 Results

Figure 2 shows the response rate when CGI was performed as additional load
(CPU-bound service). It can be seen that the response rate for adaptive weights
is not better but similar to those for the case when the weights for CPU is
1.0. Figure 3 shows the response rate when network file I/O was performed as
additional load (I/O-bound service). In this case, the response rate for adaptive
weights is better than those for any other cases of fixed weights.

Comparing fig. 2 and fig. 3, we can see that the best choice of fixed weights
for CPU-bound service (cpu:1 rx:0 tx:0) results in the worst performance for
I/O-bound service, and vice versa. However, the adaptive weights assignment
shows good performance for both cases.
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5 Conclusion and Future Works

Load balancing is one of the most important factors that determine the per-
formance of a server cluster system. In this paper, we proposed an adaptive
and efficient load balancing algorithm for server cluster. In our algorithm, the
load balancer measures the loads of server nodes and chooses the node that
will process the user request. The load of a server node consists of several fac-
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tors such as CPU usage and the amount of I/O, and so on. Major factor that
causes a bottleneck depends on the characteristic of the service. Our algorithm
can identify the factors that cause such bottlenecks and adjust the weight of
those factors. The weighted factors are used to compute the load of each server
node Consequently, the server can show high performance even when there are
changes in the characteristic of the service.
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Abstract. This paper proposes and analyzes the performance of a task
scheduling scheme that couples network schedule for master-slave style
parallel computing cluster built on top of wireless local area networks.
When a transmission fails, the proposed scheme selects another data and
destination that can replace the subtask scheduled on the unreachable
node with minimal cost, rather than hopelessly retransmits on the bad
channel. Simulation results performed via ns-2 event scheduler, show that
the proposed scheme minimizes the task migration, improves the compu-
tation time by maximally 35.4 %, increases the probability of successful
retransmission, and finally survives the network failure as long as at least
one node is reachable at each instance of time.

1 Introduction

Networks of standard workstations provide an attractive scalability in terms of
computation power and low cost. It is becoming strongly competitive compared
with expensive parallel machines[1]. Cluster as well as grid computing is a new
computation idea that takes advantage of independent and different resources
to build an unified resource for massive computation, distributed computation,
data storing, and so on. While the fixed networks of computers constitute the
lowest cost as well as the most available parallel computer, the proliferation
of wireless devices such as PDA, telematics, and so on, allows to expand the
parallel virtual machine. Recent advances in wireless communication technology
are making WLAN (Wireless Local Area Network) an appealing transmission
media for parallel and distributed computing on networked computers[2].
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The use of MPI (Message Passing Interface), PVM (Parallel Virtual Machine),
or other variants can work in wireless environment because they are built on top
of TCP/IP and therefore the physical medium does not impose any restriction[3].
However, it is not clear how well this mechanism fits for wireless networks, since
wireless channels are subject to unpredictable location-dependent and bursty er-
rors. A parallel application may fail altogether if the wireless connection stays
down too long. This problem fatally affects MPI parallel programs because the
default behavior in case of network failure is the immediate termination of appli-
cation. Though such a problem can be somehow relieved using a dynamic process
migration functionality of MPI or other similar mechanisms, corresponding over-
head and waste of bandwidth are significant, as an intermediate processing is
discarded and a new task is created at some other node.

To optimize the computing speed, the number of such migrations should be
kept as small as possible. However, considering bursty and unpredictable nature
of wireless channel errors, immediate retransmission does not seem to be ap-
propriate, as the subsequent retransmissions to the original destination may fail
repeatedly. To solve this problem, this paper obviates hopeless retransmissions
based on the main idea that the undelivered message is not necessarily retrans-
mitted to the current destination. Namely, when a node becomes unreachable,
the master should decide a new node that can take the task originally assigned
to the unreachable node. Consider a process that needs two parameters, A and
B, and node 0 has A while node 1 has B, respectively. If master fails to transmit
B to node 0, due to bad channel condition, it is better to try to send A to node
1 rather than retransmit B to node 0.

The rest of this paper is organized as follows: Section 2 describes the back-
ground of this paper, including related works on cluster computing on WLAN as
well as IEEE 802.11 WLAN standard itself. Then Section 3 proposes a message
scheduling scheme on WLAN. After demonstrating the performance measure-
ment results obtained via simulation using ns-2 in Section 4, Section 5 finally
concludes this paper with a brief summarization and the description of future
works.

2 Background

2.1 Related Works

MPI provides a fault tolerant mechanism that can cope with dynamic changes
resulted from network errors. This scheme consists of spawning slave processes
one by one as new portable or fixed nodes become available and creating an
independent intercommunicator for each master and slave process. Additionally,
FT-MPI is a fault-tolerant MPI implementation that includes some dynamic
process management functionalities[4]. It lets the communicators to be in an
intermediate state and they can be rebuilt so the application can recover from
a fail. FT-MPI survives the crash of (n− 1) processes in a n-process job, and, if
required, can respawn/restart them. However, it is still the responsibility of the
application to recover the data-structures and the data on the crashed processes.
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LAMGAC is at first a library that makes it easy to program a MPI parallel
application in a LAN-WLAN cluster where the parallel virtual machine can
change during process execution[5]. LAMGAC is extended to detect temporary
or permanent disconnections of the wireless channel by implementing a new
function named as LAMGAC Fault detection[3]. This function is invoked by
the master node whenever it needs to check if there is a physical connection
to one slave process and therefore guarantee a successful message interchange
between them. Standard ping application enables the library to determine which
slave node is reachable and then return this information back to the server. The
master executes the attachment and detachment protocol and master can spawn
slave processes creating a new intercommunicator for each spawning.

Legion considers wireless and mobile devices as significant computation re-
sources for the Grid[1]. Legion’s object architecture makes the system capable
of dealing with the high degree of intermittent connectivity associated with mo-
bile and wireless devices. It implemented a dynamic Resource Adaptation Layer
that will query and modify the characteristics of the system according to chang-
ing user and device needs. This function supports the ability to select a minimal
subset, which is crucial for such small-memory mobile and wireless devices. How-
ever, the above mechanisms are based on the end-to-end error recovery as well
as process migration.

2.2 IEEE 802.11 WLAN

The IEEE 802.11 was developed as a MAC standard for WLAN[6], and we
exploited a computing architecture of LAMGAC as shown in Fig. 1. It considers
master-slave parallel application in which for every iteration the processes must
synchronize to interchange data. The master is in the access node (AN) and
the slaves are in the member node (MN). MN can be mobile or fixed node
connected via WLAN. Based on the infrastructure WLAN where each MN only
communicates with AN, the master distributes the task. However, even in the
ad hoc mode, we can designate a node to play a role of AN to schedule the
transmission. For downlink channel (AN to MN), AN schedules those packets
that are generated at AN or arrived from another cluster, while for uplink channel
(MN to AN), AN sequentially polls each node according to a specific schedule[7].

The 802.11 radio channel is modeled as a Gilbert channel[8]. In this model, p
denotes the transition probability from state good to state bad while q the prob-
ability from state bad to state good[8]. The pair of p and q represents a range of

MN

MN

MN

Wired link

MN

802.11b WLAN

ANWired network

Fig. 1. WLAN-based computing architecture
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channel conditions, and it has been typically obtained by using the trace-based
channel estimation. The average error probability, denoted by ε, and the average
length of a burst of errors are derived as p

p+q and 1
q , respectively. The packet

is received correctly if the channel is in state good for the whole duration of
packet transmission, otherwise, it is received in error. In addition, according to
WLAN standard, poll, transmission, and acknowledgment are atomic, namely,
these steps must complete in their entirety to be successful. Senders expect ac-
knowledgment for each transmitted frame and are responsible for retrying the
transmission. After all, error detection and recovery is up to the sender station,
as positive acknowledgments are the only indication of success. If an acknowl-
edgment is expected but does not arrive, the sender considers the transmission
failed.

3 Network Schedule for Cluster Computing

3.1 Channel Estimation

We take the estimation method from Bottiglieno’s work[9]. To trace the channel
status, AN maintains a state machine associated with each member node. The
state can be either good or bad according to the channel condition. The channel
condition is estimated as follows: The ACK/NAK is sent from the receiver to
AN as soon as it receives a packet. If the AN does not receive an ACK/NAK
within predefined time-out interval, the packet will be assumed to be lost. Then
the state triggers to bad. AN sets the state to good whenever it receives from the
corresponding node, namely, a MAC-layer acknowledgment in response to a data
frame, a CTS frame in response to a RTS frame, or any other error-free frame.
The AN sets the state to bad after a transmission failure. Each bad channel has
its own counter, and when a counter expires, the AN attempts to send a single
data frame to check the channel status. The duration of timer is reset to its
initial value upon a transmission from bad to good, and the value is doubled
whenever the probing fails in bad state. The value of timer should be set small
so as to quickly recover from short channel error period. This probing procedure
is carried out via currently idle link, either uplink or downlink.

3.2 Description of Basic Idea

The ultimate goal is to guarantee the successful completion of the parallel pro-
gram even in the presence of wireless link failures. We use a WLAN as a un-
derlying network, where master process runs on AN, while slaves on member
nodes. A task is typically divided into several subtasks, each of them is assigned
to other slave process, and then the partial results are integrated to produce a
final result. The master process is in charge of the dynamic data distribution
to the remainder processes of the parallel program. In this procedure, transmis-
sion of argument and result impacts the efficiency of parallel application. The
node set may change dynamically in runtime as a new node can be added or an
existing node can be detached from the working group. The network schedule
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DoComp

Put

Put&Comp

Command Arg Subtask

Fig. 2. Command set

totally depends on AN which polls for upstream schedule and decides the trans-
mission order for downstream[10]. Each node only communicates with AN and
its channel is in one of two states, namely, good state or bad state.

All slaves have the program code for the given task as in the MPI program-
ming model, and master node can initiate their executions by downloading rele-
vant parameters via downlink channel. Slaves iteratively wait for the command
from the master on the downlink channel and perform the command. After the
completion of subtask, the slave returns the result to master via uplink chan-
nel. AN schedules the transmission of uplink channel by a polling mechanism.
Fig. 2 shows the command set defined for the proposed computing scheme. The
command set consists of DoComp, Put&Comp, and Put, and each command
includes Arg and Subtask fields. Arg can include the necessary parameter to
perform a specified mission in Subtask field. DoComp is used when a node al-
ready has enough parameters to compute a specific subtask, thus it only specifies
subtask without any argument. Put&Comp makes to perform a subtask and with
the parameter enclosed in the command as well as the one it already holds. Put
is the command that is used when every available node has insufficient data to
complete a subtask. Even with the parameter enclosed in this command, the
receiver does not have enough data to fulfill any subtask. Thus Subtask field
contains nothing. Generally, Put&Comp follows the Put command.

As the master works on AN, the network schedule is decided from the compu-
tation schedule, while the computation schedule takes into account the informa-
tion including whether a node is currently busy or not and whether its channel
is in good state or bad state. With these data, the task scheduler on AN, decides
the command sequence and delivery schedule as follows:

For a node in good channel status and not computing,
Rule 1. If Ni has enough data to perform a subtask Sj , send to Ni {DoComp,
–, Sj }. If transmission succeeds, mark Sj as InProgress and Ni as Computing
Sj . If there is no candidate, go to step 2.
Rule 2. If Ni can perform a subtask, Sj , which is not started, with a data
Ak, send to Ni {Put&Comp, Ak, Sj}. On successful transmission, mark Sj as
InProgress and Ni as computing Sj and also mark Ni has Ak. If there is no
candidate, go to step 3.
Rule 3. Select the parameter that is required to proceed the subtask in Not-
Started. If transmission succeeds, mark Ni has Ak.
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In addition to such rules, task scheduler performs following management func-
tions. Namely, It checks if all subtasks are completed. If so, the scheduler final-
izes the job and merges the results. In addition, if the status of a node marked
as executing Sj triggers to bad, save the current status and set the status as
NotStarted. When the channel gets back to good status, restore the saved sta-
tus, that is, the subtask it was executing. Notice that even if a node temporarily
disconnected, its computation goes on.

3.3 Example

We will show a transmission scenario generated by the proposed task scheduling
scheme for the typical matrix multiplication with 3 nodes. As shown in the
Fig. 3(a), the problem is divided into 4 multiplications of submatrices, namely,
A1·B1, A1·B2, A2·B1, and A2·B2. For simplicity, we assume that each submatrix
is as large as a slot time that corresponds to the transmission of a single packet.
In addition, the computation time is an integer multiple of slot time, say 4 slots.
Task scheduler decides the submatrix to send at each start of slot. Notice that
the DoComp command does not need argument, so the transmission time is
small enough to be ignored.

B1

B2

C11

C21

C12

C22
A1 A2 * =

(a) Matrix partition

C11 C11 C11 C11 C12 C12 C12 C12

C22 C22 C22 C22

C21 C21 C21 C21

C21 C21

1    (0) {Put, A1, −−}

3    (1) {Put, A2, −−}
4    (1) {Put&Comp, B1,C21}
5    (2) {Put, B2, −−}
6    (2) {Put&Comp, A1, C12}
7    (0) {Put&Comp, B2, C12}
8    (1) {Put&Comp, B2, C22}
9    (2) {Put&Comp, A2, C22}

13  (0) {Put&Comp, A2, C21}

10  (1) {Put&Comp, B1, C21}

2    (0) {Put&Comp, B1, C11}

(b) Command sequence

Node 0

Node 1

Node 2

A1 B1

A2 B1

B2 A1

B2

B2 B1

A2

A2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

(c) Time axis of computation (downlink) Time

Fig. 3. Example of network scheduling

In Fig. 3(b), at time 1, all nodes do not have any argument, but also are not
computing. The task scheduler chooses to send A1 to node 0 according to Rule
3. At time 2, by Rule 2, the scheduler selects {Put&Comp, B1, C11} as node 0
can compute C11 if it gets B1. From time 4, node 2 triggers to bad channel, so
the transmission of {Put&Comp, B1, C21} fails. The transmission to node 2 at
time 6 also fails due to the same reason. At time 8, node 1 is selected to compute
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Node 1

Node 2

Bad

Good

Computing

Task Status

C11 Completed

C12

C21

C22

InProgress

Node 0 (C12)

Node Status

A1 B1 B2

A2

B2 NotStarted

NotStarted

Fig. 4. Snapshot of data structure at time 9.0

C22 after receiving B2, however, the transmission fails. C22 can be calculated
at node 2 with A2, so the corresponding command is sent to node 2, without
trying to retransmit B2 to node 1 in contrast to MPI approach.

Fig. 4 shows the snapshot of data structure at time 9, where the only candidate
is Node 2, as Node 0 and 1 are computing and in bad status, respectively. By
Rule 2, as C22 is not yet started and Node 2 has B2, the task scheduler selects
action as {Put&Comp, A2, C22}. Finally, at time 13, the scheduler redundantly
send A2 to node 0 to compute C21 that is also being computed in node 1. This is
because node 1 goes to bad channel status at time 13, and thus the task status of
C21 changes from InProgress to NotStarted. If the channel recovers, the result
is safely sent to the master process, finalizing the whole computation procedure.
Otherwise, newly started calculation replaces the original one.

4 Performance Analysis

The simulation is performed using ns-2 event scheduler that enables to con-
struct a flexible event-driven simulation environment[11]. In this experiment,
each member node is assumed to have equal computing power, as we are mainly
concerned on the efficiency of network schedule for parallel computing in wireless
channel. The simulation revisits the matrix multiplication for the target paral-
lel application. The performance measurement compares the execution time of
our scheme with that of the traditional MPI according to the number of nodes
and channel error rate, respectively. Both schemes divide the given tasks into
A1·B1, A1·B2, A2·B1, and A2·B2, each of them is performed at each node. For
each experiment, the simulation runs 20 times and then the execution times are
averaged to achieve the final result.

Fig. 5 plots the execution time according to the number of nodes. In this
experiment, the message error rate is set to 0.25 and the computation time is
3 slots. When the number of nodes is equal to or greater than 6, the perfor-
mance of parallel computing remains constant, since the computing resources
are sufficiently available. This situation is same on the traditional scheme. On
small number of nodes, the effect of channel error increases, as the task scheduler
cannot find the appropriate action when all channels stay down or are already
computing assigned task. The figure also plots the execution time of ideal case
when all channels stay good during the entire computation process. As the com-
putation time is 3 slots, the completion times of error-free case are all same when
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there are 3 or more nodes. Finally, the gap between the proposed scheme and
the error-free case results from the overhead due to transmission failure.

Fig. 6 exhibits the execution time according to the message error rate. The
error rate is denoted with parameter p and q, and if the ratio is 3.0, the message
error rate is 1

1+3 = 0.25. The number of nodes is 4 while the computation
time is 3 slots. As expected, the performance gap between the proposed scheme
and the traditional scheme is maximized by 35.4 % when the channel is highly
unstable. We observed that if the message error rate is less than 10%, that is, p
to q ratio is more than 9.0, almost all packet transmissions succeed, so there is
only a little performance enhancement compared with the traditional computing
scheme. The message error rate is the function of bit error rate and the message
length, and the rate is chosen to be rather high to magnify the robustness of
proposed scheme. For both schemes, when the computing time is high, the effect
of message loss due to disconnection is more critical, as another node should take
the subtask on the disconnected node. However, as the frequency of disconnection
is not so high, the effect of disconnection is flattened by averaging the mass of
experiment results.
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5 Conclusion

In this paper, we have proposed and analyzed the performance of a task schedul-
ing scheme that couples network schedule for master-slave style parallel comput-
ing cluster built on top of wireless local area networks. When a transmission fails
due to temporary network disturbance or long time disconnection, the proposed
scheme does not try to retransmit the erroneously transmitted packet to the un-
reachable destination, but it selects another data and destination to perform the
subtask scheduled on the currently unreachable destination node. With this idea,
we developed a heuristic method for parallel applications on the unreliable wireless
network and applied to the traditional matrix multiplication problem. As the pro-
posed scheme can minimize or eliminate the task migration that imposes signifi-
cant overhead and also improve the probability of successful retransmission, it out-
performs the traditional MPI style framework. The simulation result performed
by ns-2 event scheduler shows that the proposed scheme can improve the compu-
tation speed for the whole range of channel error rate and computation time. Most
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importantly, the experiment also demonstrates that the proposed scheme reliably
performs the parallel application in the sense that it can survive the network fail-
ure as long as at least one node is reachable at each instance of time.

For an application that needs more complex topology, the cluster-based com-
munication model can be exploited[12]. As a future work, we are to apply the
proposed heuristic to various applications on such wireless clusters. In addi-
tion, we believe that load balancing issues should be reinforced to our message
scheduling scheme to make the WLAN cluster more practical, as the general
cluster consists of heterogeneous mobile or fixed node, that is, processors have
different speeds, memory resources, variable external load, and even the different
network interface speed.
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Abstract. Nowadays, a lot of techniques have been applied for the detection of 
malicious behavior. However, the current techniques taken into practice are fac-
ing with the challenge of much variations of the original malicious behavior, 
and it is impossible to respond the new forms of behavior appropriately and 
timely. With the questions above, we suggest a new method here to improve the 
current situation. Basically, we use conceptual graph to define malicious behav-
ior, and then we are able to compare the similarity relations of the malicious 
behavior by testing the formalized values which generated by the predefined 
graphs in the code. In this paper, we show how to make a conceptual graph and 
propose an efficient method for similarity measure to discern the malicious be-
havior. As a result of our experiment, we can get more efficient detection rate. 
It can be used in detecting malicious codes in the script based programming en-
vironment of many kinds of embedded systems or telematics systems. 

1   Introduction 

With increasing Internet use, the number of malicious codes is spreading rapidly 
through Internet services. The most common type of malicious code is viruses. But 
malicious codes are evolving more complex and smart. Malicious codes are designed 
to affect your computer adversely such as making your computer to malfunction, 
disseminate information, or distributed service attack. Especially, malicious codes 
prepared with VBScript based on the windows operating system are on the rise. In 
order to detect these VBScript malicious codes, signature based scanning is used most 
commonly. It can not detect the malicious codes not known or source codes with their 
structure modified[7]. In order to detect unknown malicious codes, a new approach is 
needed conceptually differently from existing methods. 

Thus, we propose a new method of detecting malicious codes using conceptual 
graphs while decreasing error rates compared with the existing methods. For this 
purpose, we define the concept and relation of source codes and propose a method of 
evaluating similarity of malicious codes after creating a conceptual graph using the 
concept and relation. 
                                                           
* Corresponding authors. 
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2   Related Works 

2.1   Existing Methods of Detecting Malicious Codes 

Signature based scanning is used most extensively to detect malicious codes. With 
this method, a specific string is detected in the malicious code to diagnose 
maliciousness. It is speedy and differentiate malicious codes accurately; however, it 
is helpless when it comes to new malicious codes. Heuristic analysis can be divided 
into static heuristic analysis through code analysis and dynamic heuristic analysis 
through virtual emulation. Static heuristic analysis is a method in which a malicious 
code is defined when abnormal return values are detected in the method or internal 
function. This method is relatively fast and offers a high detection rate; however, 
the false positive rate can be occurred in detecting a normal script as a malicious 
code. Dynamic heuristic analysis defines malicious codes by system calling through 
virtual emulation and detecting changes in resources. With this method, accurate 
diagnosis is possible when the malicious code actually functions, but virtual emula-
tion diagnosing malicious codes is difficult to simulate and requires much 
time[1,2,7].  

2.2   Conceptual Graphs and CGIF 

A conceptual graph can be defined as a knowledge representation language integrat-
ing various semantic networks that is logical, concise, expressive to the point of a 
natural language using conceptual diagrams, easily understood by people, and can be 
easily used by computer for natural language treatment[4,5]. For example, Figure 1 
shows the conceptual graph of the sentence, “John is going to Boston by Bus".  

 

Fig. 1. Conceptual Graphs 

The rectangles in Figure 1 represent the concepts; the circles, the relationship be-
tween the concepts. The direction arrows connect each note. "Agnt", "Dest", and 
"Inst" represent relationship; and "John", "Boston", and "Bus" are concepts. The ex-
pression "Person : John" represents the concept instance of "John" as a "person". 
Furthermore, a conceptual graph can be converted into the expanded BNF expression, 
CGIF (Conceptual Graph Interchange Format). Table 1 is the CGIF of the conceptual 
graph in Figure 1.  
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Table 1. CGIF expression of conceptual graph 

01 :
02 :
03 :
04 :

[City*a:‘Boston’] 
[Bus*b:‘’] 
[Person*c:‘John’] 
[Going*d:‘’] 

05 :
06 :
07 :
08 :

(agent?d?c) 
(dest?d?a) 
(inst?d?b) 
  

Similarity among the concepts can be evaluated in the conceptual graphs ex-
pressed so that significant similarity can be evaluated and compared among the 
conceptual graphs. Thus, the method of detecting malicious codes is proposed in 
this paper by evaluating conceptual graph expression for script source codes and 
concept similarity.  

3   Conceptual Graph Expression in Malicious Codes  

3.1   Definition of VBScript Concept and Relation 

In this section, the sentence structure and vocabulary of VBScript are analyzed to 
define the method of conceptualization and relationship. For the conceptual expres-
sion of VBScript, we first need to define the concept of source code and relationship. 
For the definition of concept and relation in programming source codes such as 
VBScript, the elements composing the programming language are classified. Each 
component forming the structure of each stratum is defined usually.  

Table 2. Definition of VBScript source code concept (example) 

Concept Exposition Related grammar 

Procedure A serious of sequence and process to resolve a problem Sub, End Sub   

Conditional 
The sentence that could control program execution into 
different directions according to the given condition.   

If…Then..else,  Select 
Case   

Loop 
The program sentence that could execute a serious of 
commands repeatedly.   

Do…Loop, 
While…Wend,  
For…Next etc. 

State-
ment 

Error 
Execution into a different method rather than executing 
into the expected method of a certain operation.   

On Error Resume Next, 
Error   

Compari-
son 

Comparing the size of two inputted data transmitted ‘<’, ‘=’, ‘< >’   
Operator 

….. 

Based on the structure of strata classified, the concept is defined as Table 2 using 
MSDN (Microsoft Developer Network Library) and VBScript Language Reference. 
Furthermore, the relationship within the concept in source codes is defined in Table 3. 
For example, the grammatical concept of "procedure" is related with {Condition, 
Argument}[17].  
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Table 3.  Definition of VBScript source code relation 

Relation conditions 
Relation Definition 

Upper concepts Lower concepts 

Condition 
Conditions to distinguish distribu-
tion  

Conditional, Loop 
Statements, Operator, Assign, 
Procedure(-Call), String, Variable   

Contains 
Concepts including other con-
cepts  

* * 

Comment Notes * String 

Return 
The concept returning the return-
ing value   

Function, Method Function, String, Variable   

(* : A set of all concepts and concepts including relation conditions) 

3.2   Definition of Malicious Code Pattern and Expression of Conceptual Graph  

In this section, the conceptual graph is expressed according to the relationship with 
the defined concept to extract the malicious code statement according to malicious 
activities. The execution of malicious code described in VBScript generates an object, 
which is completed by calling the method. The following is Window's objects related 
with malicious code.  

• Scripting.FileSystemObject   • WScript.Shell  
• WScript.Network    • Outlook.Application  

Among these, the "Outlook.Application" exists only in the system installed with 
Outlook and the rest, in the system installed with WSH (Windows Script Host). The 
typical malicious code, "Love Letter", manipulates Windows registry, copies through 
E-mail, eliminates certain files, and produces malicious HTML files. In order to ana-
lyze the codes executing malicious behavior, after expressing the concept and relation-
ship produced on the malicious code with a conceptual graph, a formal transformation 
is needed for system application. Table 4 shows a list of self-duplicating malicious 
codes in a system folder. Referring to this sample, the general pattern of malicious 
codes is expressed in a conceptual graph. Figure 2 is the standardized conceptual 
graph. The concepts of "statements", "method", and "arguments" included in this 
method are classified. Using their relationship, Figure 2 is the conceptual graphs of 
self-duplicating malicious codes. This shows the procedure of a malicious code self-
duplicating in the local system expressed in a conceptual graph. In order to carry out a 
malicious behavior, the concept of "statement" (area A) and the concept of "method" 
(area B) duplicating the statement are included. The concept to be used in the mali-
cious activity is generated through "Statements : Set". Using this concept, the site of 
malicious code and the site of duplication are determined using the concept of "Method 
: CopyFile". Using the above method, once malicious codes presented in various forms 
are expressed in conceptual graph, even when the malicious codes with a modified 
source and new malicious code is generated, the malicious activity can be recognized 
conceptually.  
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Table 4. The patterns of "self-duplicating" malicious code(example)

malicious code 
Sample 1 

On Error Resume Next 
Set Obj_A = Createobject(“scripting.filesystemobject") 
Obj_A.copyfile wscript.scriptfullname, 
Obj_A.GetSpecialFolder(0)& -“\xxx.jpg.vbs" 

malicious code 
Sample 2 

main = “c:\www.symantec.com.vbs" 
Set maincopy = CreateObject(“Scripting.FileSystemObject") 
maincopy.CopyFile WScript.ScriptFullName, main 

….. ….. 

 

Fig. 2. A conceptual graph of a "self-duplicating" malicious code 

4   Evaluating Similarity for the Detection of Malicious Codes  

By evaluating similarity, the presence of malicious codes and the risk of malicious 
codes could be measured in a conceptual graph. In order to accurately evaluate mali-
cious behavior, when defining the concepts and relationship, it is desirable to grant 
the degree of risk on malicious behavior. Thus, a value was placed on the grammati-
cally elements of conceptual graphs considering the characteristics of malicious codes 
in this paper. When similarity is evaluating not considering the value according to the 
characteristics of the malicious code, the risk of recognizing a normal code as a mali-
cious code is high. Furthermore, emphasis is placed on the grammatically elements 
used frequently in a VBScript code considered as a malicious code to evaluate  
similarity.   
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In order to obtain an equation for evaluating similarity, 3 steps are needed. The 
first step is to measure the value on the concept types of referent composing the con-
ceptual graph. The second step is to induce similarity in the conceptual graph. The 
third step is to place a value according to the frequency of concepts essential for mali-
cious behavior by applying the optimal values for the defined concepts, referents, and 
relationship. Then, the values are induced using the following process. 

Step 1 : Among the conceptual graph factors of VBScript, the relational equation was 
defined for the concept type and referent. The concept type and referent were defined 
using the following symbols. 

Definition 1. tc1  : concept type,  rc1  : referent 

One of the concept 1c , would have the two values, ie., tc1 , rc1 . The value of 

the concept type tc1 is that granted based on concept importance. The referent rc1  

signifies the node including the concept.  

Table 5. Priority based on concept importance 

Rank Name Rank Name 

1 Procedure 7 Assign 

2 Procedure-Call 8 Operator 

3 Function 9 Properties 

4 Object 10 Arguments 

5 Method 11 Variable 

6 Statement 12 String 

Thus, the  1c can be expressed as the following Equation 1 based on the concept type 

and referent. 

Equation 1. rt ccc 111 ×=  

Step 2 : The concept type similarity and referent similarity between the concepts 

1c and 2c  are defined as the following Equation 2 using the concept c proposed in 

Step 1.

Equation 2. Concept type similarity : tttt ccccsim 2121 ),( ⋅=  

Referent similarity : rrrr ccccsim 2121 ),( ⋅=  

Using the Equation 2, overall similarity between the two graphs 21,GG  can be de-

fined as Equation 3. 

Equation 3. )()(),(),(),(
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When the concept union including the concept graph 1G , ie., },,{ 21 nccc ,  2G , 

is defined as  },,{ 21 mccc , the value multiplying each concept factor, ie., concept 

type similarity and referent similarity, is multiplied by the value of each concept.  

Step 3 : Since ordinary conceptual graphs were used on the values obtained in Step 2, 
to evaluate similarity of malicious codes, a value was placed on the frequently seen 
concept considering the frequency of the concepts related with the malicious code. 
Thus, by considering the major relationship among the concepts used in the malicious 
code, the value of similarity that could be applied in the malicious code is calculated. 

Definition 2. )(rw  : Relation weight 

The relative value used when measuring similarity expresses the importance of con-
cept and relationship closely related with the malicious code. According to the rela-
tive value, the value obtained from a malicious code can be larger than a normal code 
even with the same concept relationship. Equation 3 obtained in Step 2, considering 
the relative value )(rw , similarity is measured for the conceptual graphs of mali-

cious code. The final equation for measuring similarity is as Equation 4.  

Equation 4. 

)()()()(),(),(),(
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crwcrwccsimccsimGGfsim ⋅⋅⋅⋅⋅=
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Based on the final equation shown in Equation 4, similarity value can be calculated as 
follows between the two graphs G1, G2, for example, 

fsim(G1, G2)  

= sim([Loop:*],[Loop:*])�[Loop:*]� [Loop:*]�(Contain?a?b)�(Contain?a?b)  

+ sim([Loop:*],[String:sleep])�[Loop:*]�[String:sleep]�(Contain?a?b)�(Contain?a?b)  

+ sim([Block:*],[Loop:*])�[Block:*]�[Loop:*]�(Contain?a?b)�(Contain?b?c)�(Contain?a?b)  

+ sim([Block:*],[String:sleep])�[Block:*]�[String:sleep]�(Contain?a?b)�(Contain?b?c)�(Contain?a?b)  

+ sim([String:wait],[Loop:*])�[String:wait]�[Loop:*]�(Contain?b?c)�(Contain?a?b)  

+ sim([String:wait],[String:sleep])�[String:wait]�[String:sleep]�(Contain?b?c)�(Contain?a?b) = 0.9437 . 

If the two conceptual graph G1, G2 are the same, the value measured would be "1", 
whereas when there is no similarity, the value would be 0. Furthermore, as shown in 
the final equation in Step 3, when measurement is done considering the relationship 
value, similarity of malicious code reflecting the characteristics of the malicious code 
can be measured.   

5   Experiments and Evaluation  

In this section, the results of the experiment done to evaluate similarity in malicious 
code using conceptual graphs are shown. For the experiment, a total number of 130 
VBScript malicious code samples and 20 regular VBScript samples were used. The 
samples for malicious code were those from sources distributed in the Internet, col-
lected in-house, and prepared using the malicious code generator, "VBS Worm  
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Generator" program. For the experiment, the samples of malicious codes referring to 
address and executing mail sending using the MS Windows's "Outlook.Application" 
object were placed in "A Group", those including codes similar to malicious code  
"B Group", and those normal codes not containing malicious codes and only referring 
to address were placed in "C Group".  

Table 6. ‘E-mail sending’ malicious code CGIF 

01 : 
02 : 
03 : 
04 : 
05 : 
06 : 
07 : 
08 : 
09 : 
10 : 
11 : 
12 : 
13 : 
14 : 
15 : 
16 : 
17 : 
18 : 
19 : 
20 : 
21 : 
22 : 
23 : 

[String*a:‘0’] 
[Statement*b:‘Set’] 
[Variable*c:‘NoteItem’] 
[Object*d:‘ObjApp’] 
[ReferenceOP*e:‘.’] 
[Variable*f:‘AddrList’] 
[Object*g:‘AddressLists’] 
[Statement*h:‘Set’] 
[Object*i:‘ObjNS’] 
[Object*j:‘NoteItem’] 
[Object*k:‘AddressEntries’] 
[Variable*l:‘ObjNS’] 
[Variable*m:‘CurrentAddr’] 
[Object*n:‘Addr’] 
[Statment*o:‘Set’] 
[ReferenceOP*p:‘.’] 
[Properties*q:‘To’] 
[ReferenceOP*r:‘.’] 
[Object*s:‘ObjApp’] 
[String*t:‘MAPI’] 
[Method*u:‘GetNameSpace’] 
[ReferenceOP*v:‘.’] 
[Statement*w:‘Set’] 

24 : 
25 : 
26 : 
27 : 
28 : 
29 : 
30 : 
31 : 
32 : 
33 : 
34 : 
35 : 
36 : 
37 : 
38 : 
39 : 
40 : 
41 : 
42 : 
43 : 
44 : 
45 : 
46 : 

[String*x:‘i’] 
[Statement*y:‘Set’] 
[Varialbe*z:‘ObjApp’] 
[String*aa:‘Outlook’] 
[Function*ab:‘CreateObject’] 
[ReferenceOP*ac:‘.’] 
[Object*ad:‘NoteItem’] 
[Method*ae:‘Add’] 
[Object*af:‘Attachm’] 
[ReferenceOP*ag:‘.’] 
[Method*ah:‘Send’] 
[Object*ai:‘NoteItem’] 
[Property*aj:‘Attachments’] 
[Variable*ak:‘Attachm’] 
[Statement*al:‘Set’] 
[ReferenceOP*am:‘.’] 
[Method*an:‘CreateItem’] 
[ReferenceOP*ao:‘.’] 
(Contain?ai?am) 
  -- skip-- (Argument?k?x) 
  -- skip-- (Argument?ab?aa) 
  -- skip-- (Argument?an?a) 
(Contain?ao?an) 

Similarity of the source codes classified in each group was measured and compared 
with the "e-mail sending" malicious codes to evaluate maliciousness. For this pur-
pose, each source code is expressed in a conceptual graph and changed into CGIF. 
Table 7 shows the results of similarity measured from the codes in Table 6 and 
changed source codes according to each group. 

The results of similarity showed high discriminatory ability for the presence of ma-
licious code. High similarity was detected in Group A and B. On the other hand, low 
similarity was detected in Group C containing normal behavior code not containing 
malicious codes, showing no malicious codes. Table 8 shows the results of comparing 
the proposed method with a vaccine program currently available.  

Table 7. Similarity measurement in sample code according to each group  

Groups compared Similarity expressed in percentile

Group A 98%

Group B 83%

Group C 44%
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Table 8. Results of comparing the proposed method with existing vaccines 

Proposed method Vaccine from A company Vaccine from B company

Detection Warning Detection Warning Detection Warning

Group A 97 3 97 0 90 0

Group B 20 5 15 8 10 0

Group C 0 3 10 1 0 0

Although similar results were obtained for malicious codes falling into Groups A 
and C, the detection rate was high with the proposed method in this study for mali-
cious codes in Group B. This result suggests that the method proposed in this paper is 
more feasible than the existing method of pattern matching. 

6   Conclusion  

In this study, malicious VBScript codes are expressed into conceptual graphs and 
their similarity was evaluated to detecting not only malicious codes but also modified 
malicious codes. According to the experiment done in this study, this method is effec-
tive in overcoming the problems with the existing methods, ie., the pattern matching 
or signature based detection, for detecting Internet worms having rapid spread speed 
and code change period. The method of detecting malicious codes by evaluating simi-
larity based on conceptual graphs is effective for detecting not only modified mali-
cious codes but also unknown malicious codes. Further studies are needed on the 
application of conceptual graphs by developing a tool for detection using the method 
of evaluating similarity and making definition on detailed concepts and relationship. 
The conceptual approach using conceptual graphs could be applied in the security 
area such as detecting intrusion. And also, it can be used in detecting malicious codes 
in the script-based programming environment of many kinds of embedded systems or 
telematics systems. 
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Abstract. An efficient board-level interconnect test algorithm is proposed con-
sidering both the ground bounce effect and the delay faults detection. The pro-
posed algorithm is capable of IEEE 1149.1 interconnect test, negative ground 
bounce effect prevention, and also detects delay faults as well. The number of 
final test pattern set is not much different with the previous method, even our 
method enables to detect the delay faults in addition to the abilities the previous 
method guarantees.  

1   Introduction 

To test interconnect wire (nets) between two or more digital components, test engi-
neers apply combinations of digital test stimuli to the net inputs, observe the re-
sponses at the net outputs, and compare them with expected responses. The literature 
offers many test generation algorithms for wiring interconnects. Their objective is to 
generate the smallest possible test pattern set, while guaranteeing certain detection 
and diagnostic properties. Fault models typically addressed by such algorithms are 
single-net opens and multiple-net shorts. The True/Complement test algorithm is able 
to detect the fault model and solve aliasing problem of test response. Also test pattern 
generation was proposed that detect delay faults on board level interconnection. The 
short/open on interconnection and delay faults detected using method that proposed in 
[5]. But proposed test pattern generation cannot detect incorrect operation of bound-
ary scan follows in ground bounce. 

Recently, preventing incorrect boundary scan test operation caused by ground 
bounce has become a new constraint for test generation algorithms. Ground bounce is 
the phenomenon of shifting ground and power voltage level. A method for preventing 
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the negative effects of ground bounce is to place an upper limit, known as the simul-
taneously-switching-outputs limit (SSOL). Recently new test pattern generation algo-
rithm for board level interconnection which considers this GB was developed. This 
technique is to test pattern selection minimizing count of simultaneously switching. 
And then if the number of simultaneously switching of assign pattern is more than 
SSOL, insert additional dummy pattern to generated test pattern set. It did so and 
modification of final test pattern it minimized. But this method has weak point that 
cannot detect delay faults. 

This paper propose new test pattern set generate algorithm that can detect delay 
faults and support solution of incorrect operation problem by GB, contemporary  inter-
connection test for board level test which guarantee previous technique of existing 

2   Proposed Test Pattern Generation Method for Board Level Test  

In this chapter, we propose test pattern generation method for board level test to de-
tect delay faults contemporary consider GB effect. Previous method researched in [7] 
which base on True/Complement test algorithm. This algorithm divides 2steps. First 
step is codeword selection and second step is test pattern reordering. 

In first step, to test k interconnection we need p(k) = 2 log2k  test pattern. 

 

Fig. 1. Test pattern set for interconnect test 

In Fig 1, the number of test pattern p(k) = 8 due to the number of interconnection is 
k = 13. This test pattern set can detect all of single-net opens and multiple-net shorts 
and solve the aliasing problem. In figure, each column called test pattern, each row 
called codeword. 

 

Fig. 2. Characteristic of True/Complement algorithm 
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Existed method and propose method commonly base on True/Complement algo-
rithm to generate candidate codewords. Basically the number of generated test pattern 
(p(k)) is 2 log2k , and even always. First, it reverses b generated test pattern and then 
creates another b test pattern. Whole test pattern generated by union this test pattern. 

1 1 1 1 0 0 0 0   TC = 1
1 1 1 0 0 0 0 1   TC = 2
1 1 0 1 0 0 1 0   TC = 5
1 1 0 0 0 0 1 1   TC = 2

1 0 0 0 0 1 1 1   TC = 2
0 1 1 1 1 0 0 0   TC = 2

0 0 1 1 1 1 0 0   TC = 2

0 0 0 1 1 1 1 0   TC = 2
0 0 0 0 1 1 1 1   TC = 1

<- selected
<- selected

<- selected
1 0 1 1 0 1 0 0   TC = 5
1 0 1 0 0 1 0 1   TC = 6
1 0 0 1 0 1 1 0   TC = 5

0 1 1 0 1 0 0 1   TC = 5
0 1 0 1 1 0 1 0   TC = 6
0 1 0 0 1 0 1 1   TC = 5

0 0 1 0 1 1 0 1   TC = 5

<- selected

<- selected

<- selected
<- selected
<- selected
<- selected

<- selected
<- selected

<- selected
<- selected  

Fig. 3. Candidate Codewords(k=13) 

In figure 3 case, candidate codeword of 24=16 is created because the number (k) of 
interconnection is 13. In these things, the number of codeword finally to need is num-
ber k of them, number of interconnection. A switching-output about each codeword is 
viewed numerical value of TC in figure 3 and select a final codeword after selecting 
codeword k of them which is the most small. For this example, shaded codewords are 
selected codewords. If selecting for k of them interconnection is finished, go through 
a process of test pattern reordering. 

Problem reordering test pattern by minimum cost is same as Salesman Problem. 
This NP-hard problem is brought solution by greedy heuristic algorithm. this is tech-
nique that choosing a minimum test pattern in added test patterns when select a next 
test pattern in selected test pattern after setting a starting test pattern in random. Do it 
repeatedly and then decide reordered sequence of assign about all test pattern using 
only minimum distance.  

However in test pattern creating technique for existing board level interconnection, 
it has a weak point that cannot ensure delay faults test of interconnection so this paper 
propose that is to solve providing interconnection test in existing technique and also 
suggest a test pattern generation technique that can detect delay faults of interconnec-
tion perfectly in any case.  

For testing about delay faults of interconnection, if each codeword to be appli-
cable to test pattern occurs switching-outputs in 0 to 1. 1 to 0 at least one times, it 
is possible. In order to do this, this paper proposed to replace only process of the 
test pattern reordering, second step, algorithm considering existing GB problem. 
Pseudo-code of reordering process of technique by proposed in this paper is  
below.  
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Proposed_Reorder_Algorithm  

 

 1  T = Completed test pattern set through codeword selection ; 
 2  D = Hamming distance of each test pattern ; 
 3  s = Value of SSOL ;  
 4  G = Draw_Graph (T, D, s) ;  
 5  TR = Initialized reordered test pattern set ;  
 6  Append (TR, p0) ;  
 7  while ( !reordering complete )  
 8  {  
 9    if ( b-th test pattern)  
10    {         
11            while (Any_Continuous_Codeword_With_All_1_or_0 (b, k) == YES)  
           x = selected test pattern by weighted ;  
12              Append (TR, px) ;  
13    }  
14    else  
15    {         
16            x = selected test pattern that has the smallest weighted ;  
17            Append (TR, px) ;  
18  }  
19  return TR ;

First, draw undirected graph using test pattern set T, D which contains value of 
hamming distance value, and S means SSOL. (line 1-4) Each node is each test pattern. 
The edge that among the node, has the number of additional pattern d/s  - 1 to insert 
between test pattern. (line 4) 

After select first test pattern to start node (line 6), all of test pattern reordering are 
completed after executes loop the number of remain test pattern p(k)-1 times. (line 7) 
While execute loop, all of test pattern select next test pattern using the smallest 
weighted of each node except b-th test pattern. (line 14-18) To reordered test pattern 
set detect delay faults, each codeword has from 0 to 1, from 1 to 0 at least one. While 
from first pattern to b-1 th test pattern, we check each codeword has continuous 0’s or 
1’s and then repeat compare assignability of test pattern that has priority from high to 
low in second while statement. (line 11-12) We insert b-th test pattern to test pattern 
set, if selected test pattern can detect delay faults. Since b+1 th test pattern, we assign 
test pattern which has the smallest value basically. Eventually terminate propose algo-
rithm, due to return completed reordered test pattern TR. 

Figure 4 (a) show reordering process, that consider GB effect and delay faults from 
first step completed test pattern. Shown as figure, test pattern that through propose 
algorithm has from 0 to 1, 1 to 0 switching-output at least one. Consequently test 
pattern set execute delay faults test perfectly. Test Pattern generation of propose algo-
rithm base on greedy heuristic algorithm [8], the maximum, minimum value that test 
pattern has, is same as previous algorithm. [7] 
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            (a)        (b) 

Fig. 4. Proposed test pattern reordering method for delay faults model (k=13, s=5) 

Figure 4 (b) show hamming distance that calculated from reordered test pattern set. 
There are 3 shade test patterns shown as figure 4 (b). The one more test pattern that 
insert to previous test pattern set, is use to detect delay faults.  

 

Fig. 5. dummy test pattern insertion to the generated test pattern set from proposed method 

Fig 5 is process of insert additional test pattern to generated test pattern set caused 
by proposed method. Test pattern set shown as Fig 4 detect interconnection test and 
test delay faults further more reordered due to reduce negative ground bounce effect. 
But there is test pattern that has switching-outputs more than SSOL. We can solve 
incorrect boundary scan operation by insert 3 dummy test patterns like shaded part of 
figure 5. 

Previous board level test is only considers interconnection test and negative ground 
bounce effect. Eventually Compare to previous method, proposed generate test pat-
tern method is more efficient which can interconnection test and prevent incorrect 
boundary scan operation by reduce negative ground bounce effect additional detect 
delay faults. 
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3   Comparison with Previous Work and Experiment Result  

We experimented and compared result on various number of SSOL when the number 
of interconnection is 8000(a), 7000(b), 6000(c) and 5000(d). S in first column that 
means value of SSOL, second column is the number of test pattern in previous 
method which only consider negative GB effect and third column is proposed method 
that is capable of IEEE 1149.1 interconnect test, negative ground bounce effect pre-
vention, and also detects delay faults as well. There are total 26 test patterns was re-
quired in every case of experiment environment (k=8000, 7000, 6000, 5000) at 
method which considered negative ground bounce effect except delay faults. 

Table 1. Total number of test pattern Comparison 

 

This proposed method finds previous interconnection test and negative ground 
bounce effect and additional detects delay faults. Table 1 shows comparative number 
of test pattern. In (a), (b) and (c), we can see that the proposed method is need equal 
or not much different the number of test pattern of previous method. Moreover, (d) 
shows that number of test pattern of proposed method is sometimes smaller than pre-
vious method.  

4   Conclusions  

In this paper, we proposed efficient test algorithm of board-level that can prevent 
incorrect boundary scan test operation caused by ground bounce and detect inter-
connect delay test perfectly. The number of total test patterns generated by the pro-
posed algorithm is shown to be similar to previous method, even our method 
enables to detect the delay faults in addition to the abilities the previous method  
guarantees. 
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Abstract. The problem of exponentiation over a finite field is to com-
pute Ae for a field element A and a positive integer e. This problem has
many useful applications in cryptography and information security. In
this paper, we present an efficient exponentiation algorithm in optimal
extension field (OEF) GF (pm), which uses the fact that the Frobenius
map, i.e., the p-th powering operation is very efficient in OEFs. Our
analysis shows that the new algorithm is twice as fast as the conven-
tional square-and-multiply exponentiation. One of the important appli-
cations of our new algorithm is random generation of a base point for
elliptic curve cryptography, which is an attractive public-key mechanism
for resource-constrained devices. We present a further optimized expo-
nentiation algorithm for this application. Our experimental results show
that the new technique accelerates the generation process by factors of
1.62–6.55 over various practical elliptic curves.

Keywords: Cryptography, Exponentiation, Finite Field, Optimal Ex-
tension Field, Elliptic Curve.

1 Introduction

The problem of exponentiation in the Galois field GF (pm) is to compute Ae ∈
GF (pm) when A ∈ GF (pm) and a positive integer e are given, where p is a prime
and m ≥ 1. This problem has many important applications in cryptography
and information security, and it is crucial to develop an efficient exponentiation
algorithm. Many researchers have proposed a number of methods to speed up
exponentiation [1]. Especially, there are various methods using a normal basis
representation, where a p-th powering operation is almost free [2, 3, 4].

In this paper, we show that similar approach is possible also in a polynomial
basis representation, if the underlying field GF (pm) is an optimal extension field
(OEF) [5, 6]. Using the fact that p-th powering is a very fast operation in OEFs,
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we first present an efficient exponentiation algorithm over OEF. Our analysis
and experimental results show that the new algorithm is approximately twice as
fast as the well-known square-and-multiply algorithm.

One of the important applications of our new algorithm is the square root com-
putation over OEF and random generation of a base point over an elliptic curve
defined over OEF. We present a further optimized exponentiation algorithm for
this application. Our experimental results show that the new algorithm acceler-
ates the point generation process by factors of 1.62–6.55 over various practical
elliptic curves.

2 Optimal Extension Field

2.1 Optimal Extension Field (OEF)

An OEF [5, 6] is a finite field GF (pm) that satisfies the following:

1. p is a prime less than but close to the word size of the target processor.
2. p = 2n − c, where log2 c ≤ n/2, and
3. An irreducible binomial f(x) = xm − w exists.

For a cryptographic application, an odd prime m is used [7]. An element A in
an OEF is represented as A =

∑m−1
i=0 aix

i using the polynomial basis repre-
sentation, where ai ∈ GF (p). An OEF enables us to exploit the full computing
power of a general purpose processor in software implementation of elliptic curve
cryptosystems (ECCs).

2.2 Multiplication and Squaring in OEF

A multiplication in OEF is composed of two stages [5, 6]. The first one is an
ordinary polynomial multiplication of two OEF elements A and B, producing
an intermediate product C′ of degree less than or equal to 2m−2. The schoolbook
method to calculate the coefficients of C′ requires m2 multiplications and (m−1)2

additions in the subfield GF (p).
The second stage is the reduction stage where C′ mod f(x) is calculated to

get C = A ·B mod f(x) ∈ GF (pm). By xm ≡ w mod f(x), one can do this using
m− 1 multiplications and m − 1 additions in GF (p).

Therefore, one multiplication in GF (pm) requires m2 + m− 1 multiplications
and m2 −m additions in GF (p).

In the case of squaring, the only difference is that the number of coefficient
multiplications in the first stage is reduced to m(m + 1)/2. Hence, the required
number of GF (p) operations is m2/2 + 3m/2 − 1 multiplications and m2 − m
additions in total.

Note that a multiplication in GF (p) is much more expensive than an addition
in GF (p) on most of the current general purpose CPUs. Hence we will ignore
the cost for additions in GF (p) throughout this paper.
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Algorithm 1. Square-and-multiply exponentiation
1. B ← 1.
2. for i from l − 1 to 0 do
3. B ← B2.
4. if (ei = 1) then B ← B · A.
5. od
6. output B.

2.3 Frobenius Map Computation in OEF [8]

For A =
∑m−1

i=0 aix
i ∈ GF (pm), the Frobenius map, i.e., the p-th power is

represented as a0 +
∑m−1

i=1 aix
ip since ap

i = ai in GF (p). By xm ≡ w mod f(x),
we get

xip ≡ x(ip mod m)w�ip/m� mod f(x)

for 1 ≤ i ≤ m − 1, and

Ap = a0 +
∑m−1

i=1 aiw
�ip/m�x(ip mod m).

After reordering terms, we obtain a polynomial basis representation of Ap. Note
that we can pre-compute w�ip/m�, since p, m, and w are independent of A. Hence,
a p-th powering operation can be done by only m− 1 on-line multiplications in
GF (p).

2.4 Square-and-Multiply Exponentiation in OEF

There are numerous exponentiation algorithms suggested so far. Among them,
the most simple and powerful algorithm is the square-and-multiply algorithm [1].
Although other algorithms such as the m-ary method, the sliding window method
and the addition chain method show better performance, their performance gain
over the square-and-multiply algorithm is not greater than 20–30%. Therefore,
in this paper, we will take the square-and-multiply algorithm as a standard to
measure the performance of our new exponentiation algorithms.1

For an element A ∈ GF (pm) and an integer e =
∑l−1

i=0 ei2i, where l =
�log2(e + 1)� and ei ∈ {0, 1}, Algorithm 1 computes Ae using the left-to-right
square-and-multiply method.

If we assume that line 4 is executed l/2 times on the average, the number of
multiplications in GF (p) in Algorithm 1 is

l(m2/2 + 3m/2− 1) + l(m2 + m− 1)/2 = l(m2 + 2m− 3/2), (1)

according to the estimation given in Section 2.2.
1 If we use the property of a specific problem instance of exponentiation, we can

obtain more speedup. For example, if element A is fixed and only e varies in the
repeated computation of Ae, then we can pre-compute some information on A and
significantly reduce the amount of on-line computation. This technique, however,
cannot be applied to a situation where A is algo a variable.
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Algorithm 2. Finding a random point G of order r

1. Generate a random point P (not O) on E as follows:
1.1 Choose random X ∈ GF (pm).
1.2 Set Z ← X3 + AX + B.
1.3 If Z = 0, then go to step 1.1.
1.4 If a square root of Z exists, then set it as Y ; otherwise, go to step 1.1.
1.5 Set P ← (X, Y ).

2. Set G ← hP .
3. If G = O, then go to step 1.
4. Output G.

3 Exponentiation and Its Application to Elliptic Curves

In this section, we examine the relation between OEF exponentiation and elliptic
curve point generation. An elliptic curve over GF (pm) is given by

E : Y 2 = X3 + AX + B,

where A, B ∈ GF (pm) and 4A3 + 27B2 �= 0. It is well known that E forms an
additive group under point addition operation.

If we select A and B from GF (p) and we still consider X and Y over GF (pm),
then elliptic curve operations, especially scalar multiplications, can be acceler-
ated. We will call this kind of curve a Koblitz-type curve which is a general-
ization of Koblitz curve with p = 2. For distinction, we will call a curve with
A, B ∈ GF (pm) a random curve.

For cryptographic applications, an elliptic curve is chosen so that its group
order may be divisible by a sufficiently large prime, i.e., order = hr for a large
prime r and a small integer h [9]. (We call h the cofactor.) Then all cryptographic
protocols are performed over a subgroup generated by a point G of order r,
which is called a base point. Hence, it is crucial to find an adequate base point
in cryptographic applications.

Algorithm 2 shows an algorithm that finds a random base point G [7, 9]. In
this algorithm, the most time-consuming part is the computation of a square
root in line 1.4. (Note that this part may be performed several times.) The cost
to compute hP (line 2) is negligible for a typical random curve, since a curve is
selected so that h = 1 in this case. For a Koblitz-type curve, h is selected so that
h ≈ p. Hence the cost for line 2 is comparable to that of line 1.4 in this case.

To compute a square root, we use Algorithm 3 or 4 according to the form
of pm [7, 9]. (We omit the case pm ≡ 1 mod 8 since our exponentiation algo-
rithm does not apply to this case.) Note that exponentiation over GF (pm) (line
2 of Algorithms 3 and 4) is the only significant operation in the square root
computation from the viewpoint of execution time.2

By the above discussion, we see that an efficient exponentiation over GF (pm)
is very important for efficient generation of a base point.

2 Algorithms 3 and 4 are from elliptic curve standards [7] and [9]. Note that there
are also other algorithms to compute square root [10, 11].
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Algorithm 3. Computing a square root of Z ∈ GF (pm) (pm ≡ 3 mod 4)
1. Set u ← (pm − 3)/4.
2. Compute Y ← Zu+1 ∈ GF (pm).
3. If Y 2 = Z, then output Y ; otherwise no square root exists.

Algorithm 4. Computing a square root of Z ∈ GF (pm) (pm ≡ 5 mod 8)
1. Set u ← (pm − 5)/8.
2. Compute B ← (2Z)u ∈ GF (pm).
3. Compute C ← 2ZB2.
4. Compute Y ← ZB(C − 1).
5. If Y 2 = Z, then output Y ; otherwise no square root exists.

4 New Exponentiation Algorithm in OEF

In this section, we give a new algorithm to compute Ae ∈ GF (pm). In our
algorithm,

– the exponent e is regarded as a p-ary number, i.e., e =
∑s−1

i=0 e′ip
i, where

s = �logp(e + 1)� and 0 ≤ e′i ≤ p− 1, and
– each coefficient e′i is regarded as a binary number, i.e., e′i =

∑t−1
j=0 e′ij2

j ,
where t = �log2(p + 1)� and e′ij ∈ {0, 1}.

Thus we can see Ae as

Ae =
(
Aps−1

)e′
s−1 ×

(
Aps−2

)e′
s−2 × · · · ×Ae′

0

=
(
Aps−1

)e′
s−1,t−12t−1+e′

s−1,t−22t−2+···+e′
s−1,0

×
(
Aps−2

)e′
s−2,t−12t−1+e′

s−2,t−22t−2+···+e′
s−2,0

...
×Ae′

0,t−12t−1+e′
0,t−22t−2+···+e′

0,0 .

Now we can compute Ae in two stages. In the first stage, we construct a
pi-th power table T , i.e., Ti = Api

for 0 ≤ i ≤ s − 1. Here the p-th powering
operations are used s− 1 times. The second stage is a simultaneous square-and-
multiply exponentiation of (Ts−1)e′

s−1 , (Ts−2)e′
s−2 , . . . , (T0)e′

0 . Algorithm 5 shows
the complete procedure.

The most time-consuming parts of Algorithm 5 are lines 1, 4 and 6. (The
execution time for other parts can be ignored.) We estimate the amount of
required computation for these lines as follows:

– Since a p-th powering operation is done by m− 1 multiplications in GF (p),
the total amount of computation in line 1 is

(s − 1)(m− 1) (2)
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Algorithm 5. Exponentiation in GF (pm) using efficient p-th powering

1. Ti ← Api

for 0 ≤ i ≤ s − 1.
2. B ← 1.
3. for j from t − 1 to 0 do
4. B ← B2.
5. for i from s − 1 to 0 do
6. if (e′

ij = 1) then B ← B · Ti.
7. od
8. od
9. output B.

multiplications in GF (p).
– Line 4 is executed t times. Hence, according to the estimation given in Sec-

tion 2.2, the required number of multiplications in GF (p) is

t(m2/2 + 3m/2− 1). (3)

– Assuming the half of e′ij ’s are one as in the square-and-multiply algorithm,
we see that line 6 is executed st/2 times. Hence, the required number of
multiplications in GF (p) is

st(m2 + m− 1)/2. (4)

5 Optimized Exponentiation for Elliptic Curve Point
Generation

In this section we show that our new exponentiation algorithm can be optimized
further if it is used to compute a square root and to generate a base point over
an elliptic curve. We will use the fact that the exponents u in Algorithms 3 and
4 are fixed and they have special structures.

First, we consider the case that pm ≡ 3 mod 4 (Algorithm 3). Note that pm−3
can be represented as an m-digit p-ary number, i.e.,

(p − 1, p− 1, . . . , p− 1, p− 3),

in a vector representation. This can be rewritten as

(p − 3, 3p− 1, . . . , p− 3, 3p− 1, p− 3), (5)

since (p−1)p+(p−1) = (p−3)p+(3p−1) and m is odd. Because pm ≡ 3 mod 4
implies p ≡ 3 mod 4 and 3p ≡ 1 mod 4, (5) is divisible by 4. Therefore we obtain

u = (pm − 3)/4 = ((p− 3)/4, (3p− 1)/4, . . . , (p − 3)/4, (3p− 1)/4, (p− 3)/4) .

Hence we can compute Au as

Au =
(
A×Ap2 × · · · ×Apm−1

)(p−3)/4
×
(
Ap ×Ap3 × · · · ×Apm−2

)(3p−1)/4
.
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Algorithm 6. Optimized computation of Au (pm ≡ 3 mod 4 or pm ≡ 5 mod 8)
1. if (p ≡ 3 mod 4) then e0 ← (p − 3)/4; e1 ← (3p − 1)/4.

else e0 ← (p − 5)/8; e1 ← (5p − 1)/8.
2. T0 ← A × Ap2 × · · · × Apm−1

; T1 ← Ap × Ap3 × · · · × Apm−2
.

3. B ← 1.
4. for j from t − 1 to 0 do
5. B ← B2.
6. if (e0j = 1) then B ← B · T0.
7. if (e1j = 1) then B ← B · T1.
8. od
9. output B.

Similarly, for the case that pm ≡ 5 mod 8 (Algorithm 4), we can compute Au as

Au =
(
A×Ap2 × · · · ×Apm−1

)(p−5)/8
×
(
Ap ×Ap3 × · · · ×Apm−2

)(5p−1)/8
.

Algorithm 6 shows the complete procedure for these two cases, where t =
�log2(p + 1)�.

Now we count the number of required operations.

– To compute T1 in line 2, we need (m − 2) p-th powering operations and
(m− 3)/2 multiplications over GF (pm). T0 can be computed using one p-th
powering operation and one multiplication, since T0 = A × T p

1 .
– Line 5 is executed t times. Hence we need t squarings.
– Lines 6 and 7 are executed t times in the worst case. We can’t use the

estimation that the half of e0j ’s and e1j ’s are ones on the average, since e0
and e1 are fixed for a specific p and they have much more ones than the
average value. (This is because p has been selected so that it may contain
many ones in the binary representation to satisfy the OEF property 2 given
in Section 2.1.)

By the estimation given in Section 2.2 and Section 2.3, the worst-case analysis
shows that the total number of multiplications in GF (p) is

(m−1) ((m−2)+1)+(m2+m−1)((m−3)/2+1+2t)+ (m2/2 + 3m/2− 1)t
= (m3 + 2m2 − 6m + 3)/2 + t(5m2 + 7m− 6)/2 (6)

6 Comparison of Efficiency

In this section, we compare the computational costs of the square-and-multiply
algorithm and the two new exponentiation algorithms. For many cryptographic
applications including base point generation, the size of exponent in exponenti-
ation is approximately the same as the group order, i.e., e ≈ pm in our context.
Then l in (1) and s in (2) and (4) satisfies

l = �log2(e + 1)� ≈ m log2 p and s = �logp(e + 1)� ≈ m,
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Table 1. Number of GF (p) multiplications to compute Ae ∈ GF (pm)

algorithms number of multiplications in GF (p)

square-and-multiply (Alg. 1)∗ log2 p

2
(2m3 + 4m2 − 3m)

new algorithm (Alg. 5)∗ (m − 1)2 +
log2 p

2
(m3 + 2m2 + 2m − 2)

optimized algorithm for e = u (Alg. 6)† m3 + 2m2 − 6m + 3
2

+
log2 p

2
(5m2 + 7m − 6)

∗average-case analysis, †worst-case analysis

respectively. Also we can use an approximation t ≈ log2 p in (3), (4) and (6).
Then we can estimate the number of multiplications in GF (p) for exponentiation
of an element in GF (pm). See Table 1.

From Table 1, we can see that our general exponentiation algorithm given
in Section 4 requires about a half of computation compared to the square-and-
multiply algorithm, and the optimized algorithm given in Section 5 further re-
duces the amount of computation by eliminating the factor log2 p in the leading
term.

The number of GF (p) multiplications of Algorithm 6 can be written as O(m2

(m + log2 p)) using an asymptotic notation. We remark that this bound can
be improved to O(m2(log2 m + log2 p)) if we use the addition chain technique
[10, 11] to compute T0 and T1 in line 2 of Algorithm 6. Note that the bound
O(m2(log2 m + log2 p)) is the same as those of customized algorithms for square
root computation given in [10, 11], which are not derived from general exponen-
tiation, but designed for the specific purpose of square root computation.

We also remark that Algorithms 5 and 6 require only small amount of addi-
tional memory to store Ti’s. (Although we should also store w�ip/m� values for
p-th powering, it is not an overhead; the code for p-th powering is necessary
for other operations such as a field inversion and elliptic curve point operations,
regardless of the use of new exponentiation algorithm.)

7 Experimental Results

To verify the estimation given in the previous section, we implemented various
OEFs and elliptic curves, and we measured the timings for exponentiation and
point generation. First, Table 2 shows the OEFs and curves which we have
implemented.

Table 3 shows the measured timings for an exponentiation Ae with e ≈ pm.
We implemented the algorithms in C using djgpp-2.03 compiler on a Pentium 4
2.66GHz CPU. In Table 3, we first see that Algorithm 5 is about twice as fast
as the square-and-multiply algorithm (Algorithm 1), which is consistent with
the estimation given in the previous section. We also see that computational
speedups obtained using Algorithm 6 are greater than the estimation given in
Table 1. Note that we have used a worst-case analysis for Algorithm 6 in Table 1.

Next, we measured the timings to produce a random base point using Algo-
rithm 2. See Table 4. In this table, we see that if we use Algorithm 5 instead of
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Table 2. Implemented OEFs and curves

OEF: GF (pm) curve: Y 2 = X3 + AX + B

OEF 1†:
p = 216 − 129
m = 11
f(x) = x11 − 3

curve 1R: random curve with 176-bit order, cofactor h = 1 [7]
A = 0X FF7C,
B = 0X 325Ax10+5511x9+F0A7x8+B7FBx7+D906x6+1FBAx5

+D032x4+CC2Dx3+EE25x2+C40Ax+ECAF
curve 1K: Koblitz-type curve with 160-bit order, h = 65407 [7]
A = 0X FF7C, B = 0X 017F

OEF 2†:
p = 216 − 17
m = 17
f(x) = x17 − 2

curve 2R: random curve with 272-bit order, h = 1 [7]
A = 0X FFEC,
B = 0X C3EDx16+AB1Fx15+5ED9x14+2A01x13+ACDEx12

+3D1Ex11+A38Dx10+5A95x9+9D10x8+1F9Ex7+5C63x6

+86B7x5+7F7Ax4+66C1x3+6159x2+947Fx+4B36
OEF 3‡:
p = 215 − 75
m = 11
f(x) = x11 − 2

curve 3K: Koblitz-type curve with 150-bit order, h = 32420
A = 0X 0001, B = 0X 0000

OEF 4†:
p = 231 − 1
m = 7
f(x) = x7 − 3

curve 4R: random curve with 217-bit order, h = 1 [7]
A = 0X 7FFFFFFC,
B = 0X 039055B8x6+1A52D0E2x5+2EEE1471x4+07505B48x3

+6A6BFE64x2+4C1292C9x+36BB468C
curve 4K: Koblitz-type curve with 187-bit order, h = 2147444533
A = 0X 00000000, B = 0X 00000005

OEF 5‡:
p = 229 − 3
m = 7
f(x) = x7 − 2

curve 5K: Koblitz-type curve with 162-bit order, h = 3563249795090
A = 0X 00000002, B = 0X 00000000

†pm ≡ 3 mod 4, ‡pm ≡ 5 mod 8

Table 3. Timings for the computation of Ae with e ≈ pm (μsec)

OEF
Algorithm 1 Algorithm 5 (random e) Algorithm 6 (e fixed as u)
timings (A) timings (B) speedups (A)/(B) timings (C) speedups (A)/(C)

1 286 130 2.20 57 5.02
2 884 408 2.17 125 7.07
3 390 199 1.96 70 5.57
4 186 97 1.92 58 3.21
5 470 199 2.36 124 3.79

Algorithm 1, then we obtain minor speedups. (The speedups are much smaller
than those expected from Table 3, i.e., approximately two for random curves.
Note that the real exponents u have special structures which are explained in
Section 5 and they have larger Hamming weights than average.) The speedups
obtained by using Algorithm 6, however, are significant: we can produce a ran-
dom base point by 1.62 to 6.55 times faster. Note that the speedups on random



Efficient Exponentiation in GF (pm) Using the Frobenius Map 593

Table 4. Timings to produce a random base point (μsec)

curve using Alg. 1 using Alg. 5 using Alg. 6
timings (A) timings (B) speedups (A)/(B) timings (C) speedups (A)/(C)

1R 570.1 417.2 1.37 129.6 4.40
1K 848.2 635.9 1.33 359.0 2.36
2R 1908.0 1294.2 1.47 291.5 6.55
3K 1168.5 813.4 1.44 525.9 2.22
4R 324.7 255.1 1.27 113.3 2.87
4K 580.3 516.5 1.12 396.7 1.46
5K 1521.4 1397.6 1.09 937.6 1.62

curves are much greater than those on Koblitz-type curves, since the cost to
compute hP in Algorithm 2 is not negligible in Koblitz-type curves, and it is an
irreducible overhead.
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Abstract. Ad hoc MAC protocols using directional antennas can be used to 
improve the network capacity by improving spatial reuse. But, directional 
MAC protocols have the problem of deafness and have a poor throughput 
performance. The dual-channel MAC protocol with an omnidirectional 
antenna has been proposed to mitigate deafness. In this paper, we propose a 
dual-channel MAC protocol using the omnidirectional antenna for control 
channel and directional antennas for data channel. In the proposed MAC 
protocol, the omnidirectional antenna used in control channel mitigates 
deafness and directional antennas used in data channel improve spatial reuse. 
The throughput performance of the proposed MAC protocol is confirmed by 
computer simulations using Qualnet ver. 3.8 simulator. 

1   Introduction 

Ad hoc MAC protocols using directional antennas have been proposed to improve the 
network capacity [1-7]. Directional MAC protocols have advantages of improving 
spatial reuse and reducing power consumption. But, directional RTS (DRTS) causes 
deafness because node in directional transmission does not hear and respond to RTS 
from other nodes in the coverage. The transmitting node retransmits RTS to node in 
deafness and the backoff period of the node is exponentially increased at every  
retransmission. Therefore, deafness caused by DRTS degrades the throughput per-
formance of ad hoc networks. In the DMAC protocol [2], the blocking algorithm for 
directional antennas should be used to improve spatial reuse by avoiding collisions of 
the directional DATA (DDATA) and DACK packets. The omnidirectional RTS 
(ORTS) mechanism is used to mitigate deafness when directional antennas are in the 
unblocking state. But, directional antennas overheard RTS and CTS are blocked and 
node having one or more blocked directional antennas uses DRTS. Therefore, the 
DMAC protocol cannot prevent deafness caused by directional transmission.  
                                                           
* This research was supported by the MIC(Ministry of Information and Communication), Korea, 

under the ITRC(Information Technology Research Center) support program supervised by the 
IITA(Institute of Information Technology Assessment)" (IITA-2005-C1090-0502-0009). 



 A Dual-Channel MAC Protocol Using Directional Antennas 595 

 

The dual-channel ad hoc MAC protocols [8][9] have been proposed to improve 
spatial reuse by using the separated channels. In the dual-channel MAC (DUCHA) 
protocol [9], RTS and CTS are transmitted over control channel and DATA and ACK 
are transmitted over data channel. The negative CTS (NCTS) and an out-of-band busy 
tone are used to prevent collisions of DATA and ACK in data channel. However, 
omnidirectional antenna in DUCHA degrades spatial reuse. In this paper, we propose 
a dual-channel ad hoc MAC protocol with ORTS, OCTS, DDATA, and DACK. In the 
proposed MAC protocol, the ORTS and OCTS mechanisms in control channel over-
come deafness and the DDATA and DACK mechanisms in data channel improve 
spatial reuse by using the efficient blocking algorithm for directional antennas. The 
throughput performance of the proposed MAC protocol is confirmed by using Qual-
net ver. 3.8 simulator [10]. The rest of this paper is organized as follows: In Section
, we describe the DMAC and DUCHA protocols. We describe the operation of the 
proposed MAC protocol in section . The simulation results are presented in Section 

. Finally, we conclude this paper in Section . 

2   Related Work 

2.1   Directional MAC Protocol 

The DMAC protocol [2] with an omnidirectional antenna and directional antennas has 
been proposed to improve spatial reuse. In the DMAC protocol, ORTS is used when 
directional antennas are unblocked and DRTS is used when one or more directional 
antennas are blocked. The directional antennas overheard RTS or CTS are blocked to 
prevent collisions of the DDATA and DACK packets. Figure 1 shows the operation of 
the DMAC protocol. Node A having the unblocked directional antennas transmits 
ORTS to node B and node B sends OCTS to node A. The DATA and ACK packets are 
transmitted by directional antennas. Node C in the coverage of node A overhears 
ORTS of node A and the directional antenna is blocked. Node C having the blocked 
directional antenna sends DRTS to node D and therefore, directional transmission can 
improve spatial reuse. Node E sends DRTS to node C because Node E does not over-
hear DRTS of node C. Node E retransmits DRTS to node C in deafness after a backoff 
period. The backoff period of node E is exponentially increased at every retransmission 
and the throughput performance is degraded. Therefore, directional transmission has 
trade-off between spatial reuse and deafness.   

2.2 Dual-Channel MAC Protocol 

The dual-channel MAC (DUCHA) protocol [9] separates control channel and data 
channel and uses an out-of-band busy tone as shown in figure 2. In the DUCHA pro-
tocol, omnidirectional transmission solves the problem of deafness and an out-of-band 
busy tone and negative CTS (NCTS) decreases the hidden/exposed terminal prob-
lems. In the NCTS mechanism, the node transmits negative CTS (NCTS) over data 
channel instead of CTS to the transmitter and prevents collisions of DATA and ACK 
in data channel. In the DUCHA protocol, the receiving node transmits an out-of-band 
busy tone during the reception of DATA. If DATA is correctly received the node 
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stops the busy tone and terminates the communication. If the reception of DATA is 
failed the negative ACK (NACK) signal of the continued busy tone for an appropriate 
period is transmitted to the transmitting node. When NACK is sensed during the 
NACK period, the node starts the retransmission procedure. Therefore, an out-of-band 
busy tone solves the hidden terminal problem.  

DATA

DRTS OCTS OCTS

ORTS ORTS

DRTS

Blocking

ORTS

OCTS OCTS

DATA

DRTS

DRTS

DRTS

DRTS

 

Fig. 1. The DMAC Protocol with ORTS or DRTS: The circle centered at each node shows its 
transmission range. An arrow represents the transmission direction. The flow chart shows the 
message flow between the communication nodes. 

 

Fig. 2. The DUCHA Protocol with the separated control channel and data channel 

3   A Dual-Channel MAC Protocol with Directional Antennas 

In this paper, we propose a location aware dual-channel MAC protocol with ORTS, 
OCTS, DDATA, and DACK. The location information of nodes can be obtained by 
using the global positioning system (GPS) receiver. The ORTS and OCTS packets are 
transmitted over control channel and the DDATA and DACK packets are transmitted 
over data channel. Figure 3 shows that omnidirectional transmission in control chan-
nel can overcome deafness. In figure 3(a), node transmits DRTS to node B and there-
fore, node C does not overhear RTS of node A. Node C transmits RTS to node A but 
node A does not hear and respond to RTS of node C. Node A gets into deafness and 
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node C retransmits RTS to node A. The backoff period of node C is exponentially 
increased at every retransmission. In figure 3(b), node A sends ORTS over control 
channel to node B and node C overhears RTS of node A. Node C stores the informa-
tion of node A into the deafness table. Node C checks the destination node of node A 
in the deafness table before the RTS transmission and does not transmits RTS to node 
A in communication. The omnidirectional transmission and deafness table solve the 
problem of deafness.  

Figure 4 show the blocking problem for directional antennas. In the DMAC proto-
col, nodes C and D overhear ORTS or OCTS of node A and directional antennas 
overheard RTS or CTS are blocked to prevent collisions of ORTS/OCTS and 
DDATA/DACK transmitted over the same channel. However, the separated channels 
in the proposed MAC protocol avoid collisions of ORTS/OCTS and DDATA and 
DACK as shown in figure 4(b). In the proposed MAC protocol, the new blocking 
algorithm for directional antennas used in data channel should be required. The NCTS 
mechanism as that in DUCHA is used to solve the hidden terminal problem. 

 

(a) DRTS in the DMAC protocol             (b) ORTS in the proposed scheme 

Fig. 3. The ORTS mechanism in the proposed MAC protocol mitigates deafness 

3.1   A Blocking Algorithm for Directional Antennas 

Figure 5 shows the blocking region for directional antennas overheard ORTS or 
OCTS. The nodes C and B overheard ORTS or OCTS of node A determines the 
blocking region as follows: 

Node A transmits RTS (or CTS) with the overhead information of the 
main angle φ  of the directional antenna as shown in figure 5. If the node 

has 4 directional antennas, the blocking region is in the range of  (φ -45, 

φ +45) 

Nodes B and C calculate the angles 1θ  and 2θ  with respect to north as 

shown in figure 5. 

The directional antenna of node C is blocked as the angle 2θ  is in the 

blocking region and the directional antenna of node B is unblocked as 1θ is 

not in the blocking region. 
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(a) Blocking region in the DMAC protocol     (b) Blocking region in the proposed protocol 

Fig. 4. The proposed MAC protocol improves spatial reuse using the new blocking algorithm 
for directional antennas 

90

1

2

Blocking region
(DDATA or  DACK coverage)

ORTS (or OCTS)

 

Fig. 5. The nodes B and C overheard RTS/CTS determine the blocked directional antennas. 
Node C in the blocking region of node A blocks the directional antenna overheard RTS. But 
directional antennas of node B are in the unblocking states. 

3.2   Deafness Table 

The node overheard ORTS and OCTS on control channel stores the overheard infor-
mation into the deafness table as shown in figure 6. For example, nodes C and D in 
figure 4(b) store the information of node A in their deafness tables.  The deafness 
table is composed of a source address, a destination address, a frame type, and the 
received time of the overheard RTS or CTS. Node checks the deafness table before 
the RTS transmission whether the destination node is in the deafness table or not. If 
the destination node is in the deafness table, the node starts a deafness timer and waits 
for the expiration of that timer. When the timer is expired node eliminates the  
information of the destination node in the deafness table and starts the transmission 
procedure. 
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Fig. 6. Deafness table format 

4   Simulation Results and Discussions 

In this chapter, we confirm the throughput performance of the proposed MAC proto-
col by computer simulations using Qualnet ver. 3.8 simulator. Simulation scenario is 
composed of a single-hop random topology of 60 nodes and a 5-hop mesh topology of 
36 nodes. The average throughput of the proposed MAC protocol is compared with 
the DMAC, DUCHA, and IEEE 802.11 MAC protocols.  

4.1   Simulation Environments 

We use the physical layer of the IEEE 802.11b standard and data rate of 2Mbps. In 
the proposed MAC protocol and the DUCHA protocol, data rate of control channel 
and data channel are the same of 1Mbps and transmission range is approximately 
250m. We use a static routing, constant bit rate (CBR) traffic, the size of the DATA 
packet of 1000byte, and 8 switched beam antennas. The important simulation parame-
ter values are shown in table 1. Figure 7(a) shows a single-hop random topology of 60 
nodes. In this scenario, 60 nodes are randomly arranged into the rectangle area of 
300x1000m2. The destination nodes are randomly selected in the transmission range 
of 250m. Figure 7(b) shows a 5-hop mesh scenario of 36 nodes. This scenario ar-
ranges 36 nodes into the square area of 1500x1500m2 and the distance of each node is 
240m as shown in figure 7(b). 

Table 1. Default values used in the computer simulations 

 Random topology Mesh topology 

CBR traffic 0.2 ~ 1.0Mbps 0.1 ~ 0.5Mbps 

Distance between nodes 0~250m(random) 240m(fixed) 

Control channel Data channel Data Rate : 2Mbps 

1Mbps 1Mbps 

Transmission range 250m 

DATA packet size 1000byte 

Simulation time 120sec 

4.2   Simulation Results 

The average throughput performance of the proposed MAC protocol in a single-hop 
random topology and a 5-hop mesh topology are shown in figures 8 and 9, respec-
tively.  Figure 8 shows the average throughput of the proposed MAC protocol in a 
single-hop random topology. The average throughputs of the proposed MAC protocol  
 



600 D.H. Han, J.W. Jwa, and H.I. Kim 

 

(a) Single-hop random topology of 60 nodes 

 

(b) 5-hop 6x6 mesh topology 

Fig. 7.  Ad hoc network topologies for computer simulations 

 

Fig. 8. The average throughput performance of the proposed MAC protocol in a single-hop 
random topology 

and DMAC with directional antennas are better than those of IEEE 802.11 MAC 
protocol and DUCHA with an omnidirectional antenna. In the proposed MAC protoc-
col, the separate channels overcome deafness and the efficient blocking algorithm for 
directional antennas used in data channel improves reuse. For these reasons, the 
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throughput performance of the proposed MAC protocol is better than that of the 
DMAC protocol. In figure 8, the average throughputs are 398.0kbps, 292.1kbps, 
151.8kbps, 107.1kbps for the proposed MAC protocol, DMAC, DUCHA, IEEE 
802.11 MAC protocols at the traffic load of 1Mbps, respectively. 

 

Fig. 9. The average throughput of the proposed MAC protocol in a 5-hop mesh topology 

Figure 9 shows that throughput performance of the proposed MAC protocol in a 5-
hop 6x6 mesh topology. The average throughputs of the proposed MAC protocol and 
DMAC with directional antennas are superior to those of IEEE 802.11 MAC and 
DUCHA protocols with an omnidirectional antenna in the multi-hop mesh topology. 
In the multi-hop environments, deafness caused by the directional transmission de-
grades the through performance of ad hoc networks. The omnidirectional transmission 
on control channel and the deafness table improve the average throughput of the pro-
posed MAC protocol. The average throughput of the proposed protocol is superior to 
that of the DMAC protocol in the multi-hop environments. The average throughputs 
are 95.0kbps, 70.5kbps, 36.2kbps, and 17.3kbps for the proposed MAC protocol, 
DMAC, DUCHA, and IEEE 802.11 MAC protocols at the traffic load of 0.5Mbps, 
respectively. 

5   Conclusions 

In this paper, we propose the dual-channel ad hoc MAC protocol with ORTS/OCTS 
on control channel and DDATA/DACK on data channel. In the proposed MAC proto-
col, ORTS/OCTS and the deafness table overcome deafness caused by directional 
transmissions. We also propose the blocking algorithm for directional antennas based 
on the overhead location information in ORTS and OCTS. That improves spatial 
reuse and therefore, the proposed ad hoc MAC protocol has a good throughput per-
formance. We confirm the throughput performance of the proposed MAC protocol in 
a single-hop topology of 60 nodes and a 5-hop 6x6 mesh topology by using Qualnet 
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ver 3.8 simulator. Simulation results show that the average throughput of the pro-
posed MAC protocol is better than those of the DMAC, DUCHA, and IEEE 802.11 
MAC protocols in the single-hop and multi-hop environments. 
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Abstract. In this paper, a power-efficient scheme for embedded sys-
tems with wireless communication applications is proposed to reduce
the power consumption of the overall system. Any transmission related
module is required to be on only when the transmission is active and re-
liable to reduce power dissipation. The proposed method is based on the
use of the extreme channel condition detector that is designed to detect
the extremely bad channel condition. Under such a condition, carrying
user information over the air link is completely impossible. The consid-
erable power reduction is achieved by turning off several modules within
the embedded system related to the information transmission like LCD,
image encoder, voice encoder, and power amplifier under this condition.
Moreover, a simple extreme channel condition detector is also proposed
in this paper. The design example on the selected platform shows that
the proposed scheme is very efficient in power saving for the embedded
system.

1 Introduction

An embedded system is a specialized computer system that is a part of a larger
application specific system or machine. Typically, an embedded system is housed
on a single microprocessor board with the programs stored in ROM. Some em-
bedded systems include an operating system, but many are so specialized that
the entire logic can be implemented as a single program [1]. They are charac-
terized by the presence of a dedicated processor for that specific application
software. Recently, there have been remarkable growths of such systems in many
sectors of markets. Most of popular smart electronics around us are such em-
bedded systems nowadays and the number of such smart electronics and the
demand for them is rapidly increasing continuously. A notable example is cel-
lular phones in which dedicated embedded processors control each aspect of
the power efficiency, quality of services and various different applications of the
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phones. The major factor of leading to their growths is the increasing com-
plexity of such smart electronics, which accelerate migration from application
specific ”logic” to application specific ”code” running on the existing dedicated
processors.

Minimizing power and energy dissipation is a key factor in embedded system
designs. Peak power consumption is related to power supply design for the sys-
tem. On the other hand, average power consumption is directly related to battery
life, hence it may be the critical factor in the portable embedded systems [2]. The
design of embedded systems with less power dissipation is a challenging task for
today’s design environments. As opposed to a general-purpose system, an em-
bedded system performs just one particular and specific application. Therefore,
the system should be designed with respect to the particular application to have
lower cost, higher performance, or be more power-efficient. As mobile systems
become more popular and popular, how to length the battery life of these systems
becomes a critical issue, especially in the embedded system with applications of
wireless communications. This has led to a significant research effort in power-
efficient designs/modelings [2]-[9]. It is natural to think of ways to reduce the
power consumption considering and utilizing inherent properties of the wireless
communications. The use of such properties requires power-efficient design from
the inside of the communication module, and it will provide satisfactory power
reduction performance inherently. However, most previous works to date have
treated it as a given and untouchable module and have focused on the power
reduction from the top of it [2]-[6].

In this paper, a power-efficient scheme for embedded systems with wireless
communication applications is proposed to reduce the power consumption of the
overall system. Any transmission related module is required to be on in such
applications only when the transmission is active and reliable to reduce power
dissipation. The proposed method is based on the use of a signal processing
algorithm for the extreme channel condition detection that is designed to detect
the extremely bad channel condition. Under such a condition, carrying user
information over the air link is completely impossible. The considerable power
reduction is achieved by turning off several modules within the embedded system
related to the information transmission like LCD, image encoder, voice encoder,
and power amplifier under this condition. A simple software code can serve as a
brain of such tasks given primitive signals from the detector. Moreover, a simple
extreme channel condition detector is also proposed in this paper. The design
example on the selected platform shows that the proposed scheme is very efficient
in power saving for the embedded system.

This paper is structured as follows: Section 2 describes our embedded sys-
tem model with the applications of wireless communication. In Section 3, we
present the proposed power reduction scheme using the indicator of extremely
bad wireless channel condition. Section 4 addresses the proposed signal process-
ing algorithm to detect the worst propagation channel condition used in Section
3. An example is presented to demonstrate the efficiency of the proposed method
in Section 5.
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2 System Model

In this section, the target embedded system model is addressed. A usual em-
bedded system is shown in Fig. 1, which comprises a processor core, an in-
struction cache, a data cache, a main memory, and a custom hardware part
(ASIC/FPGA) [5]. Once we assume that hardware/software partitioning has
been already performed and the custom hardware is fixed, it is regarded as
a simple block adding a constant amount of power dissipation to the system
model. Then, most previous works have tried to minimize power consumption
from the perspective of the rest blocks [2]-[6]. It leads to instruction-level power
optimization [7]. The custom hardware part, actually, means any module or part
that we cannot do anything to reduce power consumption in the previous works.
Basically, these approaches regard the custom hardware part as an untouchable
block and it is not considered in the power optimization efforts. Usually, the
communication module in the system with the wireless communication applica-
tion has been considered as one of this kind. In general, such an assumption is
valid and useful when the application of the target system is not for wireless
communications. In the embedded system with the application of the wireless
communication, considerable portion of total power consumption is caused by
the transmission related functionality itself in that module. Therefore, it is desir-
able to include the communication module in optimizing the power consumption
of the overall system. The details are discussed in Section 3.

Fig. 1. A usual embedded system model

Because our interest is focused on the system with the application of wireless
communications, the best target system would be cellular phone. Fig. 2 shows
simplified block diagram of a cellular phone. It shows only major components
including dedicated processors. Mainly, it consists of three parts: application re-
lated components like several multimedia peripherals and application processors,
modem related components including baseband processors, and RF chains. It is
assumed that the dedicated application or modem processor is equipped with
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an operating system and it serves as a brain for performing the proposed power
management scheme in this paper. A real time operating system (RTOS) would
be appropriate for this purpose, but we do not limit the form of possible operat-
ing system in our study, because the operating system is not of our interest. It
simply provides room for central control of the power management scheme. The
embedded processors currently used in designs take two possible shapes: micro-
processors or digital signal processors (DSP’s). They can be used separately as
a single component, or they can be incorporated in a larger silicon chip in the
form of embedded cores along with program/data memory and other dedicated
logic. In our system model, any form and any kind of dedicated processors are
allowed. They are just target processors to load the operating system.

Fig. 2. A system model of a cellular phone

3 Proposed Power Management Scheme

An embedded system is specialized for one particular application that is known
a priori. Therefore, the system can be designed with respect to the particular
application to have low power consumption. In this paper, we consider the system
with the application of wireless communication. Then, it is worthwhile to take
inherent properties of the particular application of the wireless communication
as beneficial resources to reduce the power dissipations.

Its ”wireless” propagation channel characterizes the wireless communication.
Its applications are inevitably closely related to the propagation channel and
channel conditions. Considerable power in such a system is dissipated to per-
form basic functionality of the transmission over the channel. In normal channel
condition, there is nothing special to consider for the purpose of power dissipa-
tion reduction from the view of the overall system. The power is well managed
by the modem related functionality itself in the basedband processor. In this
case, several existing system models are useful and many previous works based
on them can be applied. That is, any power saving schemes assuming the trans-
mission related block as a simple black-box with constant power dissipation can
be used in general. However, it is not valid anymore in unsatisfactory channel
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condition. In the extremely bad channel condition, the real time transmission
over the unreliable air link is not possible. It means that operating any trans-
mission related code, function, module, logic, and component in the system is
meaningless. The situations get worse as the system is operated around cellular
service boundaries because the portion of power consumption for transmission
related operation get bigger. Therefore, it is necessary to design the power saving
scheme considering the overall system including the transmission related block
that has been considered as a black-box before.

Such a channel condition mentioned above can happen often in wireless envi-
ronment due to the inherent characteristic of mobile channels of wide and fast
variations. In the case of channel being unrecoverable or in the case of such a
bad channel condition lasting long enough, a dedicated higher layer function in
the protocol stack kicks in to control radio link in most popular wireless commu-
nication systems [10]. However, the most trouble case is when the propagation
channel falls in and out such an extremely bad conditions quite often or contin-
uously. It is not serious and long enough to be regarded as an unrecoverable case
where the dedicated higher layer function kicks in. One example for this case is
when the system is running in the vehicle passing tunnels.

In this paper, we propose to disable or to turn off the meaningless codes,
functions, modules, logics, and components to minimize the power consumption
when the extreme channel condition is detected. We use the term of ”compo-
nents” for any software and hardware unit that can be disabled or turned off
separately throughout the paper. Some components do not need to be operated
in full performance under such an extreme case for power-efficient operations.
The operating system on the dedicated processor serves as a central control unit
of managing and performing the required operations for the incoming extreme
channel condition indicator from the signal processing unit in the modem. First,
we need to identify which components can be disabled under this situation. Those
components are dependent on the configuration of the target embedded system.
In our system model as in Section 2, LCD, image encoder, vocoder, and RF
chains including power amplifier can be turned off. Furthermore, the data mem-
ory can be flushed and/or the number of accessing internal or external memory
can be minimized. Such a serise of opearions can be regarded as another sleep
mode that consumes more power than the real sleep operation. Note that RF
chain is turned off only during user data transmission. It should be turned on
again during the pilot transmission to get recovered in the forthcoming normal
channel condition. Several variants are also possible from the proposed method
as per the architecture of the target embedded system. For example, the user
can feel uncomfortable when LCD is turned off completely in this situation. In-
stead, alternative variants like diminishing the brightness of LCD’s or making
a low power LED blinking can be used. The proposed power-efficient scheme
is summarized in Fig. 3. The performance of the proposed scheme strongly de-
pends on the signal processing algorithm developed to detect the extremely bad
channel condition. The signal processing algorithm of the detector is presented
in Section 4.
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Fig. 3. The proposed power saving scheme using the extreme channel state indicator

4 Detection of Extreme Channel Condition

A computationally efficient signal-processing algorithm is proposed to detect
the extremely unstable channel condition. The algorithm should be simple to
implement so that it does not add another noticeable power dissipation to the
overall system. The proposed algorithm is based on the use of channel state
information (CSI) that is available in most wireless communication system. CSI’s
are available in the form of the signals from the base stations or in the form of
direct estimations by the end-user equipment. Any form of CSI’s can be used
for this purpose.

In this section, we consider the CDMA cellular systems that are the most widely
accepted third generation standards for the cellular communications in the
world [10]. However, the proposed scheme is not limited to the applications with
the CDMA systems. It can be generalized easily to other systems like OFDM based
ones. In CDMA systems, several different CSI’s are estimated or transmitted by
the end-user terminal. The CSI’s of the transmitted power control (TPC) bits are
available in plenty of time in CDMA systems 3GPP. They are binary state in-
formation. One is indicating that the current channel quality is good enough to
satisfy the required quality of service. The other is representing the channel con-
dition that is not good enough to achieve the reliable transmissions. Hence, the
latter is indicating the channel condition that we need to detect. The proposed
detection scheme simply estimates the frequency of occurrence of this unsatisfac-
tory channel state by counting the number of the second state of the TPC bits
during the given time period. Then, the current channel condition is regarded as
the extremely bad state if the majority of the TPC bits are the second state in
the given time frame. That is, if the counted number of the occurrence of the cor-
responding CSI in the fixed time duration is larger than a threshold, the channel
condition is not adequate for the reliable transmissions anymore.
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Fig. 4. The overall flow chart of the proposed scheme along with the signal-processing
algorithm

The details of the algorithm are shown in Fig. 4. Two different values of
thresholds are used to introduce the hysteresis in the detection. The different
thresholds are used in each transition of the channel state falling in and out
from the unsatisfactory state. This scheme is efficient in the severe time variant
system. The proposed signal processing algorithm can be implemented in either
logics or codes. Fig. 4 also summarizes the overall power management algorithm
along with the proposed power management scheme in Section 3.
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5 Simulation Results

The proposed power management scheme based on the detection of the extreme
channel condition is applied to the system model in Section 2. The commu-
nication related functions are modeled based on UMTS specifications [10] and
practical factors like fading, shadowing, and path loss are considered in the chan-
nel model. The path loss exponent of four is used. Multiple 6 to 7 minute (about
20000 TTI’s) calls are simulated. In our simulation, the LCD block is excluded
from the final power saving ratio computation becuase it is usually automatically
dimmed out during the call.
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Fig. 5. Obtained power savings with the proposed method

The considerable power saving is achieved employing the proposed method as
showin Fig. 5. The amount of power saving is increased as the duration of the
unreliable channel condition gets longer as expected. In fact, the performance
depends on how long and how often the extreme channel condition occurs. The
fluctuating curve shows the effect of noisy extreme channel condition detectors.
It is a possible further work to improve the performance of the detector while
the overall complexity is retained. If the duration of such a state is too long,
a higher layer radio link control function dedicated to deal with this situation
kicks in and it takes power management control over the proposed scheme.

6 Conclusions

In this paper, a possible way to reduce the power dissipation considering the
overall system including the communication module has been proposed. We have
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discussed a power-efficient scheme by turning off or disabling unnecessary com-
ponents under the unreliable channel condition in the embedded system with the
application of the wireless communication. A signal processing algorithm to de-
tect such a channel condition is also proposed using the channel state information
available in most cellular communication systems. Throughout the simulation,
we have shown that our proposed method can save power considerably in the
case of the channel getting in and out of the extreme state continuously.
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Abstract. This paper presents a simple and fast delay metric RC-class
interconnects under step and saturated ramp inputs. The proposed RC
delay metric under step input, called MECM(Modified ECM), provides a
reasonable accuracy without using circuit moments. The next RC delay
metric under saturated ramp inputs, called FDM(Fast Delay Metric),
can estimate delay times at an arbitrary node using a simple closed-form
expression and is extended from MECM easily. As compared with similar
techniques proposed in previous researches, it is shown that the FDM
technique involves much lower computational complexity for a similar
accuracy. As the number of circuit nodes increases, there will be a sig-
nificant difference in estimation times of RC delay between the previous
techniques based on two circuit moments and the FDM which do not
depend on circuit moments.

1 Introduction

As circuit technology goes beyond the ultradeep submicrometer regime, intercon-
nect delays increasingly dominate gate delays. That is, the accurate estimation
of interconnect delays becomes significantly important in designing high-speed
and high-density systems. Therefore designers have to verify timing with great
attention in the early process of design optimization such as place route, floor-
planning, interconnect sizing, buffer insertion, etc. Efficient delay metric for es-
timating interconnect delays, which may be computed millions of times during
the inner process of design optimization, is a critical issue.

Studies about estimation of delay times of RC-class interconnects under step
input have been presented by many papers till now. Those studies include the
method proposed by Kahng and Muddu [1], the PRIMO proposed by Kay and
Pileggi [2], the h-gamma proposed by Lin and Acar [3] and the D2M and ECM
proposed by Alpert and Devgan [4]. Since the above methods depend on circuit
moments, however, they are not the most efficient solution. An effective closed-
form delay metric would be a better choice if a reasonable accuracy is sustained.
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This paper proposes a new closed-form RC delay metric without using circuit
moments.

Moreover, since interconnects are driven by nonlinear devices(gates), it is nec-
essary to model the input signal of interconnects as a finite saturated ramp input.
However, studies about the estimation of delay times under saturated ramp in-
puts have not been performed as actively as those for the step input case. The
previous studies include the method proposed by Menezes and Pullela [5], the
method proposed by Kahng and Muddu [6], however, those delay metrics are not
in the most simple form. A recent study [7] has proposed the PERI(Probability
distribution function Extension for Ramp Inputs) technique that extends delay
metric for step inputs to ramp inputs. The PERI is the most efficient method
among the previous studies although it still requires two circuit moments. This
paper proposes the FDM(Fast Delay Metric), that extends delay metric for step
inputs to ramp inputs without using circuit moments. As the number of circuit
nodes increases, the time to compute circuit moments grows more, hence the
timing analysis based on FDM will be much faster than that based on PERI.

This remainder of the paper is organized as follows. Section 2 proposes a new
RC delay metric without using circuit moments for the step input case. Section
3 describes a new technique to extend delay metric for step input to ramp input
case. Section 4 shows experimental results, and a conclusion is given in Section 5.

2 A New RC Delay Metric Under Step Input

A new RC delay metric proposed in this section is based on the ECM(Effective
Capacitance Metric) concept proposed in [4]. As the model used in the ECM is
synthesized using the method proposed by O’Brien and Savarino [8], it requires
calculating circuit moments. We propose the MECM(Modified ECM), which
does not depend on circuit moments while keeping the accuracy.

2.1 ECM

To compute delay time at node i, the ECM transforms total load at node i into
a model and then replaces the model by a single capacitance based on the
effective capacitance concept [9], as shown in Figure 1(a).

Defining that the single capacitance replacing the total load is Ceff and delay
time at the previous node of i is ECMp(i), delay time at node i, ECMi is given
in Eq.(1).

ECMi = ECMp(i) + Ri(Ci + Ceff ) (1)

2.2 MECM

MECM(Modified ECM) improves the drawback of ECM using circuit moments
when it transforms total load at node i into a model. We can synthesize a
model using only the total resistance(Rtot) and capacitance(Ctot) values of load
at node i [10], as shown Figure 1(b). That is, we may use characteristic data
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(a) (b)

Fig. 1. (a)ECM, (b)π model proposed by Kahng

of interconnects to synthesize the π model. Using this π model, MECM can
transform the total load into a reduced model based not on circuit moments.

The other feature of MECM is that it adds ground capacitance at node i, Ci,
to the total load before we synthesize π model to compute delay time at node
i. By doing this, the estimation of delay time becomes more accurate. Figure 2
shows the concept of MECM.

Using Rtot, Ctot and the Elmore Delay at node i, TED, delay time at node i,
MECMi, can be derived as in Eq.(2).

MECMi = MECMp(i) + RiCeff (2)

= MECMp(i) + Ri(C1 + C2(1 − e
−TED
R1C2 ))

= MECMp(i) +
RiCtot

6
(6 − 5e

−5TED
2RtotCtot )

Fig. 2. MECM

3 A New RC Delay Metric Under Saturated Ramp Input

Figure 3(a) shows the relationship between rise time(tr) and 50% propagation
delay time(td) at an intermediate node of a circuit (node 7 of Figure 5 circuit)
used for experimentation in Section 4. As expected as in previous work [11], td
converges to TED as tr increases.

As a result of experimentation with various RC-class interconnect circuits, it
is evident that curves of almost all the HSPICE result graphs are similar to that
shown in Figure 3(a), although the initial value(td at tr = 0), final value(TED)
and time-point of convergence are different. Defining that delay time at tr = 0 is
tstep and delay time under arbitrary ramp input is tramp, the main idea of this
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section is that we derive the expression, tramp = f(tr, tstep, TED), resulting in a
simple closed-form.

A delay metric for the computation of tstep can be selected by the trade-off
between accuracy and simulation time. For an analysis in which accuracy is
important, a complex yet accurate delay metric, e.g., h-gamma, can be used.
For an analysis in which fast estimation time is required, a simple and fast delay
metric, e.g., MECM, proposed in Section 2 can be used.

In this section, we assume that tstep has been computed by a suitable delay
metric. Also, TED of an arbitrary node can be computed easily, using resistance
and capacitance of interconnects [12]. We will derive a closed-form expression
approximating the td curve in Figure 3(a) as a function of tstep and TED.

First of all, we normalize the graph of td curve to a new graph, called
tactual(tr), whose initial value is zero and final value is one, for the sake of easy
derivation. Then, a simple expression of an exponential function as in Eq.(3),
whose initial value is zero and final value is one, can be considered for td as a
function of tr.

(a) (b)

Fig. 3. (a)feature of graph for td = f(tr), (b)tactual(tr),texp(tr),texp(tr) − tactual(tr)

td = 1 − e
−tr

τ (3)

Defining that Eq.(3) is texp(tr) and time constant, τ , is Elmore Delay, Eq.(4)
can be derived.

texp(tr) = 1 − e
−tr

TED (4)

The graphs of tactual(tr), texp(tr) and texp(tr)−tactual(tr) at node 7 of Figure 5
are shown in Figure 3(b). Defining that texp(tr) − tactual(tr) is tdiff (tr), the
relation of the above graphs is represented as in Eq.(5).

tactual(tr) = texp(tr) − tdiff (tr) (5)
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Defining that the approximation of tactual(tr) is tramp(tr) and the approxi-
mation of tdiff (tr) is t̂diff (tr), Eq.(5) can be represented as Eq.(6).

tramp(tr) = texp(tr) − t̂diff (tr) (6)

Now we can derive tramp(tr) by working on t̂diff (tr). We utilize a derivative of
texp(tr) to obtain t̂diff (tr). Generally, when a derivative of an arbitrary function,
f(x) is f ′(x), a normalized function of f ′(x) is represented as xf ′(x). Hence, a
derivative of texp(tr) can be normalized this way.

(a) (b)

Fig. 4. (a) d
dtr

texp(tr), (b)tactual(tr),texp(tr),tdiff (tr),t̂diff (tr)

The graph of d
dtr

texp(tr) is shown in Figure 4(a) and the normalized function
of d

dtr
texp(tr) is represented as ”t̂diff(tr)” in Figure 4(b).

Using t̂diff (tr), Eq.(6) is modified as in Eq.(7).

tramp(tr) = texp(tr)− t̂diff (tr)

= texp(tr)− tr · d

dtr
texp(tr))

= (1 − e
−tr

TED ) − (
tr

TED
e

−tr
TED ) (7)

= 1 − (1 +
tr

TED
)e

−tr
TED

Since Eq.(7) is the normalized form, it represents the expression whose initial
value is zero and final value is one. However, our final goal is to get the expression
whose initial value is tstep and final value is TED. Therefore, the normalized graph
should be rescaled to (TED − tstep) on y-axis and then be moved to tstep on y-
axis. As a result, we can obtain a simple expression for tramp as in Eq.(8), which
is the proposed FDM(Fast Delay Metric).



An Efficient Delay Metric on RC Interconnects 617

tramp(tr) = (1 − (1 +
tr

TED
)e

−tr
TED )(TED − tstep) + tstep

= TED − ((1 +
tr

TED
)e

−tr
TED )(TED − tstep) (8)

4 Experimental Results

Delay times of interconnects vary significantly as the topology, resistance and
capacitance of interconnects change. To keep the generality of test circuits, hence,
we use the circuits experimented in the previous researches [2], [4], [7] as shown
in Figure 5.

Fig. 5. An example 7-node RC circuit

4.1 Experiments for MECM

Table 1 shows the relative errors of delay times under step input at each node
of Figure 5. The delay times using the previous delay metrics have been referred
from [4], and (-) in the table implies the tendency of underestimating delay times.

The accuracy of MECM is superior to ECM and is similar to D2M which is
relatively simple, yet accurate among the previous works using circuit moments.

Table 1. Relative errors(%) of each delay metric compared to HSPICE for the RC
tree in Figure 5

Delay Metric
Node MECM ECM D2M Elmore h-γ DM1 DM2

1 46.3 69.1 51.9 180.4 -1.4 72.2 193.1
2 12.2 17.3 12.4 82.7 -5.1 17.5 57.2
3 10.2 -1.7 7.7 68.7 1.9 10.5 36
4 2.3 -12.2 -0.6 42.1 0 -0.6 -3.2
5 0.4 -12.7 -1.7 33.4 3.4 -0.7 -18.5
6 8.7 12.8 8.9 67 -4.7 10.5 30.4
7 0.1 -3.1 -1.5 30.5 -0.8 1.8 -24.9
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Fig. 6. Ten-segment RC ladder

Table 2. Relative errors(%) of each delay metric compared to HSPICE, averaged for
100 random ten-segment RC circuits

Delay Metric
Node MECM ECM D2M Elmore DM1 DM2

1 292.6 314.7 273.4 1212.8 625 3385.3
2 117.9 132 115.2 377.1 180.9 553.8
3 53.1 64.3 54.3 183.9 74.9 198.1
4 30.1 32.9 24.6 104.9 31.5 80.4
5 14.1 17.6 10.3 68.4 12.4 30.3
6 8 9.9 3.3 49.5 3.7 4.3
7 5.6 6.4 0.6 39.8 1.1 10.4
8 4.7 5 0.1 35.4 1.4 18
9 4.3 4.5 0.1 33.2 2.9 22.2
10 4.1 4.3 0 32.3 4.1 24.3

Also, to verify the accuracy of MECM for the case of circuits having signifi-
cant resistive shielding, we have experimented the method proposed by [4]. The
test circuit is ten-segment RC ladder as shown in Figure 6, and each resistor
and capacitor is randomly chosen between 1kΩ ∼ 20kΩ and 1fF ∼ 20fF , re-
spectively. We have generated 100 random circuits and averaged relative errors
of delay times and then, the results compared with the previous delay metrics
are shown in Table 2. The data for the previous delay metrics have been re-
ferred from [4]. As shown in Table 2, the accuracy of MECM is again similar
to D2M.

4.2 Experiments for FDM

4.2.1 Case using MECM to compute step delay
Table 3 presents the relative errors of delay times computed using FDM at each
node of Figure 5. Delay times under step input to be applied to FDM is com-
puted by MECM, and the rise time of input signal is in the range of 0ns and
5ns. The more the experimented node is close to far-end nodes and the more
the input signal rise time is lengthened, the more the accuracy of FDM(using
MECM) increases. The error of FDM at near-end nodes is caused by the error
of MECM. Estimation of delay times by combining FDM with MECM will show
the best performance in timing analysis in which accurate estimation of far-end
nodes is important and fast estimation time is required.
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Table 3. Relative errors(%) of FDM using MECM compared to HSPICE for each node
in Figure 5

Node
tr 1 2 3 4 5 6 7
0ns 46.3 12.2 10.2 2.3 0.4 8.7 0.1

200ps 49.3 13.6 11.2 2.8 0.7 9.5 0.4
400ps 49.9 16 13.4 3.8 1.4 10.9 0.9
600ps 37.2 17.5 15.5 5.1 2.1 11.9 1.4
800ps 30.6 17.1 16.7 6.2 2.9 11.7 2
1ns 27.2 14.8 16 7 3.4 10.6 2.4

1.5ns 22.5 12.1 11.1 6.4 3.5 8.4 2.3
2ns 18.6 10.7 8.9 4.4 2.2 7.6 1.3
3ns 11.7 7.8 6.4 3.1 1.3 5.9 0.5
4ns 7 5.1 4.4 2.4 1.1 4.1 0.5
5ns 4.1 3.1 2.9 1.7 0.9 2.7 0.5

Table 4. Delay comparisons for each node in Figure 5 using RICE as the ideal delay
metric(in ps)

rise time 250 500 1000 2000
node FDM PERI RICE FDM PERI RICE FDM PERI RICE FDM PERI RICE

1 224 207 210 279 235 272 389 321 371 508 465 466
2 390 383 383 426 407 409 507 479 499 619 604 597
3 489 484 482 518 505 498 592 572 578 709 702 699
4 708 707 705 727 724 716 779 781 761 876 896 884
5 851 851 849 866 867 859 908 921 900 995 1030 1014
6 465 461 461 495 484 487 568 555 570 677 678 668
7 924 925 923 938 941 933 976 994 974 1058 1102 1086

4.2.2 Comparison of FDM and PERI
Table 4 shows a comparison between the FDM and experimental data presented
in a recent work [7], for estimating delay times under ramp input. The PERI in
Table 4 is the method proposed in [7] and utilizes RICE(4-pole) [13] to compute
delay times under step input. Since the FDM is compared with the PERI, delay
times under step input used in the FDM have also been provided from RICE
algorithm.

As shown in Table 4, the accuracy of FDM is similar to that of PERI at all
the range of rise times and all the nodes. This validates that the performance of
FDM is close to PERI even though using FDM does not use circuit moments.

5 Conclusions

We have proposed an analytic technique, FDM, to estimate delay times under
ramp input in a simple closed-form expression. The FDM is the technique ex-
tending delay metrics for step inputs to realistic non-step inputs easily. The FDM
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can estimate delay times under ramp input easily without using circuit moments,
on the other hand, the PERI uses two circuit moments. To verify the validity
of FDM, we have experimented with the same condition as in PERI and shown
that FDM supports high accuracy, in spite of having the lower computational
complexity than PERI.

In addition, to improve the disadvantages of previous delay metrics, we have
proposed a new RC delay metric under step input, called MECM. We have
compared the MECM with the previous delay metrics and validated that the
accuracy of MECM is at least as same as that of the previous ones. Therefore,
delay estimation by combining FDM with MECM will yield fast analysis time.
Also, an estimation by combining FDM or MECM with the previous delay met-
rics may deal with various requirements (accuracy or estimation time or their
compromise) in timing analysis flexibly, and we expect that the proposed delay
metrics improve the performance of CAD tools requiring several millions of delay
calculations for timing verification.
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Abstract. Continuing advances in VLSI technology render a billion-
transistor SOC device inevitable in the near future. However, along with
this opportunity the excessive amount of power that billions of transis-
tors will consume will be the most important challenge to the design
of the future chips. Many techniques have been developed in order to
reduce the power consumption of microprocessors. Unfortunately, this
often comes at the expense of performance. In this paper, we describe a
number of techniques which are currently used when designing low power,
high performance microprocessors. These include fabrication process, cir-
cuit technology, and microprocessor architecture. Since most techniques
result in complex tradeoffs, we will show how decisions regarding the
selection of a low power design approach require careful consideration.

1 Introduction

Since the first appearance of microprocessors, many hardware techniques have
been developed in order to improve their performance. Nowadays, emerging fab-
rication technologies even make a billion-transistor processor feasible. However,
the power consumption generated by a billion transistors in a microprocessor
will shortly become one of the main obstacles to the design of such large ma-
chines due to its high power consumption. The efforts at conserving power which
had been mostly targeted at embedded systems in order to save battery power,
increase mission time, etc. must now be geared towards reducing the wafer oper-
ating temperature to within reasonable limits [1]. Previous approaches to lower
the power consumption of microprocessors largely concentrated on architecture-
independent techniques such as low power fabrication technology (e.g., Silicon
� This work was supported in part by the Ministry of Information and Communication,

Korea, under the ITRC program supervised by the IITA and in part by the Research
Grant of Kwangwoon University in 2005.
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On Insulator [2]), scaling voltage and/or frequency according to the level of
power consumption [3], and gating the clock signal to inoperative logic [4]. In
truth, several of these techniques can be simultaneously used.

More recently, in addition to architecture-independent low power technolo-
gies, architectural innovations such as clustered architectures [5] have also been
seriously studied. Indeed, it is well known that partitioning the microarchitec-
ture into several clusters decreases power consumption by reducing the issue
width of a superscalar architecture. Power management is another architectural
approach for high performance microprocessors. Its role in high performance mi-
croprocessors remains to prevent damage to the chip due to the occasional heat
generated. This is done by constraining the functionality of the microprocessor.
Once a good power management scheme has been designed to take care of the
excessive heat, designers could concentrate on improving performance.

In summary, power issues for microprocessors should be considered through-
out the design process. It is the goal of this paper to describe, compare, and
contrast the many power issues one encounters in microprocessor design at all
the different stages. We begin by describing the various low power design layers
in Section 2. Moving up one level, the efficiency of microprocessor architectures
in terms of power consumption is discussed in Section 3. A design technique
at the architectural level, the clustering technique, is introduced in Section 4.
Another architectural level technique, power management, is discussed in Sec-
tion 5. Software techniques are discussed in Section 6. Finally, we conclude and
summarize the possible techniques of low power design of microprocessors in
Section 7.

2 Design Layers for Low Power

Most work on managing power consumption in modern microprocessors has
focused on reducing power consumption while keeping performance at acceptable
levels. Designing a low power processor requires addressing all aspects of the
design process from the selection of a low power technology to the architectural
choice. However, it should be noted that, once the microprocessor has been fully
optimized for speed, any attempt at reducing power consumption will inevitably
cause a degradation in performance. Hence, low power method must be carefully
selected and balanced against design for performance. This tradeoff will become
more critical when, as we have seen, high power consumption will translate into
unacceptable device temperatures. There are four layers of power-aware design
methodologies. Those four design layers are mostly independent of each other,
and can thus be often applied together. Let us now describe them in more detail
and provide some examples.

– Technology Solutions
Once the whole circuit has been designed, transition to finer design rules re-
duces the power consumption, if we keep the same functionality. However, it
should be noted that deep submicron technology does not solve all problems:
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for one thing, it encourages the addition of more functionality which cor-
respondingly increases the total power consumption. Technology solutions
include:
• Low voltage technology is now quite close to the threshold voltage which

can physically turn on the transistors and is limited in its future applica-
bility.

• Silicon-on-insulator (SOI) is one of the state-of-the-art CMOS technolo-
gies. The small junction capacitance of SOI reduces gate delay and power
consumption. However, the floating body effect of SOI makes design dif-
ficult [2].

– Layout and Circuit Techniques
Low power circuitry such as low-power flip-flops can be used to lower power
consumption. However, low power logic often has low performance. In order
to avoid the low power logic’s degradation of the performance of microproces-
sors, dual voltage circuits [6] (high voltage circuitry for the fast response that
is necessary only for the critical signal path and low voltage circuitry for the
non-critical path) can be used. Another technique is clock gating [7, 4] in
which the clock is effectively not supplied to idle units. These techniques
have disadvantages due to difficulties in the design of Power and clock
distribution lines.

– Architectural Decisions
Different microprocessor architectures such as in-order execution and out-
of-order execution have varying efficiency with regards to power consump-
tion. According to Gonzalez et al. [8], pipelining increases the efficiency by a
large amount, while out-of-order execution increases the efficiency by only a
relatively small amount. The targets of a restructuring of the microarchitec-
ture include the number of functional units, the issue bandwidth, the cache
size, etc. Architectural variations such as clustered microarchitecture super-
scalar [5] are also possible. The power management scheme is also important
because optimization for relatively uncommon situations such as peak power
is not efficient for other cases.

– System Softwares
The whole design task of many modern devices is completed with its operating
software. In addition to those hardware layers, low power software solutions
for compiler and operating systems can also be considered [9]. Knowing the
power consumption imposed by each instruction in the instruction set helps
the compiler increase performance while satisfying the power constraints [10].
For example, reducing the total number of instructions while maintaining in-
stantaneous power consumption below a certain level reduces the total energy
consumed. Job scheduling based on power consumption of running programs
also helps keep the power consumption of the system low [11].

3 Power-Efficiency of Microprocessor Architectures

In general, there is a strong relationship between power consumption and per-
formance. The large number of transistors in modern microprocessors is mostly
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used to exploit Instruction Level Parallelism in superscalar architectures. How-
ever, due to the inherent limits of parallelism among instructions, single thread
models cannot efficiently utilize resources in superscalar processors.

It is easiest for a compiler to effectively manage the power consumption in
Very Long Instruction Word (VLIW) architectures [10]. Code Morphing tech-
niques [12] show that well-optimized codes efficiently utilize resources and that
consequently a typical VLIW processor would consume less power. However, is-
sues regarding the design of a compiler sophisticated enough to efficiently utilize
all resources and the compatibility of Instruction Set Architectures remain to be
addressed.

On the other hand, we can improve the performance of microprocessors by
exploiting Thread Level Parallelism (TLP) [13]. A single-Chip Multiprocessor
(CMP) has several small microprocessors on a single silicon die [14]. Running
multiple threads in parallel on a CMP returns a significant performance gain
because of the exploitation of TLP in addition to ILP. The small instruction
issue width of a CMP also contributes to a lower power consumption and to
a possible increase of the clock frequency [15]. Furthermore, one can turn off
standby modules with on-chip power switches. However, CMP does not have
enough resources to exploit Instruction Level Parallelism within a thread and
has low performance if only few threads are present.

Yet another approach, multithreading, can exploit Instruction-Level Paral-
lelism as well as Thread-Level Parallelism because of its ability to share re-
sources [16, 13]. Simultaneous MultiThreading (SMT) has been proposed as an
architectural technique whose goal it is to efficiently utilize the resources of a su-
perscalar machine without introducing excessive additional control overhead [17].
From an architectural point of view, the SMT architecture is one of the most
efficient architectures in terms of resource utilization. Unlike CMP however, a Si-
multaneous MultiThreading processor does not have standby modules with any
running threads because most modules are shared. However, the high resource
utilization of Simultaneous MultiThreading should lead to a better performance
per unit power consumption [18].

4 Microarchitecture Clustering Techniques

One of the most significant factors which affect power consumption in superscalar
architectures is the instruction issue width. Increasing the issue bandwidth in-
creases not only the complexity of the instruction queue (which is also known
as the issue window) but also the number of read/write ports in register files,
the number of functional units, and the result bus width. In order to reduce
the effect of a large instruction issue width, microarchitecture clustering tech-
niques are used for microprocessor architectures [5, 19]. By appropriately clus-
tering the microarchitecture, the power consumption decreases dramatically and
the performance can be sustained if instruction dispatches are carefully sched-
uled in order to minimize the dependencies between clusters (i.e., intercluster
dependency).
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Fig. 1. Generalized Multiple Cluster Superscalar Architectures

With clustering techniques, the instruction issue width is divided into several
small clusters. Figure 1 represents a generalized two-cluster superscalar archi-
tecture. Each cluster has its own issue window, register file, functional units,
and result bus. Since superscalar architectures execute only a single thread at
a time, there are heavy data and control dependencies between instructions in
the two instruction queues. Forwarding logic (FDL in Figure 1) resolves those
dependencies by transferring data from one cluster to the other.

The Alpha 21264 microprocessor [20] has such multiple clusters based on
functional types of instructions, an integer type and a floating-point type. In
addition to the conventional floating-point cluster, the integer execution units
of the Alpha 21264 are classified into two identical clusters. Each integer cluster
has its own full size register file synchronized with the register file in the other
cluster. The synchronized full size register files resolve intercluster dependencies.
The disadvantage of the clustered superscalar architecture is the performance
degradation it incurs due to the underutilization of resources.

In order to avoid the underutilization of clusters due to the ratio of instruc-
tion types (the ratio of the number of integer over the number of floating-point
instructions, in this case), some microarchitecture clustering techniques evenly
partition the hardware resources of a microprocessor [5]. Since each cluster has
both integer and floating-point functional units, instructions can be distributed
to any cluster. However, fair instruction distribution and resolution of interclus-
ter dependencies become crucial issues. Those two problems not only increase
the complexity of the dispatch unit and forwarding logic but also demand heavy
compiler support [21].

5 Power Management

As we have seen, as microprocessor fabrication reaches the deep submicron level,
the total power consumption of a given architecture decreases for a given func-
tionality. However, enlarging range of mobile applications introduce more strict
power constraints into embedded systems. Therefore, even more dynamic power
management schemes must be introduced in order to keep the heat produced
by the microprocessor to within the desired operational range. These techniques
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consist of power or thermal detection and performance throttling. The dynamic
power management techniques, include:

– Clock Gating
In modern microprocessors, the clock distribution logic consumes a large
portion of the total power consumption. Turning off the clock to the idle
part of the processor can save significant amounts of power [6]. Because
of their huge size, modern microprocessors requires a very complex clock
distribution. In turn, this means that applying clock gating to all finer details
in the circuitry of a microprocessor is often quite hard.

– Global Voltage and Frequency Scaling
By checking the type of power supply, the supply voltage and the system
clock frequency are controlled. Intel SpeedSetp [22] switches the voltage and
the clock frequency between normal mode and low power mode. For example,
if the battery power source is activated, the processor turns to the low voltage
and low frequency mode. However, time critical applications may suffer from
the lower performance.

– Dynamic Voltage and Frequency Scaling
LongRun technology [12] by Transmeta changes the supply voltage and the
clock frequency on the fly. A monitoring program picks an appropriate volt-
age and a clock frequency needed to run the application according to the
performance demands. The dynamic voltage and frequency scaling needs to
be extremely carefully designed because the dynamic clock control is complex
with on-chip PLL and modules that operate with different clock rates [3].

– Instruction Cache Throttling
While adopting the voltage and frequency scaling increases design complexity
and constraints, PowerPC offers an alternative in the form of an architectural
power management scheme [23]. In the PowerPC, instruction forwarding
rates from the instruction cache to the instruction buffer can be controlled
by setting the rate control register. Therefore, the idle time of the CPU
increases and the overall temperature decreases.

Table 1. Summary of power management techniques

Power Management Features
Scheme
Clock Gating Implementation is possible without architectural change.

Fine calibration of clock distribution network is required.
Global Vtg/Freq Design constraints due to V/F scaling is relatively loose.
Scaling Response time is slow in the low power mode.
Dynamic Vtg/Freq Effective power control with Fast response time. Timing
Scaling constraints of each module is complicated because of fast

V/F change.
On-chip Power Design and control of power management unit is simple.
Switches It is hard to turn off sub-modules individually.
I-Cache Throttling Changing fetch policy in architectural level is fairly easy.

Serious performance degradation if the fetch is a bottleneck.
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According to Brennan et al. [6], the most effective way to save power is by
changing the logic or architecture early, at the high-level design stage. Table 1
summarizes the power saving techniques we have described. It shows that most
dynamic power management techniques sacrifice performance to save power.
In order to preserve performance while saving power, one needs to analyze the
pattern of power consumption in detail and then reduce the number of idle units.

6 Software Low Power Techniques

Nowadays, the performance of the processor and the size of memory have been
drastically increased. These increments are usually accompanied by increasing
the power consumption. Especially, the memory is one of significant factors in-
creasing the power consumption. Most memory operations have relatively large
power cost, both within processor and in the memory systems. Thus, the power
management of the memory is one of the critical issues in the modern embedded
system, since the portion of the memory system in the whole power consumption
is drastically increased.

To reduce the power consumption in memory system, the number of memory
accesses should be reduced. In order to achieve this goal memory access patterns
are analyzed and classified to rearrange the sequence of memory access [24]. The
page allocation is also considered. A cooperative hardware/software approach
was proposed by Lebeck et al. [25, 26]. The proposed works explore the inter-
action between the page allocation in the view of software and the dynamic
hardware control policies in the view of hardware. To improve the energy effi-
ciency, the data access pattern is explored to allocate the page in the DRAM
cooperating with the dynamic hardware power management policies.

Another software low power approach is resource scheduling technique. Since
embedded systems must operates in various conditions of power restriction, the
embedded real-time operating system (RTOS) should manage its resource adap-
tively. Tasks for the devices in the system can be rescheduled on the fly according
to power conditions [27]. On the other hand, Pillai et al. [28] proposed a real-
time scheduler for the RTOS that can regulate hardware power management
techniques, especially dynamic voltage scaling.

7 Conclusion

High performance microprocessors have traditionally been developed for per-
formance without much consideration to power consumption. The well known
increase in the gate count of modern microprocessors correspondingly increases
the amount of heat produced, so much that conventional cooling systems cannot
effectively extract it. Hence, in the near future, the main design constraint in
high performance microprocessor design has to become heat dissipation or its
other form - power consumption.

Conventional low power technologies such as low power fabrication technol-
ogy and clock gating techniques reduce the power consumption which is inde-
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pendent of the architecture of the microprocessor. In addition to architecture-
independent technologies, architectural restructuring such as clustered microar-
chitecture techniques and its effectiveness on low power design are also serious
contenders. In addition, As the power consumption of systems increases, system
level techniques such as power management are emerging as the most important
issue for embedded systems due to their adaptivity to various environments.
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Abstract. As modern microprocessros and embedded processors em-
ploy deeper pipelines and issue multiple instructions per cycle, accurate
branch predictors become an essential part of processor architectures. In
this paper, we introduce a history length adjustable gshare predictor for
the high-performance embedded processors and show its low-level imple-
mentation. Compared to the previous gshare predictor, history length
adjustable gshare predictor selectively utilizes the branch history, result-
ing in substantial improvement in branch prediction accuracy.

Keywords: Branch Prediction, Branch History, History Length Adjust-
ment, gshare Predictor.

1 Introduction

Modern microprocessors employ deeper pipelines and issue multiple instructions
per cycle. Under these conditions, miss-predicted branch instructions require
substantial amount of execution time to correct the execution path, resulting in
considerable decrease of IPC. In the field of embedded processors, such technol-
ogy trends are expected to be realized in a near future as well[1][2].

Until now, many dynamic branch predictors have been proposed, with their
distinctive unique features. However, the complex hybrid branch predictors can
not directly be implemented in embedded processors, due to the strict hardware
resource constraints in its environments. Instead, most branch predictors in em-
bedded processors still have used the small-scale bimodal style predictors[2].
However, prediction accuracy of branch predictors which utilize the correla-
tion features, such as GAg, gshare, is expected to increase, as shown in many
previous researches[3][4]. Compared to the complex hybrid branch predictors,
gshare predictor has a relatively simple structure and its hardware requirement
is quite modest. Further, although gshare predictors require more hardware bud-
get than bimodal predictors, we think that the requirement will be moderated
in a near future, and gshare predictor will become one of common choices in
high-performance embedded processors.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 631–638, 2006.
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In this paper, to additionally increase the branch prediction accuracy of gshare
predictor, we propose history length adjustable gshare predictor and show its
low-level implementation. The rest of this paper is organized as follows. Section 2
describes the related works about this paper. Section 3 proposes history length
adjustable gshare predictors and show its low-level implementation. In section 4,
we simulate our proposal and discuss the simulation results. Finally, section 5
concludes this paper.

2 Related Works

Originally, the branch address (PC) was firstly proposed to index the Pattern
History Table (PHT). This style of predictors is often called the bimodal pre-
dictor and it is still widely used in current microarchitectures and embedded
processors, because the bimodal execution of branch instruction is one of main
characteristics of most branch instructions. However, since the introduction of
two-level adaptive branch predictor, Global Branch History (GBH) has been a
major input vector in branch prediction, together with the address of branch in-
struction[3]. Some branches, especially conditional branches, are strongly corre-
lated to the outcomes of a few past branch instructions. In case of these branches,
the GBH can efficiently utilize the correlation features of branch instruction, re-
sulting in prediction accuracy enhancement. However, one of the main problems
which cause the degradation of the prediction accuracy is PHT aliasing. It causes
the prediction results of multiple branch instructions map into the same entry
in the PHT. The first scheme to address the aliasing problem was the gshare
predictor[4]. The idea of this predictor is the exclusive-or function between two
input vectors (PC and GBH), and this function makes more even use of the
PHT entries.

Besides, the length of GBH is statically fixed for all branch instructions in
gshare predictors, and the history length is usually selected in accordance with
the size of PHT. However, many previous works showed that different branch
instructions require different length histories to achieve high prediction accu-
racies [5][6][7]. J. Kwak proposed the history length adjustment algorithm and
the required hardware module[8]. The proposed solution tracks data dependen-
cies of branch instructions and identifies strongly correlated branches(called key
branch) in branch history, based on operand register in branch instruction. By
identifying the key branch, it selectively uses the information of key branch
in GBH, resulting in different history length for each branch instruction. In
this paper, we make use of this idea, and we propose history length adjustable
gshare predictor and show its low-level implementation, which provides the
history length adjustment capability.

3 History Length Adjustment in gshare Predictor

In this section, we propose history length adjustable gshare predictors and show
its low-level implementation. At first, Fig. 1 shows the original gshare predic-
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tor. The original gshare predictor utilizes the Program Counter (PC) and the
Global Branch History (GBH) for each branch instruction. And then, the PHT
is indexed by the exclusive-or function between these two input vectors. Mc-
Farling[4], who proposed the predictor, firstly observed that the exclusive-or ing
the PC with GBH has more information than either component alone. That is,
exclusive-or ing two input vectors produces more unique pattern to index the
PHT.
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Fig. 1. gshare Predictor

Compared to Fig. 1, Fig. 2 shows the low-level implementation of gshare
predictor. In Fig. 2, we assume that the GBH and the PC used are 8 bits and
10 bits, respectively. The GBH can be implemented by 8 bit shift register and
each GBH field is bit-wise exclusive-ored with the PC field.
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Fig. 2. Low-Level Implementation of gshare Predictor

The formal definition of the proposed predictor, the history length adjustable
gshare predictor, is shown in Fig. 3. As shown in Fig. 3, the main operation of
history length adjustable gshare predictor is composed of six steps. When history
length adjustable gshare predictor predicts the branch instruction Bi in predic-
tion time c, the address of Bi(Addressi) is obtained in step 1. In step 2, the last
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Fig. 3. History Length Adjustable gshare Predictor

m outcomes of GBH are extracted and fed into GHR(GlobalHistoryRegister)i.
Then, history length adjusting function φ produces the adjusted history vector
Hc using GHRi and Length Indicatori in step 3, PHT index function ω selects
the entry Qc on PHT from Hc and Addressi in step 4, and the prediction de-
cision function λ predicts the prediction results Zc for branch instruction Bi,
using the counter value Statec on PHT entry Qc in step 5, sequentially. Finally,
next state resolution function δ decides the next state (Statec+1) of Qc entry on
PHT with Statec and Hi,c in step 6.

Fig. 4 shows an implementation for the proposed predictor. The only difference
from the original gshare predictor is the and function before the xor function.
In Fig. 4, before executing xor function between GBH and PC, original GBH is
fitted by Length Indicator through the and function. At this time, we use the
modified value of Length Indicator by the Global History Enabler (GHE), then
the fitted history is bit-wise exclusive-ored with PC. In this manner, each field
of GBH is selectively provided to index the PHT, by the combination of and
function and xor function.

0  0  1  1  1  1  1  1

Modified 
Length_Indicator

1  0  1  1  0  0  1  0

Global History (8 bits)

and 0  0  1  1  0  0  1 0
History Fitting

Fitted 
History
6 bits

0  0  1  1  0  0  1 0  0  1 

xor
PHT

Program Counter

Fig. 4. History Length Adjustable gshare Predictor
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Fig. 5. Alternative Implementation for History Length Adjustable gshare Predictor

On the other hand, Fig. 5 shows low-level implementation of the history length
adjustable gshare predictors. The additional hardware costs, compared to Fig. 2,
are Global History Enabler (GHE) and and function. The main role of GHE is
the modification of Length Indicator value, as mentioned in above, to selectively
provide the branch history. In GHE, the original bit vector of Length Indicator
is modified as follows; set each bit field as logic value 1 from the most MSB
field of bit 1 to LSB field (ex., from 00101100 to 00111111). Then, and function
selectively provides each GBH field.

4 Performance Evaluation

In this section, we evaluate the performance of our proposal. We use an event-
driven simulator, SimpleScalar [9], for our simulation. As benchmark programs,
we use SPEC 2000 application suits[10]. Table 1 shows the overall system para-
meters and simulation environments.

At first, Fig. 6 and Fig.7 shows the miss-prediction rate(%) and IPC in 1K,
and 2K PHT, respectively. In our simulations, Length Adjustment is the proposed
solution in this paper. In addition, Profiled Best means the results of the best
miss-prediction rate through the prior-profiling for each application, and Fixed
Length means the results of the previous original gshare policy. As shown in
Fig. 6 and Fig. 7, the proposed solution outperforms the Fixed Length policy for
all applications, up to 5.6%. Further, the Length Adjustment policy, sometimes,
even outperforms the Profiled Best policy, in case of parser, eon, bzip2.

Fig. 8 shows the average miss-prediction rate for all applications, and the re-
sults are shown according to the PHT size. In this results, we can more easily
observe the performance of Length Adjustment policy and compare the perfor-
mance of proposed solution with the Profiled Best. Profiled Best is generally
considered as the optimal solution in many works. However, our policy even
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Table 1. Simulation Parameters

System Parameter Value

Fetch Queue 4 entries
Fetch and Decode Width 4 insructions
ROB entries 16 entries
LSQ entries 8 entires
Functional Units(Int and FP) 4 ALUs, 1Mult/Div
I-TLB 64(16 × 4ways) entries, 4K pages, 30 cycle miss
D-TLB 128(32 × 4ways) entries, 4K pages, 30 cycle miss
Predictor Style bimodal, 2-level, gshare
BTB entries 2048(512 × 4ways) entries
RAS entries 8 entries
Extra Miss Penalty 3 cycles
L1 I-Cache 16KB, direct-map, 32B line, 1 cycle
L1 D-Cache 16KB, 4-ways, 32B line, 1 cycle
L2 Cache(Unified) 256KB, 4-ways, 64B line, 6 cycles
Memory Latency first chunk=18 cycles, inter chunk=2 cycles
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Fig. 6. Miss-Predictin Rate and IPC, 1K PHT
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Fig. 7. Miss-Predictin Rate and IPC, 2K PHT
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outperforms the optimal result. This result is mainly due to the following fea-
tures of the proposed solution, such as fully-dynamic adjustment in program
execution time as well as per-branch history length adjustment, regardless of
application characteristics and system environments, to selectively provide the
strongly correlated branch history.
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Fig. 8. Average Miss-Prediction Rate for Each PHT Size

5 Conclusion

The accurate branch predictors have become one of essential parts of modern
microarchitectures and embedded processors. In this paper, we presented History
Length Adjustable gshare predictors, which can dynamically change the history
length used, and we showed its low-level implementation. In simulation parts,
the proposed solution provides substantial prediction accuracy enhancement,
compared to the original gshare predictor. Further, history length adjustable
gshare predictor, sometimes, provides better prediction accuracy than the results
of prior-profilings, which are generally considered as an optimal solution.

References

1. Steve Furber, “ARM System-on-Chip Architecture”, Second Edition, Addison-
Wesley, 2000

2. Intel XScale Core Developer’s Manual, January 2004
3. Yeh, T. Y. and Patt, Y. N., “Two-level adaptive branch prediction”, In Proceedings

of the 24th ACM/IEEE International Symposium on Microarchitecture, 51-61,
1991

4. McFarling, S., “Combining branch predictors. Tech. Rep. TN-36m”, Digital West-
ern Research Lab., June, 1993

5. J. Stark, M. Evers, and Y. N. Patt, “Variable length path branch prediction”, In
Proc. 8th Int’l Conf. on Architectural Support for Programming Languages and
Operating Systems, pp. 170-179, 1998.



638 J.W. Kwak, S.T. Jhang, and C.S. Jhon

6. M.-D. Tarlescu, K. B. Theobald, and G. R. Gao, “Elastic history buffer: A low-cost
method to improve branch prediction accuracy”, In Proc. Int’l Conf. on Computer
Design, pp. 82-87, 1997.

7. T.Juan, S. Sanjeevan, and J. J. Navarro, “Dynamic history length fitting: A third
level of adaptivity for branch prediction”, In Proc. 25th Int’l Symp. on Computer
Architecture, pp. 155-166, 1998.

8. Jong Wook Kwak, “Effective Input Vector Management to Improve Branch Pre-
diction Accuracy”, Ph. D. Thesis, Department of EECS, Seoul National University,
2006.

9. D. Burger, T. M. Austin, and S. Bennett, ”Evaluating future micro-processors:
the SimpleScalar tool set”, Tech. Report TR-1308, Univ. of Wisconsin-Madison
Computer Sciences Dept., 1997

10. SPEC CPU2000 Benchmarks, http://www.specbench.org



 

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 639 – 648, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Security Engineering Methodology Based on Problem 
Solving Theory 

Sangkyun Kim1 and Hong Joo Lee2 

1 Yonsei University, Seoul, Korea 
saviour@yonsei.ac.kr 

2 Dankook University, Seoul, Korea 
blue1024@dankook.ac.kr 

Abstract. This paper answers the difficult problems that organizations face in 
business environments when they try to solve information security issues by 
suggesting the integrated methodology for security engineering. Contributions of 
this paper are summarized as following. The first is the provision of require-
ments of security engineering methodology based on the model of ill-structured 
problem solving. The second is the framework which integrates various methods 
and tools of security engineering. The third is a suggestion of the process model 
and components which support an entire lifecycle of security management. 

1   Problem Solving and Security Engineering 

Professionals are hired and retained in most contexts in order to solve problems [1]. 
Problems cluster into three kinds of problems such as puzzle problems, well-
structured problems, and ill-structured problems. Puzzle problems include content-
neutral puzzles, such as anagrams, the Tower of Hanoi problem [2], and the Nine 
Dots problems [3]. These are domain-independent and not tied either to school 
practice or to real-world practice [4]. Well-structured problems are well-defined in 
that all elements and processes needed to solve the problems are present. They also 
have single correct, convergent answers and preferred solution processes [5]. Ill-
structured problems are the kinds of problems that are encountered in everyday 
practice, so they are typically emergent dilemmas. However, real-world problems 
are often complex and ill-structured and therefore require different skills for suc-
cessful solutions [6, 7]. The security problems of organization occurred in real-
world should be managed as an ill-structured problem solving because the charac-
teristics of security problems are similar to the features of ill-structured problems. 
These are as follows: 1) Have vaguely defined or unclear goals [8]. 2) Possess mul-
tiple solutions, solution paths, or no solutions [9]. 3) Have no prototypic cases be-
cause case elements are differentially important in different contexts and because 
they interact [10, 11]. Jonassen proposed a seven-step process of ill-structured prob-
lem solving [4]. In this paper, Jonassen's seven-step model is used to design the 
framework of integrated methodology for security engineering. Table 1 summarizes 
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the relationships between Jonassen's model and the requirements of the integrated 
methodology for security engineering.  

Table 1. Relationships between Jonassen's model and the methodology for security engineering 

Jonassen's model Requirements of the methodology for security engineering 

Step-1: Identify the problem space 
R-1: Analyze the risks of valuable information assets to decide if 
problems really exist 

Step- : Identify and clarify the 
alternative perspectives 

R- : Evaluate the current status of information security systems to 
clarify diverse perspectives of security problems 

Step- : Generate the solutions 
R- : Make strategic plans of information security systems which are 
the solutions for security problems 

Step- : Assess validity of possible 
solutions 

R- : Justify the economic value of possible security controls based 
on the comparison between a cost of security controls and effects 

Step- : Monitor the problem space 
and solution options 

R-5: Estimate if the selected controls could improve the value of 
information security systems 

Step- : Implement and monitor  R-6: Select and introduce the proper security controls 

Step- : Adapt the solution 
R-7: Operate security systems to provide feedback for adjustment 
and adaptation of current systems 

2   Previous Researches 

Previous researches on the methodology for security engineering are as follows: ma-
turity model for information security, evaluation or auditing indices for ISMS, and 
management guidelines. The SSE-CMM is a compilation of the best-known security 
engineering practices [12]. It suggests some goals of security engineering are to [13]: 
Gain understanding of the security risks; Establish a balanced set of security; Trans-
form security needs into security guidance; Establish confidence or assurance in the 
correctness and effectiveness of security mechanisms; Determine that operational 
impacts due to residual security vulnerabilities; Integrate the efforts of all engineering 
disciplines and specialties. The NIST handbook provides the assistance in securing 
computer-based resources by explaining important concepts, cost considerations, and 
interrelationships of security controls. It illustrates the benefits of security controls, 
the major techniques or approaches for each control, and important related considera-
tions [14]. It consists of three controls: management controls, operational controls, 
and technical controls. BS7799 is the most widely recognized security standard in the 
world. It consists of ten major sections, each covering a different topic or area [15]. 
BS7799 provides general guidance on the wide variety of topics. BS7799 does not 
provide enough information to support an in-depth organizational information secu-
rity review or to support a certification program. SC27 WG1 of ISO/IEC JTC1 sug-
gested ISO/IEC TR13335. It consists of 5 parts: Part 1- Concepts and models for IT 
Security, Part 2- Managing and planning IT Security, Part 3- Techniques for the man-
agement of IT Security, Part 4- Selection of safeguards, Part 5- Application of IT 
security services and mechanisms [16]. 

Table 2 summarizes the objectives of previous researches and the relationships be-
tween previous researches and this paper. The column of relationship describes how 
previous researches are referred in this paper. 
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Table 2. Summary of previous research: objective & relationship 

Category Objective Research Relationship 
International 
standards 

Auditing of ISMS [15] Evaluation factors of ISMS 

Life cycle of security 
activities 

[14, 16, 17] Process model (roadmap) of this methodology General 
methodology 

Domain and capability 
of security engineering 

[13] Maturity model of ISMS 

Risk analysis [18, 19] Analysis model of information assets for security 
strategy planning 

Assessment of ISMS [20, 21] Evaluation factors of ISMS 
Evaluation of security 
products 

[22, 23, 24] Evaluation and selection process of security 
controls 

Evaluation 
and analysis 

Classification, decision 
and comparison factors 

[25, 26, 27, 28 , 29, 
30,  31, 32, 33] 

Evaluation and selection factors of security 
controls 

Concept [34, 35, 36, 37] Framework of economic justification of security 
investment 

Empirical study [38, 39] Process of economic justification of security 
investment 

Economic 
justification 

Cost factors of security 
systems 

[40, 41, 42] Cost factors of economic justification of security 
investment 

3   Framework of Integrated Methodology for Security Engineering 

The framework of the integrated methodology consists of the patterns and scenarios 
(level 1), road map (level 2), and components (level 3) [12, 43, 44, 45, 46, 47, 48]. 
The framework is illustrated in figure 1. 

Component

Information
Security
Strategy
Planning

(ISSP)

Level 3 Evaluation of
Information

Security
Systems
(EISS)

Economic
Justification
of Security

Investments
(EJSI)

Selection and
Introduction
of Security 

Controls
(SISC)

Mapping Layer

Roadmap
Planning Implementation Operation

Mapping Layer

Level 2

Traditional 
Approach

Radical 
Approach

PatternsScenarios

Pattern
&

Scenario

Level 1

 

Fig. 1. Framework of the integrated methodology for security engineering 

As described in section 1, the framework of this methodology is based on Jonas-
sen’s model of ill-structured problem solving. Level 1 defines organization-specific 
characteristics and generates a customized architecture of methodology. Level 2  
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provides a customized path from planning to operation according to the customized 
architecture generated in level 1. Level 3 provides functional components which  
support the path generated in level 2. 

4   Level 1: Patterns and Scenarios 

Scenarios define some special cases associated with the characteristics of organiza-
tions which need leading-edge systems for information security. The key milestones 
are specified by the scenarios which define special cases. Patterns define specific 
characteristics of an organization such as a scale of organization and scope of infor-
mation security systems. The master road map is converted to the scenario-applied 
road map through a scenario database, and the scenario-applied road map is converted 
to the strategy-applied road map through the strategy specific patterns. Finally, the 
strategy-applied road map is converted to the character-applied road map through the 
character specific patterns, and it is the fully optimized road map for the organization.  

5   Level 2: Roadmap 

The road map is a set of classification and relation of tasks that support lifecycle of 
information security systems from planning to operation. The road map is also a set of 
objective functions that the organization must execute successfully to achieve com-
petitiveness through information security systems, and it is purely related to business 
environments and implementation strategy. Therefore, the road map presented in this 
methodology should be customized into several paths by scenarios and patterns. The 
processes of the road map are illustrated in figure 2. This paper also suggests a certifi-
cation process because there are practical regulations forced by international organiza-
tions and domestic agencies in many countries. 

Start up AS-IS Analysis TO-BE Modeling Plan
Consolidation

Administrative
Architecture

Implementation

Logical
Architecture

Implementation

Physical
Architecture

Implementation
Closing

Emergency
Response Audit Change

Management Certification

Planning

Implementation

Operation  

Fig. 2. Roadmap 

6   Level 3: Component 

This methodology suggests four kinds of component. These are: ISSP for information 
security strategic planning; EISS for evaluation on information security systems; EJSI 
for economic justifications on an investment on information security systems; SISC 
for selection and introduction of security controls. These components are designed by 
the requirements analysis of the integrated methodology for security engineering 
which is based on Jonassen’s model for ill-structured problem solving. 
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6.1   Component: ISSP 

Jeon suggested a relational framework between an AS-IS model and TO-BE model 
for information strategy planning methodology [49]. ISSP suggests a relational frame-
work between an AS-IS model and TO-BE model based on Jeon's model and (CIS)2 
model [50]. The framework of ISSP is illustrated in figure 3. 

AS-IS

Strategic
Description

Implemental
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Assessment of current IS
Business environment
Technical environment

Business strategy
IS strategy
Business trend
Technical trend
Risk analysis

Imple-
mentation

Corrective
Control
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Admin. Control
Logical Control

Physical Control

Planning Operation

Corrective
Control

Recovery
Control

Detective
Control

Preventive
Control

Administrative Control
Logical Control

Physical Control

Planning

TO-BE

 

Fig. 3. Relational framework of an AS-IS and TO-BE model of information security strategy 

The key characteristics of four sectors of this model are described in table 3. 

Table 3. Key characteristics of transformation model 

Dimension Description 

A
S- IS

 AS-IS Strategic Description: An assessment of current information security systems introduces a brief
and wide review of AS-IS status and their problems and requirements. A business environment analysis
shows managerial risks. A technical environment analysis shows systematical risks.  

St
ra

te
gi

c 
D

e-
sc

ri
pt

io
n 

T
O

-B
E

 TO-BE Strategic Description: An analysis on a business strategy and IS strategy identify strategic re-
quirements of information security systems. A business and technical trends analysis suggest operational
requirements. A risk analysis prioritizes information assets and determines what should be secured first
based on its value which is estimated by its importance on business capabilities, vulnerabilities, and
potential threats.  

A
S-

IS
 AS-IS Implemental Description:   The existing information security strategy developed in last planning

operation is analyzed to identify what is planned to be implemented. Implemented models are analyzed to
validate if these were implemented as planned in strategy documents. An operation status is reviewed
including a change management, emergency response, audit, and certification to assess operational risks.  

Im
pl

em
en

ta
l 

D
es

cr
ip

tio
n 

T
O

-
B

E
 TO-BE Implemental Description:  The implemental description of TO-BE model is a strategy planning. It

only concerns on a modeling of administrative, logical, and physical controls and their implementation
plan.  

6.2   Component: EISS 

The evaluation factors consist of two categories: procedures and supporting sys-
tems. The evaluation factors of procedures are derived from Leem's model: complete-
ness, validity, consistency and feasibility [51]. Table 4 shows the evaluation criteria 
of procedures for information security planning. The evaluation factors of supporting 
systems are derived from Leem's model: organizational supports, investment, evalua-
tion system and education system [51]. Table 5 shows the evaluation criteria of sup-
porting systems for information security planning.  
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Table 4. Evaluation criteria of procedures for planning  

 Completeness Validity Consistency Feasibility 
Business 
Strategy 
Analysis 

Business mission, 
objectives, CSF 

Precision of analysis Alignment with TO-BE scope 
& goal 

Accuracy of gathered 
information 

Environ-
ment 
Analysis 

Competitive environ-
ments and technical 
environments  analysis 

Concreteness of SWOT 
analysis; Precision of analysis

Consistency in environmental 
analysis 
 

Accuracy of gathered 
information 

TO-BE 
Scope & 
Goal 

Scope; Goal; Objec-
tives 

Concreteness of objective and 
scope of planning; Concrete-
ness of mission and CSF 

Consistency with TO-BE 
modeling 

Compliance check 

AS-IS 
Model 
Assessment 

Administrative model; 
Logical model; 
Physical model 

Precision of analysis Consistency in each  compo-
nent of (CIS)2 model 

Accuracy of gathered 
information 

Risk 
Analysis 

Asset classification; 
Threat, vulnerability 
identification 

Methodology definition; 
Precision of decision on 
priority 

Alignment between asset and 
their threat 

Clearance of asset, threat 

TO-BE 
Modeling 

Administrative model; 
Logical mode; Physi-
cal model; Review and 
evaluation of plans 

Precision of analysis of 
improved models; Precision of 
review of plans 

Consistency between model-
ing structure and risk analysis;
Consistency among improved 
models; Consistency 
in  evaluation results with 
modification  of plan 

Accuracy of evaluation 
criteria; Adequacy of 
evaluation methods; 
Confirmation by the user 

Implemen-
tation 
Planning 

Project plan; Ap-
proval; Education 
plan; Maintenance 
plan 

Concreteness of IT project, 
education plan, and mainte-
nance plan 

Consistency in implemental 
road map of information 
security plan with IS or 
business strategy 

Feasibility of time, cost, 
quality, human resource, 
communication, pro-
curement, education and 
maintenance plan 

Table 5. Evaluation criteria of supporting systems for planning  

Dimension Criterion 
Organizational supports Organizational position of the manager who is responsible for project; Extent of top manage-

ments' commitment; Extent of users' commitment  
Investments in information 
security 

Duration of Implementation; Extent of material/human resources allocated; Extent of invest-
ments in each solution 

Evaluation of information 
security & plans 

Quality of performance measure for  information security & plans; Quality of quantitative 
measure for effectiveness; Quality of operation and maintenance plan 

Education system  Quality of education program; Extent of investments on education; Education ratio of total 
employees on information security 

6.3   Component: EJSI 

The cost factors consist of nine groups with two perspectives of the lifecycle and 
control category. The control category is derived from previous researches on security 
controls [25, 26, 27, 28, 29]. The cost factors are provided in table 6. The benefit 
factors consist of the operational benefits and the strategic benefits. The operational or 
strategic benefits may be categorized into one of three types of expression factor: 
economic factor which is measured and evaluated with monetary terms, numerical 
factor which is measured and evaluated with number or volume, and qualitative fac-
tor. Operational benefits mean the enhanced efficiency of organization's operations. 
The strategic benefits mean enhanced competitive advantages. According to Porter’s 
five competitive forces model, there are five threats such as the threat of new entrants, 
the power of suppliers, the threat of substitute products, and the rivalry among exist-
ing competitors [52].  The benefit factors are described in table 7. 
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Table 6. Cost factors of a security investment 

   Administrative Logical Physical 
Planning Loss of working; Staffing(planning TFT); Consulting;  

Awareness/training/education 
Computing; Comm. 
equipment; Analysis 
tool; System downtime  

Space; Supporting utility; 
Tempest/shielding; 
Monitoring/alarming  

Implemen-
tation 

Loss of working; Public charge; Staffing (implementation 
TFT); Outsourcing (app. development, system build up); 
Awareness/training/education  

OS; S/W; H/W;  DB; 
Contents; Comm. 
equipment; System 
downtime   

Space; Supporting utility; 
Tempest/shielding; 
Monitoring/alarming  

Operation Insurance; Public charge; Staffing; Certification; Aware-
ness/training/education; Loss of productivity  

Insurance; Maintenance;
Repair/ replace/upgrade 

Insurance; Maintenance; 
Repair/ replace/upgrade  

Table 7. Benefit factors 

Operational Factor Measurement index Measurement factor 
Revenue Direct losses; Compensation payment; Billing losses; Investment losses 
Service cost saving A/S cost saving 
Firm infrastructure saving Equipment rental saving; Space rental cost saving; Shipping cost saving 
Human resource cost 
saving 

Prevention of potential work losses; Temporary employment saving; 
Overtime cost saving 

Cost saving 
(Prevention of 
potential losses) 

Financial performance Lost discounts 
Increase of sales New customer occurrence; Existing customer preservation Added profitabil-

ity Increase of profitability Added premium value; Enhanced productivity 
Time reduction Reduced decision making time; Reduced decision making step Enhanced decision 

making Enhanced quality Enhanced problem cognition; Enhanced correctness 
Enhanced flexibility Enhanced business

function Enhanced credibility 

Strategic Factor Measurement Index Measurement factor 
Differentiation   Intensifying product functionality; Intensifying product awareness; Intensi-

fying switching cost   
Reduced threat of 
rivalry   

Cost advantage   Credit rating; Stock price   
Increased supplier   Supplier extension; Availability of company searching   Enhanced supplier 

relationship   Enhanced supplier 
manipulation   

Enhanced negotiation; Enhanced quality management   

Increased customer   Customer extension; Availability of customer searching   Enhanced cus-
tomer relationship Enhanced service   Availability of product/service information; Administrative support 

6.4   Component: SISC 

The key role of the SISC component is to provide the criteria for group decision mak-
ing on security controls. This paper takes Leem's model to suggest the first level of 
criteria [44]. Lynch, Scott, CSE, and ISO9126 are used to derive the second and third 
level of criteria [24, 53, 54, 55]. The decision criteria are described in table 8. 

Table 8. Decision criteria of SISC component  

1st depth 2nd depth 3rd depth 
track record market share, certification, relationship 
speciality security expertise, solution lineup, best practice, offers turnkey IT security 

Credibility of 
supplier 

coverage geographic coverage 
sales condition price, marketing program, maintenance, support services 
architecture hardware requirement, OS supported, source language, source code available, NOS 

supported,protocols supported, component model supported 
function preventive, detective, deterrent, recovery, corrective 

Competitiveness 
of product 

performance functionality, reliability, usability, efficiency, maintainability, portability 
vendor stability financial stability, vision and experience of the management staff Continuity of 

service contract terms warranty, product liability 
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7   Conclusion 

This paper answers difficult problems that organizations face in business environ-
ments when they try to solve information security issues by suggesting the integrated 
methodology for information security systems. It includes the methodology architec-
ture, integrated model of controls, process, and components. The methodology pro-
vided in this paper is compared with previous researches which have a relation to the 
security engineering in various aspects. This comparison is based on Leem and Leem 
& Kim's research which validate the contribution, significance and usefulness of the 
methodology [43, 56]. Table 9 summarizes the comparison results. 

Table 9. Comparison of the methodology  

 Objective Functionality Flexibility Usability 

This 
method-
ology 

- Effective planning, 
implementation and 
operation of enter-
prise information 
security systems  

- Security strategy planning  
- Selection and introduction of security 
controls  
- Evaluation of ISMS  
- Economic justification of security 
investments  

- Pattern and scenario 
frameworks  
- (CIS)2 model is used to 
provides a structured 
perspective with 36 cubes 
of security controls  

- Provision of de-
tailed process model, 
criteria and case 
studies  

SSE-
CMM 

- Ensuring good 
security engineering 
for systems (prod-
ucts) 

- Evaluation of security engineering 
practices 
- Customers' evaluation of a provider's 
security engineering capability 

- None - Provision of domain 
and capability  

NIST  
handbook 

- Securing computer-
based resources 

- Explaining important concepts, cost 
considerations, and interrelationships of 
security controls.  

- None - Provision of secu-
rity activities in the 
computer system life 
cycle 

BS7799 

- Auditing of infor-
mation security 
systems 

- Auditing which focuses on adminis-
trative and logical controls in preven-
tive perspective 
- It lacks in provision of auditing list of 
physical controls [15] 

- None - Provision of audit-
ing criteria of ten 
categories 

ISO  
13335 

- Risk management - Project planning 
- Risk analysis 
- Safeguard implementation 

- Provision of four kinds of 
risk analysis methods 

- Provision of con-
ceptual process 

The contributions of this paper are summarized as follows. The first is the provi-
sion of requirements of security engineering methodology. The second is the frame-
work which integrates methods and tools of security engineering. The third is a 
suggestion of the process model and components which work as the solutions or tools 
for ill-structured problems of information security. 
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Abstract. Traditional methods of documents classification need characteristic 
abstraction and classifier training. The work of collecting trainable text terms is 
laborious and time-consuming. Additionally, it is difficult to abstract the char-
acteristics from Chinese documents. In order to solve the problem, this paper 
proposes an ontology-based approach to improve the efficiency and effective-
ness of web documents classification and retrieval. Firstly, the approach estab-
lishes an ontology model based on Hownet[6] kownledge base and its method. 
Then, it creates ontologies for each subclass of the classification system. It uses 
RDFS to convert Hownet into ontology and to define the relations among on-
tologies. The web documents classification is performed automatically using 
the ontology relevance calculating algorithm. Comparing with the method of 
KNN[2], the results of our experiments indicate that the accuracy of ontology-
based approach is close to KNN, its algorithms is more robust than KNN, and 
its recalling rate is better than KNN. 

1   Introduction 

Finding the documents that users need among all the available documents is an impor-
tant issue. With the exponential growth of web information, it becomes more and 
more difficult to retrieve and organize the useful materials. An approach to solve this 
problem is to categorize documents, as in a library where the same class of books are 
shelved on their own bookcase. Traditionally, document categorization has been done 
by humans. However, there are problems with this, in that different people may cate-
gorize the same documents differently, and people working today may produce dif-
ferent results to people working tomorrow. The most natural solution to this problem 
is to use a computer to help people categorize documents consistently, and thus be 
able to retrieve items of interest easily. Most web sites, which offer content services, 
often classify the information into lots of categories. The categories are organized in 
an hierarchical structure. Nowadays, many simple documents retrieval systems are 
being supplemented with structured organizations. Traditionally, librarians use classi-
fication systems like Dewey and Library of Congress to organize vast amounts of 
information. Recently, web directories such as Yahoo and LookSmart have been used 
to classify web pages. Structured directories support browsing and search, but the 
manual nature of the directory compiling process makes it difficult to keep pace with 
the ever increasing amount of information. 
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The document retrieval approach in [12] attempts to parse the contents of a  
document. This method uses the SFC methods from Longman's Dictionary of Con-
temporary English. Because SFC maintains a lot of keywords from the Longman's 
Dictionary which are already classified, it easily categorizes documents into appropri-
ate classes by parsing the contents of documents. However, this approach is limited in 
that the keywords must be classified by humans, which is a difficult task. Others 
methods use keywords to retrieve documents. The systems first extract keywords 
from documents and then assign weights to the keywords by using different ap-
proaches. There are two problems in these methods: one is how to extract keywords 
precisely and the other is how to decide the weight of each keyword.To solve these 
problems, [13] issued approachs to automatically retrieve keywords with using ge-
netic algorithms to adapt the keyword weights. 

Our work looks at the use of automatic classification methods to supplement hu-
man effort in creating structured knowledge hierarchies. A wide range of statistical 
and machine learning techniques have been applied to text categorization, including 
multivariate regression models [8], nearest neighbor classifiers [6], probabilistic 
Bayesian models [10], decision trees [6], neural networks [5], symbolic rule learning 
[1,4], and support vector machines [7,12]. These approaches all depend on having 
some initial labeled training data from which category models are learned. Once cate-
gory models are trained, new items can be added with little or no additional human 
effort. 

2   Related Works 

Now some researchers use the methods of machine learning to classify texts. Typical 
approaches to Chinese text classification are SVMs [1], KNN [2] and LSA [3]. KNN 
and SVM have been reported as the top performing methods for English text classifi-
cation [4]. To solve information heterogeneity problems, [10] proposed a metadata 
dictionary as an assistant mechanism for solving semantic heterogeneity based on 
domain ontology. It introduced an XML-based data model to manipulate and express 
the metadata dictionary contents. [12] use general and intuitive knowledge representa-
tion languages for indexing the content of Web documents and representing knowl-
edge within them. The retrieval of precise information is supported by languages 
designed to represent semantic content. The use of Conceptual Graphs and simpler 
notational variants that enhance knowledge readability is advocated. 

Traditional methods of documents classification have these process steps. Firstly, 
they create a fixed number of predefined categories. Secondly, they collect some 
training texts and use them to train classifier. Thirdly, they use classifier to classify 
the documents into a category or multi-categories. In these methods, collecting large 
number of training text terms is a fussy work. It must be carefully done by hand, be-
cause these terms will affect the accuracy of classification. If the predefined catego-
ries changed, these methods must collect a new set of training text terms. This will 
use much manpower and material resources. At the same time, most of these tradi-
tional methods haven’t considered the semantic relations of word stems. So, it is diffi-
cult to improve the accuracy of these classification methods. However, extracting 
characteristic terms from Chinese texts is a difficult work because there are no distinct 
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boundaries in  Chinese sentences. In order to solve these problems, this paper put 
forward a new method of Ontology-based web documents classification. it creates 
documents classification ontologies from Hownet Chinese characters knowledge base. 
Then, it creates ontologies for each subclass of the classification system. It uses RDFS 
to convert Hownet into ontology and to define the relations among ontologies. The 
web documents classification is performed automatically using the ontology relevance 
calculating algorithm. 

3   Ontology-Based Web Documents Classification 

3.1   HowNet Method 

HowNet is an on-line common-sense knowledge base[6]. HowNet unveils inter-
conceptual relations and inter-attribute relations of concepts as connoting in Chinese 
lexicons and their English equivalents. in paper [9], it defines knowledge as a system 
encompassing the varied relations amongst concepts or attributes of concepts. The 
relation includes: “Hypernym-Hyponym”, “synonym”, “part-whole”, “material-
product”, “attribute-host”, etc. As a knowledge base, the knowledge structured by 
HowNet is a graph rather than a tree. HowNet attempts to construct a graph structure 
of its knowledge base from the inter-concept relations and inter-attribute relations. 
This is the fundamental distinction between HowNet and other tree-structure lexical 
databases.That is, if one acquires more concepts or captures more relations, one is 
more knowledgeable. The design of HowNet is based on its ontological view of the 
objective world. All physical and non-physical matters undergo a continual process 
of motions and changes in a specific space and time. The motions and changes are 
usually reflected by a change in state that in turn, is manifested by a change in the 
value of some attributes. The way we understand ‘attribute’ is that any object neces-
sarily carries a set of attributes. Similarities and differences between objects are 
determined by the attributes they each carry. There can be no objects without attrib-
utes. For instance, human beings have natural attributes such as race, colour, gender, 
age, and ability to use language as well as social attributes such as nationality, class 
origin, job, etc. 

3.2   Convert HowNet into Ontology 

An ontology is the set of concepts, the definition of concepts and the relations of 
concepts. According to [7], the development of ontology follows an evolving proto-
typing life cycle. Now, there are many ontology building methodologies, but none is 
widely accept. Our ontology construction method is: converts Hownet to ontology 
and then refines it. 

1. Ontology definition 

Ontology O:= ( meta_info, Concept, Relation, Rule ) (1) 

Here, meta_info is the Meta data of O. It includes the name of O, creator, date, etc. 
Concept is the set of concepts. Relation is the set of relations. Rule is the set of rules. 
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2. Ontology representation 
RDF and RDFS [8] have been developed by the W3C and together comprise a gen-
eral-purpose knowledge representation tool that provides a neutral method for de-
scribing a resource or defining an ontology or metadata schema. RDF and RDFS 
provide a syntactic model and semantic structure for defining machine-processable 
ontologies. So, RDFS can be used to describe Ontology. 

We use RDFS to convert HowNet into ontology. The words of Hownet are the 
classes ( or concepts) of ontology. The “Hypernym-Hyponym” relation of Hownet is 
converted to “SubClassOf” expression. “Synonym”, “Part-Whole” and some other 
relations are  attributes of classes. As depicted in figure 1, RDFS is used to describe 
“Part-Whole” and a class (or concept type). The  “PartOf”  notion represents the 
“Part-Whole” relation, and ID is the identity number of a class. 

3.3   Ontology-Based Classification 

The categories must be defined befor creating ontologies. The existed categories can 
be used too, for example, the directory of yahoo. Then, we will create ontologies for 
every category. The program 1 depicts the process of creating ontologies for every 
category. 

…… 
<rdf:RDF 
  xmlns=“http://localhost:8080/MyOntology#” 
  xmlns:OT="&OT;" 
  xmlns:rdf="&rdf;" 
  xmlns:rdfs="&rdfs;" 
  xmlns:a="&a;" 
> 
…… 
<rdf:Property rdf:ID="ParOf" 
  OT:comment=‘This is a relation that specifies that  
     the first concept is a part of the second con-
cept.’> 
</rdf:Property> 
…… 
<rdfs:Class rdf:ID="10"> 
  <rdfs:subClassOf rdf:resource="#31"/> 
  <a: Part Of rdf:resource="#15"/> 
</rdfs:Class> 
…… 

Program 1. Use RDFS to define the relation of ontologies. 

To improve the effectiveness, ontologies should be maintained frequently. The 
process of the maintenace needs the relevant knowledges of special professional do-
mains.  As more knowledges are adopted, ontologies become more effective.  

After creating ontologies for every category, the next work is calculating the rele-
vance of the ontologies. In the ontology model, the relevance is used to measure the 
relevant degree between the nodes in T_On and C. In general, the relevance is  
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 Input: dict_On and C.  

// dict_On is the Ontology converted by Hownet. 

// C is the name of category. 

Output: T_On. 

// T_On is the Ontology creating for C. 

Step1: Search C or synonyms of C in dict_On. 

Step2: Take the relations of dict_On as the sides of the graph, 

take the concepts of dict_On as the node of the graph. 

Then, dict_On comes into being a graph.  

Step3: Take C and synonyms of C as the center nodes of 

graph, then search N nodes which around the center. 

Take N nodes and their relations as T_On. 
 

Fig. 1. Process of creating pontologies for every category 
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Sim: Synonym
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Fig. 2. An instance of T_On (as depicted in figure 2) 

denoted by relevance_score. The figure 2 depicts  an instance of T_On, which is 
described in figure 1. 

Center is C and C’s synonyms In the figure 3. According the ontology model as 
depicted in the figure 3  we can see that C is not an isolated concept. It locates in a 
relation network. In this relation network, multiple concepts (class) connect C, but 
their relevance_score are different. If concept C1 and C have the relation of  “Syno-
nym” and concept C2 and C have the relation of “PartWhole”, C1’s relevance_score 
is bigger than C2. So, the relations affect the relevance_score. In order to calculate 
the relevance_score, we divide the relations into four types and use R1, R2, R3, R4 to 
denote them. R1 is “Synonym” and “InstanceOf”. If  the weight of R1 is w R 1

,  then 

w R 1
 is used to weigh the relevant degree between two concepts which have the rela-

tion of R1. R2 is “Part-Whole” relation and its weight is assigned to value wR 2
. R3 is  
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“RelationTo” relation and its weight is assigned to value wR3
. R4 is “subClassOf” and 

others relations, its weight is assigned to value wR 4
. It suppose that the expression 

0,,
4311 >> www RRR is granted. The distance between the concepts and C also affect the 

relevance_score. If the distance is longer, the relevance_score is smaller. So, Consid-
ering the relations and distance, we can use formula (1) to calculate the rele-
vance_score of every node in T_On. 

α
α

+
=

),(_
),(

Ctlenw
CtSim  

(2) 

Here, ),( CtSim is the relevance_score. ),(_ Ctlenw is the shortest distance be-

tween t and C. a is a parameter that can be used to adjust relevance_score. When 
fuction ),(_ Ctlenw  perform its calculation, it take the relations as undirected sides 

and set a value Lr
 for every side. Lr

is the distance between two adjacent nodes 

and wL Rir
−= 1 . It is expressed that if two adjacent nodes have relation Ri, the distance 

of them is wRi
−1 . The fuction ),(_ Ctlenw can be taken as two nodes’ shortest 

distance. The ontology-based algorithm for web documents classification is detailedly 
depicted in program 2. 

Input: the ontologies of every category and a web text 
W_T 
Output: the category that W_T belong to 
Algorithm:  
int Classify(W_T) 
{ 
  double max_sim=0;//maximum similarity 
  int index= -1; 
  for (i=0; i<amount_of_category; i++) 
  { 
    Concept_Set=Search_concept(i,W_T);  
    int number[n]; 
    number= Concept_frequency(Concept_Set, W_T); 

    ∩∈
=

OTWc cOTcW wfiTWsim
_ _

),_(
; 

    if ( ),_( iTWSim > max_sim) 
    { 

      max_sim= ),_( iTWSim ; 
      index=i; 
    }//end of if 
  }//end of for 
  return index;//return the category which W_T belongs 
to. 
}//end main function 

Program 2. 
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4   Experiments 

In the first experiment, we use KNN to classify web documents. The training text 
terms are taken from “CNLP Platform” (http://www.nlp.org.cn/). There is ten cate-
gories. We use 1380 texts to training and 1380 texts to test. The secong experiment 
uses ontology-based text classification method with the same data of the first ex-
periment. We use precision and recall to measure the performance of these two 
methods. 

4.1   First Test 

The basic thinking of this algorithm is that given a new text, it finds out K page texts 
which are closest to the new text from training texts. Then decides which category the 
new text belongs to according to these K page texts; 

1. extract characters from the training texts; 
2. use feature vector to denote the training texts according to characters; 
3. use feature vector to denote the new text according to characters; 
4. calculates the similarity between the new text and the training texts. Then, choose 

K page texts which are more similar to the new text. The formula (3) is used to cal-
culate similarity. 

= =

=

×
=

M

k

M

k
jkik

M

k
jkik

ji

WW

WW
dd

1 1

22

1

))((

),Sim(  (3) 

At present, there is not a good method to decide the value of K. Generally, make an 
initial value first, and then adjust according to the result. In the test the value of K  
is 35. 
5. It uses formula (4) to calculate the weight of every category according to K page 

texts. 

∈

=
KNNd

jiij

i

CdydxSimCxp ),(),(),(  (4) 

Here, x is the feature vector of new texts. ),( idxSim  is the relevance between 

x and id . ),( ji Cdy is a function. If id belongs to jC , ),( ji Cdy =1, otherwise, 

),( ji Cdy =0. 

6. classify the new text to the category which has the maximal weight. 
The test result is shown in table 1. Using KNN method we get average precision: 

82% and the  average recall: 69.1%. 
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Table 1. The confusion matrix of KNN. 1-politics, 2-environment, 3-computer, 4-traffic,  
5-education, 6-economy, 7-military, 8-gym, 9-medicine, 10-art. 

Correct 
Result 

1 
250 

2 
100 

3 
100 

4 
100 

5 
110 

6 
160 

7 
120 

8 
220 

9 
100 

10 
120 

1    380 243 15 2 4 9 19 66 10 7 5 
2    67 0 47 1 2 2 0 0 0 14 1 
3    53 0 0 52 1 0 0 0 0 0 0 
4    86 0 1 1 82 0 1 0 1 0 0 
5    93 1 3 0 0 84 0 2 0 3 0 
6    271 2 27 41 9 9 138 1 4 18 22 
7    56 0 2 3 2 0 1 44 1 3 0 
8    218 1 2 0 0 1 0 7 200 5 2 
9    50 1 0 0 0 0 0 0 1 48 0 

10   106 2 3 0 0 5 1 0 3 2 90 
precision 64% 70% 98% 95% 90% 51% 79% 92% 96% 85% 

recall 97% 47% 52% 82% 76% 86% 37% 91% 48% 75% 

4.2   Second Test 

The Second Test use ontology-based method for web documents classification with 
the same data volumn of the first test. 

The initial weight of R1, R2, R3, R4 is 0.9, 0.8, 0.7, 0.6. And the ontology of every 
category includes 350 concepts (class). The test result is: Average precision: 81.9%, 
Average recall: 75.8% 

Table 2. The confusion matrix of ontology-based classification. 1-politics, 2-environment,  
3-computer, 4-traffic, 5-education, 6-economy, 7-military, 8-gym, 9-medicine, 10-art. 

Correct 
Result 

1 
250 

2 
100 

3 
100 

4 
100 

5 
110 

6 
160 

7 
120 

8 
220 

9 
100 

10 
120 

1   351 222 14 3 11 2 45 43 1 5 5 
2   60 0 57 0 0 0 1 0 0 1 1 
3   108 2 7 89 1 0 5 1 0 1 2 
4   72 0 0 0 70 0 2 0 0 0 0 
5   139 1 7 2 2 107 0 5 1 12 2 
6   110 7 2 2 11 0 85 3 0 0 0 
7   66 6 2 1 0 0 4 53 0 0 0 
8   256 6 6 3 3 0 8 4 216 2 8 
9   97 2 4 0 0 0 4 5 1 79 2 

10   121 4 1 0 2 1 6 6 1 0 100 
precision 63% 95% 82% 97% 77% 77% 80% 84% 81% 83% 

recall 89% 57% 89% 70% 96% 53% 44% 98% 79% 83% 

5   Performance Comparison 

The figure 3 and the figure 4 depict  the performance comparison of KNN method and 
ontology-based web documents classification method with precision and recall. 
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Fig. 3. Comparison of the precision and recall between KNN and Ontology-based methods 

6   Conclusions 

In this paper we have introduced a new approach for web documents classification. 
This approach doesn’t need training texts. This paper proposes a ontology-based ap-
proach to classifiy web documents with using KNN’s kownledge base. It supports text 
retrieval by keywords automatically with using an ontology algorithms to adapt their 
weights. The advantage of this approach is that it does not need a dictionary. This 
approach can retrieve any type of keywords, including types like technical keywords 
and product's names. The precision of document retrieval through this approach is 
equal to that of the PAT-tree based approach. However, the approach outlined in this 
paper requires less time and memory than the PAT-tree based approach does. Accord-
ing to chinese character documents, the performance of our ontology-based algo-
rithms is better than genetic algorithms, including the approach proposed by KNN. 
The ontology-based algorithm is applied to adapt keywords' weights. The new ap-
proach is used to retrieve Chinese documents according to the weights of keywords 
learned.  
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Abstract. We present an automatic test approach to improve the security of 
web application, which detects vulnerable spots based on black box test through 
three phases of craw, test, and report. The test process considers a blind point 
for security through the development life cycle, the faults of web application 
and server setup in a various point of attackers, etc. The test approach is applied 
to the web applications in industry, analyzed, and compared with the existing 
test tool. 

1   Introduction 

Contemporary, a vast majority of security intrusions are made in awareness or 
unawareness. Although the security of web application is getting importance, the 
researches on test methods for the web application have been mainly focused on the 
other quality factors and security has not been thoroughly accessed, which in turn a 
system may be vulnerable to an invader. Web applications are getting large and 
complex by linking or integrating a variety of web applications for a business purpose.  

The existing security solution has a limitation in protecting a number of intrusions 
for deletion, manipulation, and stealth of important personal, enterprise, or web site 
information. Even though a fire-well doesn’t allow undesired port for request, it 
doesn’t detect data manipulations in the allowed port. Since an invader detection 
system provides patterns based detection roles, it isn’t able to detect anomalistic 
attacks like cookie poisoning and parameter tempering. The attackers like to dig out 
backup sources, any comments, etc. which residue in the web system after the web 
application development.  

One way to reduce vulnerability of web application is to consider security problem in 
the development life cycle [9]. At test stage, automatic tools based on efficient 
approaches are necessary to scrutinize the web application for vulnerability. Web 
applications for security have not been studied relatively in academic and a few papers 
on test have been published in functional aspects [19] but no research paper on web 
application security tool has been shown yet. We present Automatic test approach of 
Web application for Security (AutoInspect) based on black box test and assesses of 
vulnerability of a variety of web applications in industry and compared with an existing 
tool, ScanDo [14] in the detection ratio and in the running time.  
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Since a tester may or may not know the inside of details of a web application under 
test, the tester considers a testing process in a black box test or in a white box test [8]. 
Black box test method is a technique for hardening and penetration testing of web 
applications where the source code to the application is not available to the tester. The 
tester identifies the response of the application by putting white space, SQL 
keywords, over sized requests to a parameter, and cross site scripting, which may be 
automatically performed. Should the messages of Internal ‘Server Error 500’ or half-
loaded pages show up, it means the application is vulnerable for an intrusion [15].  

AppScan[2], Achilles[1], and ScanDo [14] are available tools today to test 
vulnerability of web application. ScanDo is a comprehensive vulnerability assessment 
scanner from Kavado Inc. that audits the entire web application environment but it 
can be run on a few Microsoft Windows platforms. ScanDo scans the web application 
three phases: First at crawl phase, it spiders through the application and parsers data 
for a testing purpose, while at the same time registering the contents and structure of 
the application. It then goes through web pages and tries to determine which parts of 
the application are vulnerable and to perform actual attacks on the pages. Lastly it 
collects the results of the scan into a report [19]. AppScan of Sanctum Inc. runs as a 
stand-alone application on a workstation machine and does its scanning from an 
external viewpoint which means it doesn't utilize any inside knowledge of how the 
tested web application is built. AppScan has a similar process with ScanDo that the 
application is evaluated first, tested, and lastly the result are reported. Human 
intervention is only needed in the first and third part of process. WebInspect [17] is 
business-oriented, user-friendly interface, based on a database of vulnerability 
signatures as well as some artificial intelligence, and similarly runs with ScanDo. 
OWASP provides Webscrab as a freeware scanner that is a similar with other 
commercial tools [18]. Achilles [1] is a proxy server, which is used as a test tool to 
manipulate client script information and cookie.  

Since there are no evaluation versions or open-sources of Appscan and 
WebInspect, we compare AutoInspect and ScanDo. 

2   Test Items and Detection Ratio of Vulnerability  

In this study, we use 10 test items similar to the items of the literatures [13] and 
interview 62 persons who are responsible for web application security to obtain the 
weight of each test item based on nine intensities of importance. The 10 test items are 
rated for a priority by using Saaty’s analytical hierarchical process method [6][10] in 
Table 1. We classify three categories of security problems, i.e., authentication, 
disclosure, and tampering. Authentication includes injecting SQL queries and cookie 
poisoning. Disclosure includes unnecessary HTTP method, directory browsing, 
sample and test files, backup files, vulnerability patterns, and disclosure of personal 
information. Client side script and parameters are tampered. 

To show a consistency of the weights of 10 test items from 62 interviewees, we 
compute Saaty’s Consistency Index (CI) [10]. Priority Oij is calculated as cj/ci, the 
relative importance of the category j compared with i where ci and cj are a weights of 
categories i and j, respectively. The normalized priority of category i, Ri = 

)O/O(3

1i

3

1i ijij= = . With similar way, priority Pst = wt/ws, the relative importance of the 
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test items t compared with s where ws and wt are the weights of row test item s, and 
column test item t in a pair wise matrix of a category. The normalized priority of test 
item t of category i , Qit = )P/P(izt izs stst∈ ∈ , s, t Zi where Zi is a set of test items in 

category i. Therefore, we can obtain the scaled priorities of test item t of category i, 
Vit = RiQit, t Zi . 

Saaty’s CI = ( maxλ -n)/(n-1) where = ==λ 3

1i

3

1j ijijmax R/)RO( and n is the number of 

test categories. We can see that the result in Table 1 for the three categories is reliable 
since Saaty’s CI, i.e., (0.019) < 0.1 is satisfied from maxλ = 3.038. With similar way, 
we obtain maxλ =2 and CI = 0 from the test items of authentication, maxλ = 6.10 and CI 
= 0.02 from the test items of disclosure, and maxλ =2 and CI = 0 from the test items of 
tampering, respectively where CI =0 means that the priority values of test items of 
tampering are perfectly consistent. Therefore, the weights of 10 test items from 62 
interviewees show a consistency. For more information on CI, see Saaty’s paper [10].  

We formulate a detection ratio of vulnerability in a web application testing. To 
formulate a detection ratio of vulnerability, D for a web application in (1), let tμ be 
one if test item t is detected and else zero.  

 
= = ∈∈ ×μ= 3

1i

3

1i ZtZt it (%)100)(D ii tit VV  (1) 

3   Test Process for Security  

The test items in Table 1 are similar to those of the existing tools but a detecting 
method in each test item is different from each other, which determines the detection 
ratio of the tools. We present two test methods to assess a web application for 
vulnerability: The one uses fault injection method as a replacement method, i.e., SQL 
injection and parameter tampering, and a pattern injection method as an appending 
method, i.e., HTTP option disclosure, directory browsing, sample and test files, 
backup files, and vulnerability patterns, using pattern DB which is prepared for an 
automatic process. The other is a method of automatic collection of the location of a 
client script page, which requires logic analysis and manipulation of source code 
about the client script [4].  

Table 1. Priority of Test Item 

Item # Test item Qit Vit Category Ri 
A1 Injecting SQL queries 0.50 0.95 
A2 Cookie poisoning 1.50 2.85 

Authentication 
(A) 1.91 

D3 HTTP Option Disclosure 0.46 0.14 
D4 Directory Browsing 1.34 0.42 
D5 Sample and Test files 0.30 0.09 
D6 Backup Files 0.65 0.20 
D7 Vulnerability Patterns 0.90 0.28 
D8 Personal Information 1.90 0.59 

Disclosure 
(D) 

0.32 

T1 Client Side Script Tampering 0.50 0.39 
T2 Parameter Modulation 1.50 1.17 

Tampering 
(T) 0.78 
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The test procedure of web application includes three phases, crawl, test, and report. 
At crawl phase, it collects the structure, contents, and environment of web 
application., i.e., it parsers codes of HTML, flash object, JavaScript, and VBscript and 
collects information of URL and personal information such as social ID #, credit card 
#, phone # , etc. At test phase, the test patterns are transferred to web application 
using the information collected at first phase, i.e., it detects SQL injection, cross-site 
scripting, parameter tampering, hidden field manipulation, cookie poisoning, stealth 
commanding, and disclosure of personal information. At report phase, it reports the 
vulnerable parts as results of the assessment. 

We also use automatic single pattern to test HTTP option disclosure, directory 
browsing, common files, backup files, and vulnerability patterns, respectively. Automatic 
composition pattern is used to test injecting SQL queries and parameter manipulation. 
Client logic analysis is used for client side script tampering and cookie poisoning.  

3.1   Single Pattern Transport Type 

Single pattern transport type, based on test pattern DB, finds some vulnerability by 
sending the pattern to web application and analyzing server reply code.  

HTTP Option Disclosure (D1). We send OPTION, TRACE, PUT, and DELETE, 
respectively of HTTP methods to application directory and analyze server reply code 
since OPTION provides all available HTTP methods, TRACE allows to insert script 
type pattern and attacks cross site scripting, PUT allows to upload remotely some web 
contents, and DELETE allows to delete remotely some web contents.  

Directory Disclosure (D2). We investigate ‘/XXX’ directory disclosure if 
‘<title>Index of /XXX </title>‘ is found in HTTP reply page.  

Disclosure of Sample and Test files (D3). We transport a pattern that doesn’t exist in 
a web system and then the message of ‘404 NOT FOUND’ or the message in the 
system should be appeared, otherwise we regard it as the vulnerable web system.  

Backup Disclosure (D4). We investigate file extensions related to backup left over in 
a web system for backup source code by a programmer or a development tool.  

Vulnerability Patterns Disclosure (D5). We investigate web application setup, and 
files and CGI (Common Gateway Interface) pattern.  

Personal Information Disclosure (D6). We use a regular expression which is a 
pattern of characters that describes a set of strings like social security #, credit card #, 
mobile phone #, etc. 

3.2   Composition Pattern Transport Type 

Composition pattern transport based on the collected information from web site sends 
composition patterns to the web site and analyzes server reply code to find a 
vulnerable part.  

SQL Injection (A1). An attacker is able to insert a series of statements into a query, 
manipulating input data of web application. If the input data is concatenated as a part 
of a SQL query, the special characters can be used to construct a custom SQL query. 
We try to run SQL query using the input data and complete SQL query in dynamic 
SQL query module or use the assigned input data to the variable. SQL injection may 
lead to leak some information, insert wrong information, maliciously modify data, or 
delete the database [3][17]. 
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GET type in pattern transport inserts a pattern(s) into each variable and then test 
the vulnerability. The system is invulnerable if a message of ‘Password is not entered’ 
or a message in the system is shown for each pattern of 

http://xxx.xxx.xxx/logi n.asp?id=‘-- &pwd= . 
A web application is invulnerable if a message of ‘Account Information is not 

entered’ or a message in the system is shown for each pattern of 
http://xxx.xxx.xxx/login.asp?id=&pwd =‘---.  

A web application is invulnerable if ‘Internal Server Error 500’ message is shown 
for each pattern of  

http://xxx.xxx.xxx/logi n.asp?id=‘-- &pwd= , 
http://xxx.xxx.xxx/login.asp?id=‘--&pwd=’--. 

A web application is invulnerable if ‘Internal Server Error 500’ message or a 
message in the system is shown for a pattern of  

http://xxx.xxx.xxx/login.asp?id=‘--&pwd=’--. 
POST type in pattern transport inserts a pattern(s) into each variable and then tests 

the vulnerability. For example, a web application is invulnerable if message of 
‘Password is not entered’ or an error message in the system is shown for the pattern of  

http://xxx.xxx.xxx/login.aspid='-- pwd=.  
A web application is vulnerable if the error message of ‘Internal Server Error 500’ 

is shown for the pattern of  
http://xxx.xxx.xxx/login.aspid='—pwd=. 

With similar way, we try to for each pattern of  
http://xxx.xxx.xxx/login.aspid=pwd='--,  
http://xxx.xxx.xxx/login.aspid='-- pwd='--,  
http:// xxx. xxx.xxx/login.asp id='-- pwd='--. 

Since the pattern transport type inserts a pattern(s) into a variable, which transports 
from a web page to server, it sends the pattern by passing the web page, which has 
java validation process. Since it may not be able to test the vulnerability from the user 
side script, we insert the pattern(s) into the sending data rather than insert the pattern 
into an input form of the web page. Hence, we could test vulnerability only when it is 
filtered in server side.  

Function of test for user input using java script  
function Go_Login(){  
  if(document.Login_form.User_ID.value.length < 2){ 
    alert('Input ID.'); 
    document.Login_form.User_ID.focus(); 
    document.Login_form.User_ID.select(); 
    return; 
} 
if(document.Login_form.User_Pass.value.length < 2){ 
  alert( 'Input Password.'); 
  document.Login_form.User_Pass.focus(); 
  document.Login_form.User_Pass.select(); 
  return; 
} 

 document.Login_form.submit(); 
} 
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Parameter Manipulation (T2). Parameter manipulation is similar to cross site 
scripting [7]. When a user submits information to the web application through some 
mechanism, the information can be disclosed to other users. Hence, it is possible for 
an invader to insert malicious HTML and script into the information. This also leads 
the user to click URL of an email or web board hiding flash or malicious program. 
Cookies or session information which include a user login ID and password will be 
passed to attacker at moment that a user opens a web board or an email where flash or 
malicious program is hiding.  

Since HTTP has protocol stateless, which doesn’t store session, cookie and session are 
necessary to collect and store user’s information including user’s password and account 
ID which are issued after authentication process. The information of cookie or session 
may be used for any purpose by stealth without any real information about the user [7]. 

Pattern Transport Types is able to identify whether parameters used in web 
application are vulnerable or invulnerable by inserting a vulnerable pattern into each 
parameter in sequence. For example, the system is invulnerable if the web page is not 
changed or an error message in the system is shown for each pattern of  

http://xxx.xxx.xxx/servlet/View?a=<script>alert("test")</script>&b=182&c=2, 
http://xxx.xxx.xxx/servlet/View?a= bbs&b=<script>alert("test")</script>&c=2,  
http://xxx.xxx.xxx/servlet/View?A=bbs&b=182&c=<script>alert("test")</script>.  
A web application is invulnerable if Internal Server Error 500 or the java script 

inserted is shown for each pattern of  
http://xxx.xxx.xxx/servlet/View?a=<script>alert("test")</script>&b=182&c=2, 
http://xxx.xxx.xxx/servlet/View?a=bbs&b=<script>alert("test")</script>&c=2, 
http://xxx.xxx.xxx/servle t/View?a=bbs&b=182&c=<script>alert("test")</script>,  

Tester should analyze and manipulate source codes of cookies, session, client 
script authentication, client script, and hidden field since an attacker can easily detect, 
collect, recognize, and cook the source codes. 

3.3   Cookies (Session) Manipulation 

Web application establishes cookie or sessions to keep track of the stream of requests 
between client and server but HTTP doesn't provide this function since HTTP 
protocol is stateless. Web applications create it by programming method like user side 
cookie or server side session. If cookie or session tokens are not properly protected, 
an attacker can modify or hijack a user’s session and get the user’s personal 
information. 

Client Script Authentication Manipulation. Since it is possible to download client 
script sources through web browser, client script sources may be divulged. For 
example, see the source code of bulletin board for deletion next. An invader may 
delete or manipulate the codes of bulletin board since authentication process of java 
script is used instead of cookie or server side session. 

Authentication Structure of java script  
<script> 

UserID =       ""; 
    UserType      =      ""; 
    UserName      =      ""; 
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    UserIP        =      ""; 
    UserSessionID =  "76ff2c954bae5e62b5f52bd251bb8464"; 
</scrip> 
  
<!—Delete e-board by java authentication --> 
Function DeleteDetail(Usertype){ 
  if(Usertype != '3'){    . 
     if ('10' != UserID){      . 
       alert('User ID can’t delete this message.'); 
            return; 
     }        
     else{ 
       if(!confirm('Delete ?')) return; 
       ExecuteDelete(); 
     } 
} 

} 

Client Script Manipulation identifies authentication of user input data by detecting 
user’s general information or user’s business information using client script.  For 
example, see SSN identifying code using java script.  Since the server may not detect 
data sent by user, the user can manipulate the information on client side. 

SSN identifying code using java script  
function input check(){ 

if(document.inForm.jmno1.value == ""){  
alert("Input Social Security Number.");     
document.inForm.jmno1.focus();  
return;  

}  
if(document.inForm.jmno2.value == ""){  

alert("Input Social Security Number.");  
document.inForm.jmno2.focus(); 
return;  

}  
var chk =0; 
var ResNo1 = document.inForm.jmno1.value; 
var ResNo2 = document.inForm.jmno2.value; 
for (var i = 0; i <=5 ; i++){  
chk = chk + ((i%8+2) * parseInt(ResNo1.substring(i,i+1))); 
} 

  
for (var i= 6 ; i<=11 ; i++){  
chk = chk + ((i%8+2) * parseInt(ResNo2.substring(i-6,i-5))); 
} 
chk = 11 - (chk % 11); 
if (chk != 0){ 
alert ("Social Security No is Not Valid."); 
document.inForm.jmno1.focus(); 
return; 
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} 
}// end of function 

3.4   Hidden Field Manipulation 

The client side script of hidden field has been used for product information like price, 
e.g.,’<input type="hidden" name="product110AA" value="109.99" >’. Since the 
hidden field is downloaded and the source code of web browser can be opened like 
HTML, a malicious user can manipulate the information, which is transported to 
server at final purchase stage. 

4   Analysis and Comparison  

Since evaluation versions and source codes of Appscan and WebInspect are not 
available, we evaluate the two tools based on demo version and a literature. In this 
section, we construct ScanDo tool based on source code and compare detection ratios 
of AutoInspect and ScanDo by applying to 18 web applications in Table 3.  Although 
JavaScript is widely used in a numerous web applications, the three tools are not able 
to parse any code, which means that the three tools can’t detect any vulnerable spot. 
The existing three tools represent the importance of the test items to three discrete 
levels, i.e., low, medium, and high, which may not consider sensitiveness between the 
adjacent levels. The test process presented provides the relative importance index of 
detected items, which stand for a priority among the test items  

We select substantial 18 web applications, set up error by manually or by test tools 
and run ScanDo and AutoInspect for each web application. It shows 29.73% and 
49.56 % of arithmetical averages of detection ratios in ScanDo and in AutoInspect, 
respectively. 

AutoInspect doesn’t detect test item T1 in web application 5 since the developer 
uses the type of form control, which is defined by INPUT and given by the TYPE 
attribute and that field works as an object representation of a hidden field in an HTML 
form. AutoInspect doesn’t identify test items D2, D3 in web applications 10 and 11 
since the related patterns are not included in pattern DB at the time. Therefore, 
patterns in the database and organization of pattern database affect on detecting items 
in a reasonable time. 

Detection times of two tools are compared in Fig. 1. AutoInspect runs less than 40 
CPU minutes of arithmetical average to assess web applications whereas it takes 300 
CPU minutes of arithmetical average for ScanDo to assess web applications. 
AutoInspect runs faster as 7.5 times as ScanDo since the parser engine of ScanDo 
probably is not able to parse html or anything else properly.  

Table 2. Comparison of Test Tools 

Test Tool Parsing Detected Item Representation 
ScanDo Not available in JavaScript Three discrete levels  
Appscan Not available in JavaScript Three discrete levels 
WebInspect Not available in JavaScript Three discrete levels  
This study Available in JavaScript Scaled priority numbers 
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Fig. 1. Comparison of detection times (minute) 

Table 3. Detection Ratio (D)(%) 

M: Manual, P: Penetration,, T: Test Tool. 
ScanDo AutoInspect No of web  

application  Items detected D Items detected D 
Error 
Setup 

1 A1,A2,T1,T2 76 A1,A2,D1,D3,D4,D5,T1,T2 86 T 
2 T2 17 D1,D2,D3,D4,D5,T2 32 T 
3 A1,A2,T1 59 A1,A2,D3,D4,D5,T1 72 T 
4 A1,T1,T2 36 A1,A2,D3,D4,D5,T1,T2 84 T 
5 A1,T1,T2 36 A1,D3,D4,D5,T2 38 M 
6 T1 6 D1,D2,D3,D5,D7 15 P 
7 T2 17 D1,D3,D4,D5,T2 27 T 
8 A1,D4 16 A1,D3,D4,D5,T2 38 T 
9 A1,A2, T1 59 A1,A2,T1 59 T 
10 D4 1 A1,D3 15 T 
11 D4,D5 7 A1,D3,D5,T2 43 T 
12 A1,D4,D5 20 A1,D3,D4,D5,T2 38 T 
13 A1 13 A1,A2,D3,D4,D5,T2 78 M 
14 D1,D2,D4,D5,D6 23 D1,D2,D3,D4,D5,D6 24 M 
15 D1,D2,D4,D5,D6 22 D1,D2,D3,D4,D5,D6 24 M 
16 A1,D1 15 A1,A2,D1,D3,D4,D5,T2 80 M 
17 A1,A2,D5 58 A1,A2,D3,D4,D5,T2 78 T 
18 A1,A2 54 A1,A2,T3,T4,T5 61 T 

Average of D (%) 29.7 49.6  

5   Conclusion 

A large and complex of web application and rapid development phases with 
extremely short turnaround time making it difficult to eliminate vulnerabilities and to 
improve security quality. It is impossible to test automatically all parts of a web 
application since human tester should necessarily analyze client side script tampering 
and cookie poisoning. It is meaningful that the method of AutoInspect is based on 
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numerous experiences of automatic and manual web application tests. Project 
management technique of the development for security, security concerns of 
developers or management, and proper testing are important factors to improve 
security in a web application.  

Security issues on web applications are a relatively new field to academic study. 
Security is an important issue as much as function in a management of web 
application. More researches should be performed on the assessment of web 
application for security rather than depending on the only industrial experiences.  
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Abstract. There exist many home network middlewares such as Havi, Jini, 
LonWorks, UPnP, and SLP for the purpose of the information appliance con-
trol. As home networks evolve, new middlewares specialized for diverse infor-
mation appliances will appear continuously. In this paper, we examine an inte-
grated architecture for supporting interoperability among heterogeneous home 
network middlewares and present a scenario-based user-oriented integrated ar-
chitecture for home automation, which controls and interoperates information 
appliances by integrating heterogeneous home network middlewares with an 
ability of reflecting flexible properties of home network middlewares. 

1   Introduction 

The evolution of high speed communication, the Internet, the digital hardware tech-
nology has promoted the intelligence of information appliances. This has led to the 
development of middlewares such as UPnP[1], Jini[2], Havi[3], LonWorks[4]. 
SLP[5], etc. supporting service discovery and interaction that simplify the installation 
of information appliances with an ability to discover other services(e.g., application 
softwares and devices which can be used by other applications or services accessing 
them) dynamically.  

However, owing to the heterogeneity of home network middlewares, service appli-
cation developers must either develop applications for each appliance which provides 
the same services reflecting properties of each middleware, or develop applications 
large enough to support each middleware simultaneously. We anticipate that the het-
erogeneity of home network middlewares will be continued and such heterogeneous 
services and protocols will be mixed in the future service environment[6][7]. 

Therefore, the need for solutions to the heterogeneity of middlewares is great in the 
field of home network research. Moreover, mechanisms for supporting interoperation 
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rea, under the Chung-Ang University HNRC-ITRC(Home Network Research Center) support 
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services should be invented so that home users can use various home network devices 
efficiently. The answer to the question, “Why do we try to integrate diverse middle-
wares of home network?”, is to interoperate existing diverse middlewares. Then, what 
the question “Why is interoperability necessary?” contributes is to provide of the 
convenience of life to users by implementing home automation through the operation 
of heterogeneous home network appliances, which is the purpose of our research  
as well. 

In order to provide various necessary services for home automation, it is essential 
to interoperate heterogeneous middlewares. For the interoperation services, different 
services should be executed consecutively with priority given to a specific entry point. 
This entry point can have a variety of formats. A specific event occurs with a specific 
context, and a specific scenario is executed starting from that event. The next scenario 
is executed based on the result of that executed scenario and the context at that point 
and appliances of home network cooperate and provide a new service. 

This paper is organized as follows. In Section 2, we describe the heterogeneity for 
supporting interoperability among appliances under heterogeneous home network, 
introduce researches in progress for the development of integrated middlewares, 
which can resolve the heterogeneity issues, support interoperation of heterogeneous 
home network middlewares, which can be remotely controlled, and analyze problems 
caused by them. In Section 3, we present a framework developed in this paper, and  
in Section 4, we show the result of the framework implemented by us. Finally, in 
Section 5, we conclude the paper and describe the future work. 

2   Related Works 

In the home network environment, new formats of appliances are continuously devel-
oped, services are too divers to be standardized, and predictions of the advent of these 
appliances can not be easily made. Also, it is much more difficult to predict the future 
since the existing services and appliances would be modified easily. Even though it is 
predictable, there is a limit to solving fundamental problems. These problems are 
brought at a semantic stage. It is not simple at all to solve and even occasionally to 
recognize the problems. We will describe the details of semantic problems in Section 
2.2. Also, syntax problems caused by the difference between the service discovery 
and invocation mechanism should be solved for interoperability. 

2.1   Interoperation Mechanisms of Heterogeneous Home Network Middlewares  

Interoperation mechanisms of heterogeneous home network middlewares, currently 
under investigation, are classified into two types, bridge protocol and an integrated 
framework. . 

The former provides a way to support interoperability between heterogeneous  
middlewares. UPnP-to-Havi bridge[9] was developed by Thomson Multimedia and 
Phillips, and the interoperation of Jini and UPnP[10] has been researched at the Uni-
versity of New Orleans. Being useful for the interoperation between two specific 
middlewares, it has a scalability problem since it fails to provide consistent way for 
interoperation of various types of middlewares as the number of brides can be  
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increased and connections can be complicated as well with the advent of new  
middlewares

The latter provides an abstracted common layer above various middlewares and 
has an architecture that bridges each middleware based on the common layer. This 
type of architecture has an advantage that, even though new middlewares are devel-
oped, it can be easily integrated with other middlewares if an appropriate agent is 
implemented. At Waseda University, middleware integration[12] has been tried 
through SOAP(Simple Object Access Protocol)[11] gateway configuration and re-
searches on interoperation services among heterogeneous middlewares have been 
under way at OSGi Alliance[13] and ETRI[14]. However, there are several problems 
with the interoperation mechanism that bridges one interface with the interfaces of 
multiple middlewares. These problems will be discussed in Section 2.2. 

2.2   Analysis of Integrated Framework-Based Mechanism 

A model presented in this paper is based on an integrated framework. We will address 
four issues which should be considered when designing an integrated framework-
based mechanism in this section. 

1) How can devices adopting different middlewares find each other transparently? 
Each middleware utilizes different service discovery mechanisms. Due to the differ-
ences between different mechanisms, even devices providing compatible services 
cannot recognize each other if each adopts heterogeneous middlewares. 

2) How can services adopting different middlewares invoke each other? 
A service invocation mechanism of Jini relies on Java RMI(Remote Method Invoke) 
which uses Java byte code. UPnP use SOAP(Simple Object Access Protocol) to in-
voke a service by transferring XML text stream. Problems caused by the difference 
between service invocation mechanisms must be solved to provide interoperability 
between heterogeneous middlewares. In order to solve the problem, syntax elements 
of middlewares(e.g., method name, the order or arguments, the type size of return 
value) should be adjusted. It is also necessary to convert calling method according to 
service invoke mechanisms of each middleware. 

3) How can the integrated framework recognize that heterogeneous services are 
mutually interoperable? 
If service interfaces(i.e. syntax elements) are identical, can we assume that interoper-
able services are provided? For example, suppose that a method provided by a Jini’s 
storage service is as shown in Fig 1-a) and the provided service stores new data in a 
file. Similarly, suppose that a UPnP storage service is as shown in Fig 1-b) and it has 
a PutFile method in SCPD(Service Control Protocol). 

However, the UPnP storage service requires a user authentication process and new 
data can be stored in a file only after passing the process. If the authentication fails, it 
returns an error. In this case, syntax elements look identical, but, because of the dif-
ference between semantic elements, a method to adjust these elements is necessary for 
interoperability.  
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void PutFile(String file);

<action>
<name>PutFile</Name>
<argumentlist>
<argument>
<name>file</name>

<relatedStateVariable>newFile</relatedStateVariable>
<direction>in</direction>

</argument>
</argumentlist>
...

 

Fig. 1. Storage methods of Jini and UPnP and SCPD 

A typical way to provide interoperability among services which are syntactically 
identical syntax components but semantically different is to define a standard inter-
face for integrated midddlewares for each device(e.g., TV, MP3, Printer, etc.) and to 
use table-formatted translation bridges for each middleware according to the defini-
tions. However, static bridging to such a single standard interface has a limit to reflect 
dynamic properties of home network middleware protocols whenever new functions 
or devices are inserted[15]. 

Moreover, whenever new devices appear it is very time consuming to define stan-
dards and adjust to those standards as we have experienced previously. Instead, appli-
cation developers should develop applications which can understand all the services 
under different middlewares whenever they develop services, but it is impossible in 
reality because, among these interfaces, new interfaces can continue to appear after 
applications are developed, Moreover, it takes too much time to define standards and 
adjust to those standards whenever new devices are added. 

4) Is interoperation services required by users applied to the home network 
environment immediately? 
According to the investigation conducted by KISDI (Korea Information Strategy 
Development Institute)[16], home network usage pattern of users can be classified 
into data network, entertainment, and home automation and the number of users who 
want to use the home automation is not few. In spite that the potential market size is 
very large, which there are many ongoing researches in areas of entertainment and 
data network, there have been few researches on middlewares for supporting home 
automation. For supporting home automation under diverse middlewares, the various 
techniques for interoperability among heterogeneous middlewares must be considered 
before anything else. Furthermore, users should be able to modify interworking sce-
narios with the techniques whenever they want. Consequently, an application with the 
static architecture which provide only the static scenarios do not meet this kind of 
requirement. 

In this paper, we design a framework that guarantees interoperability among  
home network services based on the home automation and reflects user’s requests 
immediately. 
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3   HOMI Architecture Design 

HOMI is a scenario-based user-oriented integrated framework designed in considera-
tion of service usage patterns. Instead of using a mechanism that bridges and inte-
grates interfaces utilizing a single standard interface to solve semantic problems 
caused by the difference of heterogeneous middleware interfaces during the interop-
eration process, HOMI uses a method that provides an easy and simple interpreter 
language to users so that interworking scenarios can be directly designed by the user 
in order to verify flexibility of interoperation and accuracy of compatible interface 
selection. 
 

U P n P  A g e n t J in i A g e n t

A g e n t M a n a g e r
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N o tify A c tio n E v e n t N o tify A c tio n E ve n t

C o m m o n  D e s c rip t io n
R e p o s ito ry

C a c h e  M a n a g e r

S ta te
M a n a g e r
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C a c h in g

W e b  S e rv ic e  P ro v id e r

U s e r  A p p lic a t io nP u b lis h in g
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S c e n a r io  D e liv e ry

E v e n t  M a n a g e r

C o n te x t Q u e ry

C o n te x t
C h e c k in g

H O M IL  A n a ly z e r

J in i D e v ic e

S ta te  U p d a te R e g is te r N e w  S e rv ic e In v o k e  S e rv ic e  M e th o d

 

Fig. 2. HOMI architecture 

HOMI provides an interpretive language called HOMIL(HOMI Language) which 
support to design a preferred interworking scenario in a simple way to end users. 
HOMI consists of 5 major parts; Agent Manager, State Manager, HOMIL Analyzer, 
Cache Manager, Context/Event Manager. 

3.1   Agent Manager 

It has been already mentioned previously that the home network middlewares for the 
operation of home appliances cannot be interoperable due to different protocols and 
execution mechanisms. In order to integrate these heterogeneous home network mid-
dlewares into one framework, a method to abstract different middlewares into one is 
necessary.  

For this, we describe an abstract layer called Common Description in this paper. 
This layer consists of components essential to home appliances in order to contain all 
the common parts of diverse middlewares. Appliances with an ability to operate under 
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home network environment must have at least three components; Service Description, 
Service Method(Action), Service State. 

Service description is a service specification which can be understood by human 
beings and Service Method is a function performed by a service. Service State is a 
value that represents the status of appliances. Appliances must provide a mechanism 
that notifies its status to the outside or assists the outside to recognize the status. It is 
possible for an application to interoperate with other appliance as long as this kind of 
mechanism is provided either from the outside or inside of the appliance. UPnP and 
Jini either support directly this kind of mechanism or have an architecture which can 
support this mechanism. 

3.2   State Manager 

In order to integrate and interoperate appliances on the home network and to trigger 
interworking scenarios, the status of appliances is very important. 

When the status is changed after a particular service is executed, it acts as an 
event to trigger the next scenario. In order to solve problems caused by the 
difference between state advertisement mechanisms[1][2], each agent monitors the 
status of appliances under its control and notifies State Manager of HOMI of the 
result. The sate advertisements of UPnP adopts event-based Publisher/Subscriber 
scheme. Therefore, when a new device is found, UPnP agent requires a subscription 
to the device to monitor the status of the discovered device and receives 
sid(subscription identifier) as a result. If the subscription request is successful, UPnP 
agent is notified of changed status of the subscribed device and sends the result back 
to HOMI State Manager. 

In contrast, there have no standard mechanism to transfer status in Jini. To solve 
this kind of problem, Jini makes it possible to notify status change of a device status 
using attributes provided by Jini. HOMI is notified of status changes through events 
that occur when the service attributes change. Like this, Jini still lacks the specifica-
tion to be used as a home network middleware in many aspects. 

In this paper, attributes are used as the state transmission mechanism of Jini. 
HOMI’s State Manager operates as a Publisher/Subscriber model like UPnP. This 
operational method makes a contribution to performance improvements along with 
Cache Manager. We describe the details of this in Section 3.4. State Manager main-
tains data consistently relying on Cache Manager at all times and participates in op-
eration of all other modules 

3.3   HOMI Language(HOMIL) Analyzer 

It is sufficiently feasible for users to construct home network scenario usage by them-
selves, because their scope is limited to home appliances, the range of usage context 
is not broad, and previously constructed scenarios are rarely modified in the home 
network environment unlike ubiquitous environment. 

We have designed a script language, HOMIL(HOMI Language), for the conven-
ience of users designing scenarios. We are now working on developing user tools as  
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well. HOMIL is an event-driven processing script language with an ability to design 
interworking scenarios with a stream of successive events occurred based on a  
specific event. Scenarios designed using HOMIL is converted into a XML format 
through the parser and delivered to HOMI. 

a) execute  Aservice.Method1 
b) execute Bservice.Method1 when (Aservice.Method2 == resultC) 
c) execute Cservice.method2, Dservice.Method3 when (Bservice.Method2 ==  

resultD) 

a) shows pseudo-code using HOMIL. To be specific, a) is a command with only 
execute clause, which executes Aservice’s Method1. On the other hand, b) is a 
command with a when condition clause, which executes only if the condition clause 
is true. The condition clause means to execute the execute clause if the output is 
equal to resultC after executing Aservice’s Method2. A command in a condition 
clause can include another commands recursively. c) demonstrates that multiple 
commands can be used in the execute clause. If the condition clause is true, Cser-
vice’s Method2 and Dservice’s Method3 in the execute clause are triggered asyn-
chronously regardless of the time. After HOMIL Analyzer parses a HOMIL pro-
gram and determines the validity of when clause, the when clause is registered as an 
event through Event Manager. Event Manager monitors the occurrence of specific 
subscribed event and execute services specified in the execute clause when the 
event is occurred and the executed service in turn creates another event for trigger-
ing the next service. To summarize, a specific scenario is executed through the 
successive triggering of these events. 

3.4   Cache Manager 

One of the problems with the integration of middlewares based on the integrated 
framework is that the server becomes a bottleneck because all messages must pass 
through the server. Services exchanging a few message might not be a problem, but 
services frequently used directly by users or services as scenarios dependent on other 
devices cause the performance degradation. In this paper, the status of services fre-
quently used by Cache Manager is cached and the unnecessary traffic and subse-
quently the performance degradation is prevented by Cache Manager, which directly 
sending the state value to service user instead of querying whenever there is a request 
from service user. Furthermore, HOMI can overcome a shortcoming of the state ad-
vertisement transfer mechanism of UPnP using Cache Manager. In UPnP, in addition 
to the state variables monitored by Control Point[1], Control Point may generate un-
necessary traffic due to status change notification to registered Control Point when-
ever other variables in the table of state variables are changed. Nevertheless, those 
data is very useful because the HOMI server need to maintain and cache the status of 
devices even though such values need currently not to be monitored. Because State 
Manager maintains the latest state values with the support of State Manager, it re-
sponds immediately to user’s query.  
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3.5   Context/Event Manager 

Contexts of home network for supporting home automation can be regarded as the 
conditions which affect the execution of a series of successive scenarios. We have 
classified contexts into Time, Synchronization, and Asynchronization context. For 
example, a scenario “The alarm clock turns on at 7:00.” is related to the time  
context. 

On the other hand, a scenario “After the alarm turns off, the window is opened.” is 
the synchronization context since the second phrase “the window is opened” is exe-
cuted after the first phrase “the alarm turns off” is executed and the output is true. 
From a scenario “After the front door is closed, all the home lights are turned off and 
the security service is set on.”, the scenarios triggered after executing “after the front 
door is closed” are the synchronization contexts, while the scenario “the lights are 
turned off” and “the security service is set on” may be executed regardless of the 
actual ordering of the scenarios. We call these asynchronization contexts. Context 
Manager and Event Manager always operate in pairs. After classifying scenarios 
according to the classification, Context Manager sends them to Event Manager. Event 
Manager manages scenarios for each context with queue structure and triggers an 
appropriate scenario when the conditions in the context of the scenario are satisfied. 
The result of the executed scenario changes the status of the device and the table of 
state variables of State Manager is updated due to the changed status. This change 
generates an event to trigger the next scenario or is cached by Cache Manager if it is a 
state variable of frequently modified devices.  

4   Scenario Test 

A testbed has been constructed in order to show that the proposed scenario-based 
user-oriented integrated framework is capable of modifying scenarios according to 
user’s demands and the heterogeneous services are interoperable for home automa-
tion. First of all, in order to demonstrate the interoperability among heterogeneous 
middleware services, we developed applications as Jini devices to simulate Jini-Clock 
which can set the time and turn on and off the clock, and Jini-Light which can re-
motely turn on and off the light. We also developed an UPnP digital picture frame on 
the PXA255-based Arm board using UPnP-Light provided by Intel. 

Next, in order to demonstrate that services are interoperable using scenarios that 
user make out for home automation, we construct a scenario: “When Jini-Clock 
strikes 8:00AM, UPnP-Light and Jini-Light are turned on. When UPnP-Light is on, 
one of the new stored photos replaces the old one periodically.”. 

This scenario is represented using HOMIL as shown below. 

execute UPnPLight.TurnOn(), JiniLight.PowerOn() when 
(JiniClock.GetTIme() == 08:00 

execute UPnPAngle.ReplaceNewPicture(RANDOM) when 
(UpnPLight.GetState() == TRUE) 
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Fig. 3. Testbed for the proposed framework 

After constructing heterogeneous applications inside home as shown in Fig 3 to 
manifest interoperability our experiment tested whether home automation services 
change according to user’s request by testing various scenarios as interworking sce-
narios are modified. The experiment proved that heterogeneous devices operate suc-
cessively interacting with each other, following the constructed scenarios. They also 
operated successfully as we change the ordering of scenarios. Refer to [17] for further 
details of service interoperation implementation. 

5   Conclusions and Future Works 

Problems raised by the heterogeneity of home network middlewares must be solved. 
Also home automation services which are reconstructed using various services 
through the interoperation of various middlewares upon user demand are very impor-
tant. In this paper, we have proposed a scenario-based user-oriented integrated archi-
tecture in order to meet demand of home network user for various home automation 
service. HOMI assists users with designing desirable scenarios in flexible ways and 
receiving seamless services by applying modified scenarios to home automation envi-
ronment in real-time without installing new applications, updating the server, or re-
booting in order to adjust new home network usage scenarios.  

In the near future, we will extend contexts to provide support for the execution of 
home automation services under diverse environments and also HOMI to support the 
extended contexts. Above all things, among various contexts we will investigate on 
User contexts and Location contexts which support reloading of user scenarios regis-
tered with HOMI server through user authentication and provide services which are 
most suitable for users by analyzing user’s profile and location. Finally, we will also 
work on developing a smart controller operated by a simple interface based on a 
WISWIG(what you see is what you get) interface in order for users to design and 
modify home automation scenarios more conveniently and easily. 
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Abstract. Mobile ad hoc network (MANET) is an infrastructure-less network, 
consisting of wireless nodes without access points or base stations. Since mo-
bile nodes in MANET move very easily and freely, MANET is appropriate for 
ubiquitous environment. But, from a security viewpoint, MANET is a very 
weak network since various security attacks against it such as eavesdropping or 
DoS (Denial-of-Service) attack can be more easily performed than against the 
wired network. In this paper, we design a key agreement protocol for end-to-
end security between source node and destination node without any security in-
frastructure. Diffie-Hellman key agreement mechanism is combined with a 
concept of CGA (Cryptographically Generated Address) mechanism to provide 
source authentication service. Based on the IPv6's IP auto-configuration, how to 
generate IPv6 address from the Diffie-Hellman key pair is explained, and a 
mechanism to generate session key for both authenticating nodes and protecting 
messages exchanged between them is suggested. We also evaluate the perform-
ance of our mechanism using NS2 (Network Simulator).  

1   Introduction 

Ubiquitous environment means “whenever”, “wherever”, namely, regardless of place 
and network environment, somebody and something can join the network. Recently, 
research on ad hoc network which is one of ubiquitous network fields goes on. Ad 
hoc network is divided into two parts, mobile ad hoc network (MANET) and sensor 
network. Ad hoc network consists of only wireless nodes without any infrastructure. 
Since it consists of only wireless nodes, nodes move dynamically, easily, freely. So 
MANET is useful application for natural disaster, emergency services in military, 
conference, meeting room, and home network, etc.  

When a source node wants to send messages to a destination node which is more 
than one-hop away from it, intermediate nodes between them act as routers in order to 
relay the messages from the source node to the destination node. From a security 
viewpoint, MANET is a very weak network since various security attacks against it 
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under the Information Technology Research Center (ITRC) Support Program. 
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such as eavesdropping or DoS (Denial-of-Service) attack can be more easily per-
formed than against the wired network.  

However, security measures used for protecting wired network cannot be directly 
employed for MANET. First, nodes in MANET usually have limited computing  
resources in terms of battery, memory and CPU, which means computationally-
expensive operations such as asymmetric cryptographic operation cannot be per-
formed. Second, nodes in MANET usually move very dynamically, and furthermore 
some nodes join and leave from MANET frequently, so that the network topology is 
also changed very rapidly. Therefore, distributed security measures should be consid-
ered without any security infrastructure such as centralized CA (Certificate Authority) 
or TTP (Trusted Third Party), for the purpose of protecting MANET.  

Security requirements in MANET contain not only phase of discovering routing 
path but also data transmission. In this paper, we assume a secure routing protocol has 
already existed, and propose a session key agreement between source node and 
destination node, in order to secure data transmission.   

This paper is organized as follows. In Section 2, we present IP address auto-
configuration concept of CGA (Cryptographically Generated Address) [1] in ad hoc 
network, and other mechanisms of key management and authentication. In Section 3, 
we propose a session key agreement protocol for end to end using Diffie-Hellman key 
agreement mechanism based on the IPv6’s IP auto-configuration. In Section 4, we 
evaluate the performance of our mechanism using NS2. In Section 5, concluding 
remarks are given.  

2   Related Works 

2.1   IPv6 Address Auto-configuration in Ad Hoc 

IPv6’s IP address allocation mechanism [4] can be stateful or stateless. In stateful 
method, DHCP allocates IP address to node. On the other hand, in stateless method, 
each node generates IP address by itself. The latter is suitable for MANET environ-
ment. Concept of the CGA is another method to generate IP address using node's 
public key and hash function, for example, MD5 or SHA-1.  

Node which wants to join in MANET, generates public key and private key pair 
(PK, SK). IPv6 address using a concept of CGA [1], consists of 64bits prefix and 
Hash(PK, m)., as in Fig. 1, where  HASH( ) is a one-way hash function and m is a 
random number in order to avoid duplication.  

 

Fig. 1. CGA-based IPv6 address 
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To join MANET, node has to process DAD (Duplicate Address Detection) [3].  NS 
(Neighbor Solicitation) and NA (Neighbor Advertisement) messages in IPv6 corre-
spond to AREQ (Address Request) and AREP (Address Reply) messages in MANET. 
Namely, to process DAD, each node broadcasts AREQ message, and if another node 
in MANET has the same IP address, then the node unicasts AREP message to the 
requesting node. 

2.2   Key Management and Authentication  

In MANET environment, we can’t use administrative CA (Certificate Authority), 
TTP (Trusted Third Party), KDC (Key Distribution Center), because network topol-
ogy is dynamically changed. So, recently, researches on distributed approach  
without centralized security authority have been proposed, such as threshold secret 
sharing, self securing, statistically unique and cryptographically verifiable (SUCV) 
identifiers.   

In threshold secret sharing [7], CA capacity is distributed. If a single CA is respon-
sible for entire nodes in MANET, then the CA node becomes a target of security 
attack and is also a source of bottleneck. In (n, t+1) threshold secret sharing, there are 
n servers (server1, server2, ..., servern.). Each serveri has a key pair, private key ki and 
public key Ki. Serveri generates a partial signature PS(m, si). If more than t+1 partial 
signatures are combined, then we can authenticate the node.. 

Self-securing [8] uses PGP which follows “web of trust” authentication model. 
Each node generates its own public key and private key. If there are intermediate 
nodes A, B, C between source node S and destination node D, then, the node S au-
thenticates the node A, the node A authenticates the node B, the node B authenticates 
the node C, and the node C authenticates the node D. As a result, the node S authenti-
cates node D.  

Statistically unique and cryptographically verifiable identifiers [6][9] use a binding 
node’s IP address and public key. This mechanism is processed in security bootstrap-
ping phase.  

3   Proposed Protocol  

Communication in MANET consists of two phases, route discovery phase and data 
transmission phase. It is important to secure data transmission as well as to secure 
route discovery. In this section, we assume a secure route discovery mechanism has 
existed, and propose a secure session key agreement for end-to-end nodes, in order to 
secure data transmission.  

We use a Diffie-Hellman key agreement mechanism, and a public key and a MAC 
(Message Authentication Code) value are inserted in RREQ (Route REQuest) / RREP 
(Route REPly) message. In Fig. 2, the source node sends <RREQ, gs>, where gs is a 
source node’s public key and gd is a destination node’s public key. The destination 
node computes (gs)d with gs and destination node’s private key d. In order for key  
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refresh, this mechanism uses bid, and the hash function is used to maintain a small 
key size. The session key is computed as Hash((gs)d || bid). bid is a broadcast id in 
RREQ, so that the session key is changed at every session. The destination node uni-
casts RREP and MACsessionkey(RREP||gd) to the source node, where, MACsession-

key(RREP||gd) represents MAC (Message Authentication Code) value which is com-
puted with session key to protect RREP message and public key gd.  

 

Fig. 2. Session key establishment 

The key agreement method based on the plain Diffie-Hellman method can be a 
target of the-man-in-the-middle attack. But, in this paper, the IP address is bind 
with the public key. Like in figure 3, suppose a malicious intermediate node forges 
< RREQ, gs > into < RREQ, gm > and sends the forged message to the destination 
node.  

The destination node’s verification process is as follows.  

1. Compute Hash(gm) with gm. 
2. Compare Hash(gm) to 64 bits suffix of source node IP address in RREQ.  

If two values are matched, then intermediate node is valid, but, here 64 bits suffix 
of source node IP address in RREQ is Hash(gs) since source node’s public key is gs. 
So, intermediate node is malicious node and the man-in-the-middle attack can be 
detected.  
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Fig. 3. Detection of man-in-the-middle attack 

4   Simulation and Analysis  

Proposed protocol in section 3 is simulated with NS2 network simulator with CMU 
Monarch extension [2]. Diffie-Hellman and MAC value generation is implemented by 
openssl [5]. Simulation environment is shown in Table 1. We have 10 source nodes 
among a total of 50 nodes, and mobility model is random way point model. Pause 
time means mobility. If pause time is 0, then mobility goes on. If pause time is  
increased, then mobility is slowly.  

Table 1. Environment for simulation 

Nodes 50 
Number of sources 10 
Scene 1000m X 1000m 
Simulation time 200sec 
Maximum velocity 20m/sec 
Transmission range 250m 
Mobility model Random way point 
Pause Time 0, 20, 40, 60, 80, 100 
Data 512 bytes CBR data 
Traffic 4 pkts/sec 

We evaluate routing overhead, normalized routing load, and end to end delay per 
pause time. Simulation result and analysis is as follows. In Fig. 4, AODV is basic 
AODV protocol, and make session key is the proposed AODV with session key 
agreement. 

4.1   Routing Overhead  

Routing overhead means the number of control messages. If the pause time is de-
creased, then mobility is fast, and network topology is dynamically changed. So, the  
number of control messages is increased. If pause time is increased, then mobility is 
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slowly. So, the number of control messages is decreased. Since the public key and 
MAC value is sent with RREQ/RREP message, the number of control messages is not 
increased. In Fig. 4, the proposed protocol’s simulation result is similar to basic 
AODV protocol.  

 

Fig. 4. Routing overhead 

4.2   Normalized Routing Load  

Normalized routing load means a control message ratio per received packet. In Fig. 5, 
because of same reasons in routing overhead, proposed protocol’s simulation result is 
similar to basic AODV

 
Fig. 5. Normalized routing load 

4.3   End-to-End Delay  

End-to-end delay means the duration between sending start time and receiving end 
time per a received packet in end-to-end. Delay for both computing (gs)d or (gd)s and 
verifying MACsessionkey(RREP||gd) are added.   
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Fig. 6. End to end delay 

In Fig. 6, proposed protocol’s end-to-end delay is longer than that of basic AODV 
protocol.  

In the above three simulation results, it can be known that the proposed protocol 
has a similar routing overhead to basic AODV, and little delay. The reason is that 
both public key and MAC value are sent with RREQ/RREP message, based on basic 
AODV. Public key size is 1024 bits and MAC value size is 128bit or 160 bits. In this 
experiment, MD5 is used, so MAC value size is 128bits. Also, delay is little, because 
of using MAC instead of signature.  

5   Conclusions  

In this paper, we proposed a session key agreement protocol for end-to- end security 
in MANET, which is one of the ubiquitous environments. To authenticate nodes 
which are notebooks or PDAs or other mobile devices, and to establish session key 
between source node and destination node, we use both Diffie-Hellman Key agree-
ment and a concept of CGA. Since MANET does not employ the administrative au-
thorities such as CA, TTP, or KDC, the IP address auto-configuration based on CGA 
is suitable for MANET. The proposed protocol protects from man-in-the-middle  
attack, and does not require additional control message.  
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Abstract. As advanced multimedia and communication technologies such as 
DMB (Digital Multimedia Broadcasting) and bluetooth technologies are com-
mercialized, the life cycle of ubiquitous devices is getting shorter and shorter. 
In this market environment, reducing the product development lead time with 
high quality is one of the most important key success factors to accomplish both 
product design and technology leadership. Product manufacturability evaluation 
activities in earlier design stage can contribute to the reduction of redundant and 
repetitive works, specifically, the number of design changes during mass  
production phase. To facilitate the manufacturability evaluation activities, inter-
departmental collaboration processes and channels for sharing design knowl-
edge need to be established. In this paper, we suggest a collaboration process 
for manufacturability evaluation using checklist devised for ubiquitous devices. 
Also, we have implemented a web-based collaborative DFM (Design for Manu-
facturability) system to share both design knowledge and evaluation results in 
real-time. 

1   Introduction  

Recently, as multimedia and mobile communication technologies are evolving rap-
idly, the life cycle of high-tech products is getting shorter and shorter. Therefore, it is 
very important for companies to establish product design and technology leadership 
and to lead the market by releasing new products in the market at right time. Not only 
the market leadership but also mass production capability of high quality products is 
very significant factor to achieve competitiveness of products and the company. To 
cope with such requirements, it is very important to minimize manufacturing prob-
lems by supporting the design phase effectively, which results in minimizing design 
changes in the mass production phase. 
                                                           
* Corresponding author.  
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Eighty percent of manufacturing costs and time are determined in the product de-
sign stage. Design changes due to the problems occurring in mass production process 
require much cost and time [6]. In product development stage, it is required to design 
products considering not only performance and reliability of products but also produc-
tion environments. Concurrent engineering methodology for product development 
processes is one of the methods to accomplish it. 

DFM (Design for Manufacturability) is a concurrent engineering methodology in 
the perspective of manufacturability. It helps to identify manufacturing problems in 
advance and solve the problems, which enables shortening of product development 
lead time and improving mass production quality [1]. Applying the DFM methodol-
ogy to product development processes requires inter-departmental collaborative proc-
esses for verification and improvement of product manufacturability, and common 
channels for sharing design knowledge such as circuit drawings, mechanical draw-
ings, and softwares. 

The purpose of this paper is to establish collaborative process for the manufactura-
bility verification of ubiquitous devices using DFM checklist and develop a web-
based DFM system for sharing product development knowledge and verification 
results. With the result of this work, it is possible to apply DFM methodology to the 
production ubiquitous devices and rapidly verify the quality of mass production.  

The rest of the paper is organized as follows. Section 2 describes related researches 
and approaches focusing on DFM metric. Section 3 presents the composition and 
contents of the DFM checklist. Section 4 explains DFM the collaborative process 
using the checklist. Section 5 summarizes the development of the web-based DFM 
system. Finally, Section 6 concludes this paper. 

2   DFM Metrics  

DFM is a methodology for the verification of manufacturability. Several tools and 
techniques are widely applied such as CE (Cost Engineering), QFD (Quality Function 
Deployment) and GT (Group Technology). Also, DFM guidelines and rules have 
been published and widely used by many companies [6].   

Table 1 illustrates major DFM metrics related with DFM implementation rules 
suggested by Jami J. Shat, et al. These methodologies assign priority calculated with 
weight and cost in part selection and design determination considering manufacturing 
conditions. 

We present a DFM checklist for manufacturing ubiquitous devices using the con-
siderations suggested in Table 1 and reinforcing quality problems and process con-
straints for embodying verification of manufacturability knowledge. Using the check-
list we have developed a web-based collaborative information system for the verifica-
tion of mass production manufacturability. The manufacturability knowledge does not 
exist as a fixed form and should be enhanced continuously through information shar-
ing among disciplines such as design, manufacturing, marketing department. Espe-
cially, for the development of ubiquitous devices with speedy technology innovation, 
continuous inter-departmental collaboration processes rather than fixed knowledge is 
highly required.  

 



 Process-Oriented DFM System for Ubiquitous Devices 689 

 

Table 1. Major DFM metric 

DFM Metric Descriptions 
Qualitative scores 
based on good 
practice rules 

It quantitatively evaluates how well practice rules with 
weighted priority according to importance are reflected on the 
product design. Practice rules consist of check items needed 
to design product for mass production. Specifically, it in-
volves selection criteria for parts and materials considering 
process constraints, assemblability, and mechanical processes.  

Direct cost esti-
mates and time 
based manufac-
turability rating 

It calculates production cost per product based on the average 
cost of the parts and materials in the design phase. Standardi-
zation and sharing of parts are utilized to reduce costs. When 
time-to-market or lead time is more important factor to be 
considered, the manufacturability is evaluated based on re-
quired time.  

Design tolerance 
to process capabil-
ity ratios 

It evaluates production manufacturability based on throughput 
yield considering process capability index (Cpk) or statistical 
variation of processes. It adjusts design parameters within the 
boundary of product specification. 

DFM based on 
Taguchi loss func-
tion 

It utilizes DOE for setting up optimized design parameters. 
Tolerance design is performed to minimize the loss of cus-
tomers (or manufacturers) due to the change of design pa-
rameters. 

There have been several cases applying collaborative DFM methodology for the 
development of commercialized products, which includes automobile industry case 
suggested by Hiroshi Onisuka, et. al. They classified activities needed for manufactur-
ing Nissan Maxima engines into ordinary activities and difficult activities. They ap-
plied discriminated improvement tools and techniques for each activity and proposed 
an approach for minimizing total manufacturing time and costs. With UNITEC (Unit 
Trial Production Technical Meeting) devised for the collaboration between design and 
manufacturing departments, they identified target items for reducing time and costs 
for each prototype and continuously reflected them on the product design, which 
resulted in achieving high manufacturability throughout the development process. 

3   The DFM Checklist  

As described in Section 2, existing DFM researches are focused on reducing time and 
costs for mass production using part sharing and assemblability improvement meth-
ods. However, to minimize the design changes in the production phase, both quality 
problems which might occur under mass production and constraints of each manufac-
turing process must be considered in the design phase. The DFM checklist proposed 
in this work is composed of check items for preventing re-occurrence of mass produc-
tion problems already experienced and verification items for satisfying manufacturing 
process constraints, which should be reflected on the product design. The DFM 
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checklist is the metrics for evaluating the production quality of the design and satisfi-
ability of process constraints prior to finalizing the product design. 

As is shown in Fig. 1, manufacturing processes of mobile devices, which are pre-
dominant terminal devices for ubiquitous computing, consist of SMT (Surface Mount 
Technology) process, sub assembly process, total assembly process and inspection 
process. SMT process is the process for making PCB (Printed Circuit Board) com-
posed of major chipsets and circuits of mobile devices and storing up multiple PCBs 
if necessary. Recently, as a variety of multimedia technologies are applied for the 
production of mobile devices, the complexity of SMT process is increasing.   

SMT
Process

Total
Assembly
Process

Sub
Assembly
Process

Inspection
Process

SMT
Process

Total
Assembly
Process

Sub
Assembly
Process

Inspection
Process

Fig. 1. Manufacturing processes of mobile devices

Sub assembly process is for assembling mechanical parts, and total assembly proc-
ess is for assembling the sub parts made by sub assembly process and the PCB made 
by SMT process. Inspection process is composed of software downloading and over-
all software testing. Table 2 illustrates design technology areas for the manufacturing 
processes of mobile devices 

Table 2. Manufacturing processes and related design areas 

Manufacturing process Design areas 
Total assembly, sub assembly Mechanics and hardware 
SMT Electronic packaging 
Inspection Software 

The DFM checklist is a practical guideline developed through analyzing causes of 
production problems which occurred in actual production processes. It is composed of 
check items in the area of mechanics, hardware, electronic packaging, and software. 
Check items of each technology area are classified by its unique classification 
scheme. For example, the classification structure of checklist of mechanics is illus-
trated in Fig. 2.  

Check items of each technology area can be modified through continuous monitor-
ing of mass production problems or changes in process constraints. Examples of 
check items in mechanics and hardware area are shown in Table 3. Check items for 
production manufacturability consist of issue list and response plan identified by 
analyzing problems which occurred in the prototype or mass production stage. 
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Level 1 Level 2 Level 3

Structure Cover Assay Front

Rear

Upper
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Key Assay Side Key

Multi Key

Main Key
LCD Common

EL

Assembly Microphone

PCB Connector

Motor 

C/List
Checklist of

Mechanical parts

Level 1 Level 2 Level 3

Structure Cover Assay Front

Rear

Upper

Lower
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Multi Key
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Motor 

C/List
Checklist of

Mechanical parts

Fig. 2. The classification structure of the checklist of mechanical part

Table 3. Manufacturability evaluation criteria for mechanics and hardware 

 

Weighted priorities are assigned to each check items and the result of evaluation is 
‘OK’, or ‘NG’. The DFM metric is defined as the level of completeness in the manu-
facturability. The value of completeness of mass production can be calculated using 
the following formula. 
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In the formula, wi is weighted priority assigned to i-th check item. And, ri is the re-
sult of i-th check item and it is an encoded quantitative value transformed from the 
qualitative test result. 

4   The Collaborative DFM Process 

To properly evaluate manufacturability in the earlier design stage, each step in the 
product development process involving product planning, selection of parts and detail 
design should be performed according to the manufacturability perspectives. There-
fore, concurrent and collaborative design process can play an important role in guar-
anteeing the manufacturability in the earlier design stage.  

This paper proposes a concurrent and collaborative evaluation process for the 
manufacturability and quality of the products in the earlier design stage. The evalua-
tion process is made up of verification of the problem, quantification of the problem, 
and design optimization to minimize the problem, and is repeated n-times until the 
quality reaches the target level (Fig. 3).  

Problem 
verification
Problem 

verification
Problem 

quantification
Problem 

quantification
Design 

optimization
Design 

optimization
Problem 

verification
Problem 

verification
Problem 

quantification
Problem 

quantification
Design 

optimization
Design 

optimization

 

Fig. 3. Manufacturability evaluation process 

Mobile device development process consists of a series of PCP(Product Concept 
Planning), PP(Project Planning), DV(Design Verification) and PQ(Product Qualifica-
tion) stages. Among the stages, collaborative DFM process starts with FMEA(Failure 
Mode Effect Analysis) in PP stage, and ends with manufacturability review in PQ 
stage. Fig. 4 illustrates the relationship between product development process and 
collaborative DFM process.  

Specific works performed in each collaborative step are described as follows.  

 Step 1. Process FMEA in PP stage  
PP step is the stage to evaluate the possibility of realization of product concept before 
actual design, in which both design FMEA and the process FMEA are performed. Not 
only designers but also production engineers participate in process FMEA to review 
the previous problems and apply its measures into the DV design stage. The FMEA 
utilizes the DFM checklist of the similar product models, and checks the design 
changes due to the process constraints and quality problem in detail.  
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Fig. 4. Product development process and collaborative DFM process  

 Step 2. Requesting manufacturability evaluation in each DV, PV,  and PQ stage  
Designers make a request for manufacturability evaluation to pilot engineers through 
the existing PDM (Product Data Management) system. The request is independently 
performed in each technology area like mechanics, H/W, S/W, and PCB. The reason 
to use PDM system is to easily pass the related design knowledge such as mechanic 
and circuit drawings. PDM is used as a channel for shareing design knowledge among 
designers, pilot and manufacturing engineers. The system manages the design knowl-
edge according to the item level like PCB assembly, sub assembly, S/W and parts as 
is shown in Fig. 5. Both pilot and manufacturing engineers evaluate the manufactura-
bility using prototype and CAD drawings. 
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Mechanical Drawing

Circuit Drawing

Execution file

Electronic Packaging Drawing

Block Diagram

Mobile device
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Ass’y

PCB 
Ass’y
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Mechanical Drawing

Circuit Drawing

Execution file

Electronic Packaging Drawing

Block Diagram

Mobile device

 

Fig. 5. Item descriptions in PDM system 

 Step 3. Generating the Checklist in DV stage  
The pilot engineer examines the evaluation request, makes go-or-no decision, and 
generates the checklist. Evaluation items in the checklist are dynamically organized 
considering functional characteristics of the model being checked. For example, if the 
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model supports DMB function, evaluation items related to the DMB function are 
dynamically selected to make up the list.  

 Step 4. Making up the checklist in DV, PV, and PQ stage  
Both pilot and manufacturing engineers investigate each prototype using design 
knowledge such as circuit drawings, mechanical drawings, process constraints, and 
softwares, and they feedback the evaluation results to the checklist. The results con-
sist of detail phenomena and its causes made by referencing to design guide as well as 
review criteria and specification described in the checklist. If the result is ‘NG’, the 
engineer makes a request for design improvements and asks for the designer to input 
the measures for the problem. All the inputs to the checklist are version-controlled.  

 Step 5. Design optimization in DV, PV, PQ stages 
Designer investigates whether the improvement request is possible to reflect it into 
the design, and inputs the examination result for the improvement plan in the check 
list. Both pilot and manufacturing engineer verify the plan, and the actual design 
change using design knowledge.  

Fig. 6 Analysis of manufacturability evaluation results  

 Step6. Manufacturability review in DV, PV, and PQ stage 
Manufacturability review is a procedure for the designer, pilot and manufacturing 
engineer to review the checklist results, and to establish future plan for the defects in 
current product development process (Fig. 6). If there are so many design changes, 
prototype is re-fabricated and the review is repeated.  
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5   Web-Based DFM System  

We have developed a web-based system for collaborative DFM process, and the sys-
tem has been operated as an application module in overall e-R&D enterprise portal of 
a company. We used SSO (Single Sign On) policy in the portal as basic security 
mechanism. The system has a typical 3-tier architecture based on J2EE.  

Since addition and modification of checklist items should not influence the product 
development process, we implemented rapid reactive system to adjust to the item 
changes due to the introduction of new operation or the modification of existing op-
eration. Fig. 7 illustrates logical view of the system architecture and information flow.
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Fig. 7. Logical view of the system architecture of the DFM system

6   Conclusion  

The collaborative DFM process for the design of ubiquitous devices considering mass 
production manufacturability and web-based information system supporting the collabo-
rative process are proposed in this work. The collaborative DFM process is adopted to 
utilize know-how of design, production engineering and manufacturing in the perspec-
tive of mass production in the product design phase. The benefits of the collaborative 
process can be summarized as follows. First, by incorporating mass production manu-
facturability in design phase, costs of product failure can be reduced. Second, design 
changes due to the process constraints in mass production stage can be minimized. 
Third, the verification level of mass production manufacturability can be enhanced 
enterprise-widely using the standard checklist and design guideline. Finally, the flow of 
design knowledge is optimized through the integration of the PDM and DFM system.  
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A company using the collaborative DFM system proposed in this paper has ac-
complished 80 % of completeness of P/V stage manufacturability in manufacturing 
ubiquitous devices and failure rate of the first mass production has been reduced sig-
nificantly. Especially, manufacturing process constraints incorporated by new auto-
mation production line can be analyzed thoroughly in advance and identified as check 
items prior to actual production, which enables reflecting possible problems due to 
process constraints on the product design rapidly.  

Check items in the checklist should be organized properly to increase the possibil-
ity of prior identification of mass production problems by applying the DFM process. 
The checklist explained in this work is developed by analyzing problems in the first 
mass production stage. However, to increase the reliability of the checklist it is re-
quired to extend the DFM system by integrating MES (Manufacturing Execution 
System) and the DFM system and managing process troubles from the product design 
phase to the mass production phase. 
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Abstract. With the progress of globalization, supply chains of enterprises have 
expanded to cover the whole world, and in such environment, enterprises have 
placed various efforts to enhance the efficiency of their supply chains. For effi-
cient management of supply chains, a number of enterprises have implemented 
VMI processes and have started to employ TPL as a way of strategic outsourc-
ing. There also have been recent efforts to connect VMI processes with TPL via 
IT technologies to enhance competitiveness. In such e-Logistics programs, in-
ternational e-commerce standards such as RosettaNet can be used as a means to 
intensify the control of logistics and inventory information, but still has limita-
tions in that causal relationship between PIPs are not fully described to execute 
VMI processes with TPL. This study intends to overcome such limitations by 
implementing a content based document routing function that connect the Ro-
settaNet B2B system to the BPM system. Furthermore, to monitor the PIP in-
stance’s causal relationship, a multi-PIP monitoring system has been developed, 
which in turn will facilitate the management and control of higher level BPM 
processes. The results of this study are already being applied to e-Logistics  
programs of a Korean company, and runs successfully in production mode. 

1   Introduction 

To survive in the world of intensified competition, enterprises have struggled to main-
tain their competitiveness and strength while outsourcing minor business functions. 
With the globalization of the enterprise environment, outsourcing candidates have 
expanded to include foreign companies, and the supply chains of individual enter-
prises have become more complex. As a result, enterprises are placing considerable 
amount of efforts to manage their supply chains with higher efficiency and to con-
struct an optimized logistics system [1, 2, 3]. 
                                                           
* Corresponding author.  
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Of these various efforts, e-Logistics project, which consists of TPL (Third Part 
Logistics) and VMI (Vendor Managed Inventory) as its core process, has attracted 
much interest due to its high performance result. TPL allows an enterprise to 
minimize its efforts in its intricate logistic systems while achieving higher logistics 
performance. In cases of multi-leg supply chains, VMI is an approach that enables 
enterprises to reduce their supply chain management cost while minimizing safety 
stock costs for in-between enterprises of the chain [4, 5]. 

The efficacy of VMI and TPL can be maximized when the supplier, manufacturer 
and distributors exchange information with accuracy on right time. Although EDI has 
been used to facilitate information exchange between them, its expensive VAN rent 
and implementation cost together with its batch-processing nature has hindered its 
utilization. However, with the progress of Internet technologies, XML-based open 
B2B standards have been developed to set a new milieu for VMI and TPL [6]. As the 
reports regarding the success of RosettaNet e-Logistics applications overseas have 
been issued, it has attracted interests of Korean enterprises. 

To integrate VMI and TPL via RosettaNet, the efficient execution and management 
of multiple PIPs (Partner Interface Processes) are most important. To achieve this, 
this study proposes a method to construct a system which monitors the multi-PIP 
environments, and also presents a method to connect such system with the BPM sys-
tem through the content based document routing function. 

Chapter 2 of this study briefly introduces the RosettaNet e-Logistics program and 
the BPM systems. VMI processes with TPL are reviewed in Chapter 3. Chapter 4 re-
lates each RosettaNet PIPs to real VMI processes, while Chapter 5 proposes a method 
to manage multiple PIPs for the VMI process. The final chapter, Chapter 6 summarizes 
this study and presents future research issues. 

2   RosettaNet e-Logistics Program and BPM 

2.1   RosettaNet e-Logistics Program 

RosettaNet is a non-profit consortium that consists of more than 500 leading compa-
nies and organizations working to create and implement industry-wide, open e-
business process standards. RosettaNet is also the name of the e-business standard 
defined by that consortium. It was first launched in June 1998 with about 40 IT com-
panies, but now has grown into one of the most leading e-commerce standard bodies 
and has extended to include various companies of the electronics, semiconductors, 
communications and logistics as well as high-tech industry [7, 8]. 

RosettaNet e-Logistics program covers the overall process of enterprise such as 
collaborative demand forecasting, order management, shipping, delivery, billing and 
remittance that are collocated before or after the online transaction between two trad-
ing partners. The VMI and TPL are the core processes of this program. In order for it 
being successful, RosettaNet PIP should be able to support all those processes. 

2.1.1   VMI 
As a part of e-Logistics program, VMI is related with the business process of collabo-
rative demand forecasting and order management. VMI is used for the producer  
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(the supplier or the wholesaler) to place purchase order to the vendor by utilizing the 
forecast information of the vendor (distributor or manufacturer). Whereas in the past 
the vendor of the end product decided deadlines and quantities of the subparts, VMI 
allows the subpart producers to control the inventory. With the shared forecast infor-
mation and their own production plan and capacity, subpart producers can efficiently 
maintain their safety stock level, while removing the subpart inventory control costs 
of the vendor. Now, the vendor can receive a safer and more accurate inventory ser-
vice from their reliable producers. Reduced safety stock level, accurate deadlines and 
reduction of stock-outs may be beneficial to both the vendors and producers [5, 9]. 
Following figure shows the VMI process between the manufacture and distributor in 
an EDI environment together with the EDI documents involved [6]. 
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Fig. 1. The Typical VMI Process (*Source: EAN Korea) 

2.1.2   TPL 
TPL is a company’s long-term usage of specialized external logistics service. As the 
supply chain of the company becomes more complex, there are a number of cases 
where simple transportation or warehouse management along with customs clearance 
service, returns of defected goods and packing services are being handled by TPL. In 
North America or Europe, where the concept of TPL has prevailed, companies apply 
TPL in various areas with anticipated effects of reduced inventory and transportation 
cost from specialty, capturing market needs, higher customer services while focusing 
on their core competences. However, Asia-Pacific enterprises have been passive in 
applying TPL, lest it should hinder immediate customer response or cause to lose the 
control over logistics [10]. 

However, the control over logistic activities can be reinforced by using IT and e-
commerce standards. If there is an adequate logistics information system, such fear on 
TPL can easily be dispelled. 

2.2   BPM System and Multi-PIP Support 

Today, as the business surroundings such as governmental regulations, policies, and 
technologies are undergoing rapid changes while customer needs and product re-
quirements become diversified, enterprises make every endeavor to adapt themselves  
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to those changing environment. To increase their competitive power, enterprises are 
undergoing an endless cycle of process innovation, and try to set up the BPM system 
in various fields as a supporting tool. 

BPM system is an enterprise solution for planning, managing and improving busi-
ness processes, and is mostly originating from WfMS or EAI [11]. While the BPM 
system focuses on the enterprise’s internal processes, B2B or e-commerce systems 
focus mainly on the inter-company processes. RosettaNet is an e-commerce standard 
that can be implemented on the B2B system, and provides PIPs that correspond to 
inter-company processes. 

As the business processes between the trading partners become tightly related, B2B 
processes that were once separately executed as individual PIPs, now needs to be 
integrated and totally managed to execute a higher level of process as is done in the e-
Logistics program. Although RosettaNet makes mention of PIPs that are relatable, it 
lacks concrete details on how to realize such connections.  

This study implements a content based document routing function that organically 
connects individual PIPs to build multi-PIP environment like the e-Logistics program. 
Furthermore, a system that monitors the overall relationship of those PIPs is proposed 
in this study, together with a method to introduce BPM system for managing the  
proposed constructs at a higher level. 

3   VMI Process with TPL 

VMI process can be divided into three stages: demand forecasting and planning stage, 
inventory and demand fulfillment stage, and invoicing and remittance stage. While 
conventional VMI process only involved the interactions between the supplier and the 
manufacturer, VMI process with TPL includes the manufacturer’s warehouse and thus 
covers 3-way interactions between them. The manufacturer’s warehouse could be 
under consigned management by 3rd party logistics company or could be owned by 
the logistics service company from the very first. 

VMI process with TPL can be classified into two types. The distinction is made by 
whether the demand forecast and planning is determined by the part supplier or the 
manufacturer (retailer). The former is called the supplier centric VMI while the latter 
is referred as the demander centric VMI.  

3.1   Supplier Centric VMI 

In order for the supplier to come up with an adequate demand forecast and plan, the 
manufacturer provides necessary sales history and inventory status report. The TPL 
company also needs to periodically report the inventory status of the warehouse, 
where the quantities on their ways to the warehouse from the supplier and quantities 
headed to the manufacturer from the warehouse should be included. With such infor-
mation, the supplier can generate a demand forecast and production plan. The follow-
ing figure 2 illustrates the supplier centric VMI process with TPL. 
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Fig. 2. Supplier Centric VMI with TPL Fig. 3. Consumer Centric VMI with TPL 

In the figure 2, all the processes accompany with the delivery of corresponding 
PIP documents except the process 2.4 that illustrates actual transportation of  
products. 

3.2   Consumer Centric VMI 

In this type, the manufacturer determines the demand forecast and production plan, 
and then sends the required subpart quantities to the supplier together with its inven-
tory status. The TPL company also report its inventory status to the supplier periodi-
cally like did in the supplier centric VMI. 

The consumer centric VMI process with TPL is illustrated in the above figure. As 
in the figure 3, the purchase order between the supplier and the manufacturer is omit-
ted, since the purchase order confirmation sent in process 2.1 replaces the purchase 
order. 

4   Mapping Between VMI Process and PIP 

To implement VMI processes with TPL, each detailed processes needs to be mapped 
to the PIP, and the individual PIPs’ data field should be filled with corresponding 
transaction data. Although the RosettaNet specifies on what data fields are needed 
within the individual PIP documents, it does not specify on how various PIPs can be 
integrated together to form a higher level of business processes. This is exactly the 
reason why enterprises are having difficulty in determining which PIPs to use to im-
plement a real business process. In this study, the following PIPs are selected and then 
mapped to the individual processes to implement the VMI process with TPL. 

The following table contains the detailed list of how PIPs were matched with both 
the processes of supplier centric VMI and customer centric VMI. 
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Table 1. Correspondence of VMI process to PIP process 

VMI PIP Process 
(Supplier Centric VMI) 

PIP Process 
(Customer Centric VMI) 

1.1 4E1. Notify of Sales Report 
4C1. Distribute Inventory Report 4A3. Notify of Threshold Release Forecast 

1.2 4C1. Distribute Inventory Report 4C1. Distribute Inventory Report 
2.1 N.A. 4A5. Notify of Forecast Reply 
2.2 3A4. Request Purchase Order 3B2. Notify of Advance Shipment 
2.3 3B2. Notify of Advance Shipment N.A. 
2.4 N.A. 4B2. Notify of Shipment Receipt 
2.5 4B2. Notify of Shipment Receipt 4D1. Notify of Material Release 
2.6 4D1. Notify of Material Release 3B2. Notify of Advance Shipment 
2.7 3B2. Notify of Advance Shipment 4B2. Notify of Shipment Receipt 
2.8 4B2. Notify of Shipment Receipt N.A. 
3.1 3C7. Notify of Self Billing Invoice 3C7. Notify of Self Billing Invoice 
3.2 3C6. Notify of Remittance Advice 3C6. Notify of Remittance Advice 

As shown in the above table, in the supplier centric VMI, internal processes that 
are not related to the exchange of business documents (process 1.3 and 2.1) and the 
process that indicates the physical movement of the product (process 2.4) are ex-
cluded in the mapping. It is also important to take notice that two individual PIP proc-
esses are used together for process 1.1. The majority of RosettaNet B2B systems 
regards the basic unit of business process as a PIP and thus assigns a single PIP to 
manage the process. However, as in the case of process 1.1, when two different PIPs 
are combined to form a larger business process, there is a certain level of difficulty in 
managing that particular process. In this study, to overcome such difficulty of manag-
ing individual PIPs, RosettaNet B2B system is integrated with the BPM system and 
thus the overall VMI process could be managed with consistency. 

In the customer centric VMI, process 2.3 which represents the physical movement 
of the product is excluded from the mapping. As for process 1.1, both PIP4A2 (Notify 
of Embedded Release Forecast) and PIP4A3 (Notify of Threshold Release Forecast) 
can be used to exchange the demand forecast information. However, in this study, 
PIP4A3, which indicates that the responsibility of inventory control has been handed 
over from the manufacturer to the supplier, is used. 

5   Multi-PIP Management for VMI 

As previously mentioned, in the VMI process with TPL, many PIPs are associated 
together to form the entire process. Although each PIP is individually executed as a 
lower level process by the RosettaNet B2B system, each PIP should be organized to 
form a higher level VMI process. RosettaNet standards, however, does not provide 
guidelines on how to design the relationship between PIPs and how such PIPs which 
are under execution can be linked and monitored within the entire process. To model 
the relationship between such individual PIPs and to manage the entire VMI process 
with consistency, this study has developed a content based document routing function 
and a monitoring system. By integrating these with a commercial BPM system, we 
could control the whole VMI process with TPL easily. 
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5.1   Mapping Between Process Instances 

In order for the BPM system to model the entire VMI process, and to execute each 
PIP transactions through the external RosettaNet B2B system, it is crucial to maintain 
the comprehensive relationship between the BPM process instance and the individual 
PIP instances. This is because there is no apparent relationship between the process 
instances that are initiated independently by the BPM system and the RosettaNet B2B 
system with the individually assigned process identifiers. 

RosettaNet uses ‘PIP Instance ID’ as an identifier between PIP instances. It is set at 
the XML element of ‘ServiceHeader/ProcessControl/pipInstanceId/InstanceIdentifier’ in the 
PIP document, and its value is to be internally assigned by the party that initiates the 
PIP transaction [12]. When a PIP document is generated by the internal RosettaNet 
B2B system and transmitted to the trading partner, the relationship can be managed 
without difficulty by keeping the generated ‘PIP Instance ID’ as a ‘Process Relevant 
Data’ of the BPM instance that is defined at the WfMC (Workflow Management 
Coalition) [13]. However, it is quite difficult for the trading partner to bind its running 
BPM instance to the newly created PIP instance that possesses externally generated 
‘PIP Instance ID’. Asking for the partner to send one’s BPM instance ID in the ‘PIP 
Instance ID’ field could be an answer. It, however, can only be achieved if there is a 
way to deliver one’s BPM instance ID to the counterpart. Furthermore, in cases where 
the internal BPM process instance can only start upon receiving the external PIP 
document, there would be no BPM process instance ID to deliver at all. Such process 
ID delivery is not within the scope of RosettaNet standard either. 

Another problem that arises from the instance mapping is that the corresponding 
relationship is not necessarily 1:1, it may be M:N. This means that a single PIP  
instance could be related with multiple BPM process instances and vice versa. For 
example, in the supplier centric VMI, process 2.3 (PIP3B2) which forwards the ship-
ment information, and process 2.5 (PIP4B2) which notifies the reception of shipment, 
may not necessarily be in a 1:1 relationship. The TPL service provider may reply to a 
multiple number of PIP3B2 documents with a single PIP4B2 document. The opposite 
case is also possible. In the invoice and remittance stage, supplier could receive sev-
eral 3.1 process (PIP3C7) documents while receiving a single 3.2 process (PIP3C6) 
document. This is possible because some enterprises favor remitting at the end of 
each quarter. In such cases where the relationships are not 1:1, it’s hard to relate PIP 
instance with the BPM instance, and to determine how many PIP documents should 
be received to advance BPM instance to the next state. 

5.2   Content Based Document Routing 

To trace the correspondence between the PIP instances and the higher level BPM 
process instance, a content based document routing function was devised in this 
study. It is implemented by providing a configuration capability for a group of XPath 
queries on the PIP document. By executing the queries against a PIP instance and 
acquiring the results, we can determine what should be done to this PIP instance and 
thus can specify the relationship between instances. For example, in case of PIP3B2 
and PIP4B2 mentioned above, a relationship can be made by extracting the product 
lot number and container number from the PIP3B2 document and comparing these 
with those of PIP4B2 document.  
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Fig. 4. Defining the Document Type Fig. 5. Defining the Routing Rule 

The ‘Document Type’ and the ‘Routing Rule’ are defined to realize such content based 
document routing. A ‘Document Type’ refers to a group of XPath queries to extract data 
from the PIP document. In the previous example, to extract the product lot and container 
number, the following two XPath queries both are declared under the element of  
‘AdvancedShipmentNotification/Shipment/ShippingContainer’ should to be defined as a 
‘Document Type’: ‘/ShippingContainerItem/traceIdentifier/ProprietaryLotIdentifier’ and ‘ship-
pingContainerIdentifier/ProprietarySerialIdentifier’. The figure 4 shows the user interface used 
to define a ‘Document Type’ in this study. 

Once a PIP instance document has been received, XPath queries, defined in the 
‘Document Type’ are executed to extract data from that document. The ‘Routing Rule’ 
defines how the retrieved data is evaluated and finally determines how the received 
document is handled – invoke a corresponding BPM process instance, just send an 
acknowledgement signal to the sender, etc. The figure 5 shows the user interface to 
define a ‘Routing Rule’ in this study. 

5.3   Multi-PIP Monitoring 

With the content based document routing function, the relationships between the PIPs 
or between PIP and higher level BPM instance could be maintained. As for the moni-
toring of the relationship, the runtime status of the BPM process instance can easily 
be traced through the BPM system, however, the causal relationships between PIPs or 
between PIP and BPM instance could not be fully monitored by the conventional 
RosettaNet B2B system or BPM system. Therefore a system that monitors these 
causal relationships is needed to run the content based document routing function in 
the production mode. A multi-PIP monitoring system is provided to monitor these 
causal relationships between PIPs or between PIP and BPM instance in this study. 
The following picture depicts the multi-PIP monitoring system. 
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Fig. 6. Multi-PIP Monitoring Screen 

6   Conclusions and Future Research Issues 

This study has analyzed VMI processes with TPL which has been chosen by major 
global companies as a way of managing their complex supply chains with efficiency, 
and has also investigated how to implement such processes with the RosettaNet stan-
dard. To effectively support VMI processes with TLP, this study has defined and 
implemented a content based document routing, where the relationships between PIP 
instances or between PIP and BPM process instance are controlled. Finally, a system 
that consistently monitors those casual relationships has been constructed too. The 
system that this study proposes has been successfully implemented by a Korean PCB 
manufacturing company and runs e-Logistics programs in a production mode with a 
global mobile phone manufacturing company. 

Future research plans to expand the current system include executing complex 
routing rules with a specialized rule engine to enhance the performance. It is antici-
pated that additional forms of routing rules can be identified through such future  
studies. 
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Abstract. In this study, an information security management system is devel-
oped through theoretical and literary approach aiming at efficient and sys-
tematic information security of Korean small and medium size businesses,  
considering the restrictions of the literature review on the information security 
management systems and the inherent characteristics of the small and medium 
size businesses. The management system was divided into the 3 areas of the 
supporting environment of the information security, establishment of the 
information security infrastructure, and management of the information 
security. Through verification by statistical methods(reliability analysis, 
feasibility study) based on the questionnaire for the specialists, the overall 
information security management system is structures with the 3 areas, 8 
management items, and 18 detailed items of the management system. On the 
basis of this study, it is expected that small and medium size businesses will be 
able to establish information security management systems in accordance with 
the information security policy incorporating the existing informatization 
strategies and management strategies, information security systems which will 
enhance existing information management, and concrete plans for follow up 
management. 

1   Introduction 

Modern business organizations are investigating a lot of their resources in developing 
and managing the information systems which link and support resources and opera-
tional processes with management strategies and goals in order to improve competi-
tiveness. To this end, while businesses are improving their efficiencies in operation by 
smooth sharing of information(pro-active features of informatization), on the other 
hand, unexpected side effects such as information leak in adversity to the expected 
goals or effects(adverse features). The impact of such adverse functions are becoming 
a serious problem in that, they not only give partial damage but obstruct and  
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deteriorate the development speed of the intellectual information society which has 
the potential of infinite progress, and weaken national competitiveness in the age of 
the infinite competition. As a countermeasure, many Koran small and medium enter-
prises are establishing information security systems at significant cost recognizing the 
necessity of preventing those adverse side effects of the informatization, however, 
most of them fail to construct a consistent information security system in compliance 
with the integral information security management system which should be carried 
out by a specialized team for information security, but for one-shot introductions.   

In order to achieve the goal of the information security investment efficiently, the 
process of improving by the areas including the awareness of the staffs on the infor-
mation security, the standard of the established information security system, and the 
availability of the information security technologies, in accordance with the results of 
the weakness analyses based on the standard management system of the information 
security, depart from simple introduction of the information security systems.  

In this study, the present situation of the information security systems of the small 
and medium businesses are surveyed, and the information security system pertinent to 
the ubiquitous environment which will be implemented in near future is developed on 
the basis of the survey in order to estimate optimum investment in the information 
security system of the small and medium business and to provide a control tool suit-
able for the process. 

2   Literature Review 

2.1   Characteristics of the Information Security in Small and Medium Business 

Due to their lack of resources, small and medium businesses face many difficulties 
when introducing the policy and system for information security. According to a prior 
study related to the survey of the present situations of information security in small 
and medium businesses, is was shown that most of them felt that 'the cost of informa-
tion security is too much' compared with their business scale and/or fund, which was 
the biggest problem. next problem was 'insufficiency of accurate standards or prac-
tices of information security', and the third was 'difficulty in identifying the objectives 
of the information security management' which was due to the obscurity in the scope 
of organization and definitions in the rules.  

In order to survey the detailed present situations of the information security of the 
small and medium businesses, 20 companies had been visited or questioned with 
letter as king their present progress and problems. The survey results were classified 
in accordance with their characteristics for identifying the subjects of the information 
security in small and medium businesses and utilized as the basic data for calculating 
weighted values 

2.2   Studies on Information Security Management System 

The Information Security Management System(ISMS) is a series of processes and 
activities for the implementation of the three objectives of security, described classi-
fied hereinabove, by systematically establishing, documenting, controlling and man-
aging the procedures and processes for the improvement of the stability and reliability 
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of the assets of the organization. ISMS is a systematic management system for the 
safe keeping and controlling of the sensitive information of business, including the 
information on the human resources, processes and information system, in all.  

 BS7799(ISO 17799) 
BS7799 was developed under the initiative of the British Board of Trade with the 
cooperation of major industries including ‘BT’, ‘HSBC’, ‘Marks and Spencer’, ‘Shell 
International’, and ‘Unilever’, with the title "code of Practice of Information Security 
Management", for the reference of the managers in charge of the implementation and 
maintenance of the information security of organization, in the form of a common 
document for the standardization of the organization.  BS7799 was designed to enable 
mutual confidence between businesses through exchanges by referencing common 
information security managerial document by providing single point reference ena-
bling the identification of the necessary control measures for the situations being 
faced by the businesses and by applying it on a wide scope. 

 GMITS(ISO 13335) 
While the BS7799 had been developed for the security of the overall organization, 
GMITS(Guidelines for the management of IT Security) is a standard of information 
security management, with its fundamentals focused on the security of the informa-
tion systems. The main content of the information security process includes establish-
ing the object, strategy, and policy of information security, performing risk analysis, 
establishing and implementing IT security management plan, and carrying out 
through follow-up activities. To describe the information security management, the 
basic concepts and model were briefly introduced, model was described in the view 
points of management and planning, and the overall process of the security manage-
ment of the information system was presented. The document is consisted of technical 
descriptions, explanations on the control measures and the procedures of selecting the 
measures in accordance with the security requirements and the specific environments 
of the organization, and the method of selecting the items of control when linked with 
external network, e.g., the Internet. The items of control are consisted of 40 items in 7 
subtitles of organizational and physical area and 23 items in 5 subtitles of information 
system area, in 63 items in total. As a standard of information security management in 
the perspective of the information system security, the GMITS describes security of 
the information asset, not the overall assets of organization, lacks the definition of the 
detailed activities and the results of the information security process. Therefore, it is 
required to develop an information security management system which enables  secu-
rity  of the overall assets of organization covering the information security control 
items which can be quantified in detail.  

3   Requirements for the Development of the Information Security 
Management System for Small and Medium Business 

In order to develop information security system for small and medium businesses, the 
limits in the prior studies were overcome and the characteristics of the information 
security in small and medium business, and the requirements of the management 
system development to resolve the problems were clarified. 
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First, considering that 'since the position of the business is influenced a lot by the 
economic environment, trade relationship, competitive environments and internal 
changes, omission and/or simplification of a specific stages should be allowed, con-
tinual modification and supplement can be made', it was intended to develop a com-
mon information security management system available for any small and medium 
business. Secondly, considering that 'due to the insufficiency of resources, any small 
or business which carry out information security may suffer stoppage or delay in sales 
activities, which will impact severely on the business', control model rather than proc-
ess model which require more time and cost is suitable, and the standard model 
should be suggested. Finally, considering that 'due to the insufficient resources to 
obtain and maintain international standard(BS7799), it should be extendable to inter-
national standards in order to enable extension to diverse functionality and to secure 
external competitiveness', the overall model of level assessment was intended to be 
designed on the basis of the BS7799. 

4   Developing Information Security Management System for Small 
and Medium Business 

4.1   Designing Information Security Management System for Small and 
Medium Business 

Since the level and the strategy of information security in small and medium business 
should be designed to be suitable for the pertinent level of informatization(Structural 
Contingency), general structural layers of the business has to be reviewed. The busi-
ness informatization consisted of the infrastructure of the information technology 
which is the technological environment and the information supporting environments 
(IT Support). The infrastructure is consisted of the four basic elements, described 
bellow, incorporating the physical facilities required to meet the information require-
ments, management on the computation resources, and services to customers. Techni-
cal elements(Component) IT includes computer, printer, database management  
software, and OS which are from-the-shelf commodities. However, these do not pro-
vide meaningful services to customers in the form they were procured. Knowledge 
and experience elements(Human IT) are the knowledge, experiences, and skills which 
are produced by combining the technical elements procured in the market in order to 
provide meaningful services to the information system users. Shared information 
service elements(Shared IT) includes the service of sharing information partially 
among the end users of the information system in their job operation. For example, 
channel management service and information management service are the typical 
shared information services. Integrated application information service ele-
ments(Shared and Standard Applications) are the services provided to and shared by 
multiple departments such as accounting and personnel information services. Typical 
example is the ERP((Enterprise Resource Program). Informatization environments are 
consisted of human resources and system environments(supporting system, training, 
performance assessment, etc.). Understandings and support of the top management 
lead the implementation of the strategy of the organization through the allocation of 
the rare resources and affect the attributes of the organization members. When the 
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infrastructure of the information technology and the informatization environments are 
established, the Information Audit team will identify the level of rationale of the re-
sults from the construction and operation of the information system, proceed with the 
corrective and preventive activities for the problems identified in the outputs. 

In this study, firstly those component elements and the assets for the informatiza-
tion have been identified, then the scope of information security which will secure 
those elements are setup to define the information security management system area 
for small and medium business. 

Table 1. Information Security Management System Area Development 

Elements of Informatization System Area 

Will toward informatization 

Supportive organs 

Spread of awareness 

Policy of informatization 

Supporting  
Environment 

Investment 

Information Security 
Supporting Environ-

ment 

Technical elements 

Knowledge & experiential Elements Infrastructure 

Shared information service elements 

Establishment of 
Information Security 

Infrastructure 

Rule observance Informatization
Audit Response to accidents 

Information Security 
Operation Management 

Detailed information security management systems were reviewed in accordance 
with the information security management system areas defined above and those parts 
which are not suitable for small and medium business were modified to constitute a 
detailed information security management system for small and medium business. 

4.2   Designing Information Security Management System of Small and Medium 
Business 

In this section, the components of the areas which constitute the information security 
system of small and medium business, derived by theoretical and literary approaches 
were defined. 

Supporting  Environment for the Information Security 
Supporting environments for the information security is the environments which pro-
vide tangible and intangible resources required for the effective information security 
of the organization, which are classified into the establishment of the information 
security policy(regulations, rules, code), constitution of the information security and 
defining relevant responsibilities and roles, recognition and will to support the infor-
mation security of the management(staff), financial investments for the information 
security, and training of the information security.  
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 Establishment of the Infrastructure of Information Security 
The establishment of the infrastructure of information security means the actual 
introduction and management of the information security system which is constructed 
to secure the infrastructure of informatization, consisted of identification and 
assessment of the information assets(documents, equipments, etc.), risk analysis and 
assessment(weakness analysis and assessment) of the information assets, response 
system to the environmental risks(power failure, flood, fire, etc), access control and 
management of facilities, access control and management of the documents(outputs), 
human security, access control and management of the network, access control and 
management of the server, access control and management of the application 
software, and access control and management of the personal computers. 

 Management of the Information Security 
Information security management means the management required for the safe and 
efficient operation of the security measures implemented in the construction stages of 
the information supporting environment and infrastructure, consisted of the 
verification of the rationale of the policy and technology, monitoring of the security 
policy status, maintenance check and change management, response to the security 
accidents and failure(maintain job continuity). 

 4.3   Investigation and Analysis of the Information Security Management 
System of Small and Medium Business 

Sampling and Investigation Method of the Population 
The information security management system of small and medium business were 
constructed with three management system area covering 19 items. Each items, which 
were finalized through the verification analysis with the specialists questionnaire, 
have the meaning of the information security management system for small and 
medium businesses that can identify general tangible/intangible information assets 
and suggest optimum countermeasures by risk analysis. In order to verify the validity 
of the management system areas and detail items which constitute the information 
security management system in small and medium businesses, questionnaire survey 
was carried out with the specialists who have fundamental understandings on the 
information security management. Those specialists include the person who are in 
charge of or have experiences in business information security, those who have 
experience in training or consultation of information security, those who implement 
information security management system, and the specialists engaged in the 
information security business. The questionnaire had been conducted for ten days 
from Aug. 01. 2005. 58 questionnaires had been collected, of which 52 had been 
selected and analyzed, excluding 6 incomplete papers. The questionnaire was 
prepared in 5-point Likert scale to investigate the validity of the management areas 
and detail items. The importance by business scale had been measured to identify the 
difference between large and small businesses in the items of the management system.  

 Verification of the Study 
The priorities of the detail items of the management system of the information 
security were investigated by the business scale, focusing on the average values with 
5 points in full. 
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In the overall investigation results, the establishment of the information secu-
rity(regulations, rules, guidelines), information security organization and assignment 
of duties and roles, and the recognition and initiatives of the management(staff) on the 
information security have obtained higher marks. This shows that the effectiveness of 
the supporting environment of the information security is one of the key element of 
the information security management system and the fundamental of the infrastruc-
ture of the information security. On the other hand, the information security training 
and financial investment in the information security have obtained relatively lower 
marks, which is understood that it was difficult to grasp the level of constructing ac-
tual information security management system. 

In accordance with the characteristic difference between the large and small busi-
nesses, the importance of the items of the actual management system vary. In small 
and medium businesses, identification and evaluation of the information as-
sets(documents, equipments), response to the security accident and failure(maintain 
operational continuity), access control and management of PCs, access control and 
management of the documents(outputs) showed relatively higher marks to those of 
the large businesses. This is understood that, since the standards of the system con-
struction of the smaller businesses is lower than those of the larger businesses due to 
the restricted resources, the priorities are given to the items(identification of the in-
formation assets and information security on the personal level) in the basic informa-
tion security management system. On the other hand, larger businesses construct 
management systems to secure identified information assets, focusing on the detail 
items of the management and improvements of the information security system.   

Reliability and validity analyses had been carried out to verify the designed infor-
mation security management system for small and medium business. In this study, 
prior to the reliability and validity analyses, the management system item of which 
average mark was less than 3.0, which is the criteria of the desirable validity, was 
excluded from the analyses. In consequence, the financial investment for the informa-
tion security drive in the supporting environment management area was excluded.  

In accordance with the results of the Factor Analysis, 4 management system items 
in the information security supporting environment management area were grouped 
into 2(Information Security Policy, Awareness & Capability of Information Security), 
10 management system items in the information security infrastructure construction 
management area were grouped into 4(Risk Analysis, Physical Security, Managerial 
Security, Technical Security), and 4 management system items in the information 
security operational management area were grouped into 2(Observation, Mainte-
nance), defining the information security management system of small and medium 
business by 3 management system area, 8 management items, and 18 detailed items of 
the management system. 

5   Conclusion 

5.1   Results of the Study 

In the early stage of information society, emphasis had been focused on the pro-active 
features of the informatization in order to promote the popularization of information. 
Recently, the focus has been being shifted to the information security in accordance 
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with the social interest on the problems of the informatization. The necessity of the 
information security is recognized in most organizations and businesses as well as 
government agencies and enterprises which have sensitive information. However, for 
small and medium businesses which lack human and fund resources even for the 
positive investment in informatization, comprehensive investment in information secu- 
rity is difficult to be performed. Therefore, the methodology of efficient and effective 
investment in information security with limited resources has been being emphasized.  

In this study, an information security management system is developed through 
theoretical and literary approach aiming at efficient and systematic information 
security of Korean small and medium size businesses, considering the restrictions of 
the prior studies on the information security management systems and the inherent 
characteristics of the small and medium size businesses. The management system was 
divided into the 3 areas of the supporting environment of the information security, 
establishment of the information security infrastructure, and administration of the 
information security. Through verification by statistical methods(reliability analysis, 
feasibility study) based on the questionnaire for the specialists, the overall informa-
tion security management system is structures with the 3 areas, 8 management items, 
and 18 detailed items of the management system. 

On the basis of this study, it is expected that small and medium size businesses will 
be able to establish concrete plans for the information security management systems 
and information security systems in accordance with the information security policy 
inclusive of the informatization strategy and management strategy for the preparation 
of the ubiquitous environment which will be realized in near future. 

5.2   Limits of the Study and the Directions of Future Studies 

Small and medium businesses are characterized by the inherent features of the trade 
for their smaller business scale. Therefore, it is required to develop additional compo-
nent elements of the information security management system which reflect the  
characteristics of the business types such as information communication, manufa-
cturing(electric & electronics, fiber, chemicals, mechanical, metal, etc.), logistics, 
finance, consulting, and service. In addition, the methodologies of detailed driving of 
the information security management system of the small and medium business 
should be more clearly visualized. Due to the insufficiency of the human resources 
and time of the smaller business, checklist type profiles of each detail items of the 
management system should be developed. 

Finally, case studies of the implementation of the information security management 
system developed by the present study in smaller businesses in order for the actual veri-
fication. Studies on investigating the progress of the information security stages in 
smaller business based on the results of the case studies will also be valuable. 
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Abstract. Recently, with the materialization of ubiquitous computing 
environment, families have begun using the latest electronic products. 
However, new technology is that there are increasing numbers of 
products which, while equipped with these advanced functions, fail to 
have those functions properly utilized because of the difficulties in 
operating them. Accordingly, one can suggest that having easy 
operation functions is an important factor for becoming a best seller.  

In this paper, an evaluation was carried out on the usability of Digital 
TV, which can be said to be a representative electronic product used at 
homes. To have a rational usability evaluation, an evaluation 
framework was developed by examining and analyzing existing 
researches and consumer characteristics. By using the results, a 
usability evaluation was carried out on 100 consumers concerning 
Digital TVs being sold in Korea, in order to verify its validity. 

1   Introduction 

Due to the rising quality of consumer awareness in buying products these days and 
the prevalence of consumer-oriented designs, the phenomenon of products that are 
inconvenient to use being weeded out is expanding. Naturally, the industries and 
research organizations have become very interested in designing products that are 
easy for consumers to operate. The result of such interest led the industries to become 
more interested in design development that considers the users, and the academic 
world to publish papers related to various usability issues. It is also true, however, that 
the industries and research organizations are applying the results of their research 
directly to the usability evaluation of products without considering the particularities 
of the products or the needs of consumers. This paper, therefore, considered these 
matters, developed a new evaluation framework for the usability of electronic  
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products, and applied it to the usability evaluation of digital TVs ‘A’, ‘B’, and ‘C’ in 
order to verify its validity. Digital TV is a representative consumer-type electronic 
product that consumers use frequently for a long time. 

2   Literature Review  

2.1   Usability 

Usability is currently being recognized as a new dimension in product design [9]. The 
word ‘usability’ is sometimes used as ‘ease-of-use’. There may be differences in its 
interpretation for some people, but generally speaking, the word is used to express 
efficacy of user interface [13]. Interface is the part of a system that users may physi-
cally, perceptually or conceptually come into contact with[8]. The human-product 
interface becomes a medium that accelerates the flow of necessary information when 
humans use a product. Therefore, when a human-product interactive system or user 
interface is inferior, users fail to reach the goals of product usage or user capabilities 
become limited [11]. 

A broad interpretation of usability is to recognize usability as high-content quality 
[3]. Lansdale and Ormerod define usability as a collection of attributes that must be 
evaluated in the interface or that a good interface must have in order to explain prod-
uct quality [7]. Therefore, in order for a business to gain product competitiveness in 
today’s extremely fast-changing environment, it needs to newly reorganize itself 
based on the current concepts of quality design. Although there are studies on the 
definition of and the elements that compose usability, their results are insufficient to 
directly apply to product usability evaluation, and they suggest the need for a more 
technical development for usability evaluation [5, 12].  

In order to develop the technique for usability evaluation, there also need to be 
measurement units that can quantify usability elements and a measurement technique 
that can measure those units [4,14]. Many kinds of usability measurements and 
measurement techniques have been examined by scholars like Treu, Dix and Meister, 
but they are scattered in various literature and are rarely systematically organized 
[2,10,15]. Accordingly, evaluation measurement techniques must be arranged and 
classified; measurement units must then be selected for each usability element, units 
that can adequately quantify the elements in question, and measurement techniques 
that can efficiently collect each measurement unit must be selected[6]. Usability 
evaluation evaluates how well a product or system interface agrees with the 
recognition needs, or the intellectual, physical needs of humans. Because a product’s 
usability is an issue that arises during the user-product interface interaction process, 
its evaluation must start from the basic functions carried out by humans in the 
interaction of human-product interface, in other words, from the analysis of human 
information processing.  

In this paper, based on the results of previous research, and in order to evaluate 
users and product usability, classified the interaction of user-product interface into 
four elements: perception, understanding, intellectual decision, and action.  
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3   Development of Usability Evaluation System 

3.1   Development of Evaluation Model 

Evaluation model for user interface is composing a task support, usability and 
Aesthetics. That is easy finding function for user and easy memorizing. Thus, that is 
easy icon for user interface. 

 

Fig. 1. User Interface Evaluation Model 

3.2   Customer Factors for Product-Buying 

By using the result, customer important factor for product buying is Table 1. 

Table 1. Customer Factors for Product-Buying 

Factors Portion (%) 
Marketing Strategy 6 

User Convince 17 
Design 18 
Price 17 

After Service 9 
Brand 14 

Quality of Product 12 
Function of Product 4 

Etc 3 

A user must use a remote controller and buttons on a TV in order to operate it.  
Operation of OSD (On Screen Display) is necessary to control TV display and 

volume, and due to the particularities of the picture medium, connection with an  
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external device is also very important. Consequently, convenience in external 
connection can be said to be an important element as well. 

Accordingly, based on the existing research results of perception / understanding / 
intellectual decision / action, the four stages of usage process, product usability 
evaluation elements are proposed as follows.  

Table 2. Characteristics of each attribute 

Attribute Characteristics Importance to Interface 
Remote 
Controller 

Wireless device for TV 
operation 

Requires design to enable easy  
operation for anyone 

OSD 
TV display operation  
Software 

Requires capability to easily 
operate device using only icons 

External 
Connection 

Convenience in connecting 
to other devices 

Variety of connecting terminals  
and easy connection 

Buttons on 
Product 

Buttons on TV for  
Operations 

Design of placement and size of 
operation buttons that consider  
user convenience 

This paper examined the numerical index of convenience for each attribute through 
a survey of 100 users, and produced an evaluation of Digital TV interface classified 
into four large attributes: remote controller, OSD (On Screen Display), external con-
nection, and operation buttons on the product.  

Based on the results of the attributes, an evaluation framework was developed and 
applied to the usability evaluation of digital TVs currently being sold. 
Table 4 is result of important for usability evaluation. The important is major factors 
using Electronic Products. 

Table 3. Importance Level for each attribute 

Attribute Importance Level 

Remote Controller Convenience 28.3% 
External Device Convenience 24.4% 
Buttons on Product 19.8% 
OSD Convenience 18.2% 
Etc 9.4% 

These elements are independent, but they also have mutually complementary 
characteristics for device operation convenience. 

By using Alison’s research, this paper is development of evaluation model as 
follows[1] 



720 H.J. Lee, C.S. Leem, and S. Kim 

Table 4. Detailed evaluation results for each attribute 

 Attribute Attribute Of Digital TV 
Easy finding function. 
Easy using function 
Design help decision making 

-Organization Arrangement 
-Connect 
-Terminals easy to Connect 

Easy Function Wording Graphics 

Wording Graphics is icon for operation functi
on  

Wording Graphics 

T
A
S
K 

Design help decision making Wording Graphics 

Easy User Interface Design 

Easy User Interface for customer memorizing Organization Arrangement 

Easy User Interface for customer 
Usability 
Button on Product 

U
S 
A 
B 
I 
L 
I 
T 
Y 

User Interface for Correct  
Operation  

Wording Graphics 

Graphics for Customer Operation 
-Wording Graphics 
-System Selection  

& Connection 

Wording Graphics for 
Operation list 

-Wording Graphics 
-Product Design 

A
E 
S 
T 
H 
E 
T 
I 
C 
S 
 

Customer is influenced  
by colorful graphics. 

-Design 

Table 5. Detailed evaluation results for each attribute 

Attribute Importance Level 
Easy to use 40.1 % 

Easy to understand 31.7 % 
Remote 

Controller 

Design 28.2 % 

Table 6. Detailed evaluation results for each attribute 

Attribute Importance Level 
Product Design 48.9 % 

Buttons on Product 28.9 % 
Device 
Operation 

Cleaning management 22.2 % 
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Table 7. Detailed evaluation results for each attribute 

Attribute Importance Level 

Understanding / Intuitiveness 33.2 % 

Organization / Arrangement 26.2 % 
System Selection 25.0 % 

OSD 

Design 15.6 % 

Table 8. Detailed evaluation results for each attribute 

Attribute Importance Level 

Sufficient Number of Terminals 33.3 % 
Easy to Connect 26.5 % 

Connection Terminal Grouping 18.9 % 

External 
Connection 

Labels 21.3 % 

Based on this, a detailed framework is proposed as follows. 

Table 9. Evaluation Framework for Usability 

1st  attribute 2nd  attribute Items in Detail 

Design 
Remote controller size/weight/form, button 
color/ size/grouping/description, high- 
class/polish/ easy-to-use appearance Remote 

Controller 
Usability 

Using hands, reaction speed/degree/touch,  
ease of changing batteries, using primary  
buttons, using special shortcut buttons 

Design 
Menu font/size/background color, high 
class/polish 

Organization 
Arrangement 

Item classification, sufficient number of  
items, understanding the procedures,  
coherence of the procedures 

Wording / 
Graphics 

Wording / understanding the terms, 
understanding the graphics / pictures  

OSD 

System /  
Selection 

Operation / selection, sign placement, sign  
size, sign time, movement speed 

Connection 
Terminals 

How many external connection terminals? 
External 

Connection Easy to 
Connect 

Labeling / grouping, easy-to-connect  
Appearance 

Buttons on 
Product 

Product button   
position/size/shape/arrangement/ touch/  
distinctiveness 

Product Design 
Product casing color/form, speaker  
color/form 

Device  
Operation 

Cleaning Man-
agement 

Cleaning, setting up, moving convenience 
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4   RESULT 

Using the evaluation framework, a usability evaluation was carried out for each prod-
uct, and the result is as follows. 

Table 10. Result of Usability Evaluation [Unit : %] 

 Attribute 
Product 

Remote cont
roller 

OSD 
External 

Connection 
Device Operatio

n 
A 59.43 78.80 69.94 68.90 
B 66.06 76.26 73.64 72.16 
C 68.88 58.35 62.78 67.30 

A more detailed evaluation of each product’s problems is as follows. 

Table 11. Satisfaction for Remote Controller [Unit : %] 

Classification Product A Product B Product C 

Easy-to-use Appearance 62.50 72.90 75.90 

Reaction Speed 60.00 69.10 67.70 

Understanding Labels 65.90 68.90 67.10 

Button Size 54.50 68.80 73.90 

Button Grouping 55.00 68.60 65.20 

Battery Cover 67.10 68.60 72.30 

Remote Controller Weight 52.50 68.20 65.50 

Button Shape 51.60 67.30 66.30 

Changing Batteries 64.50 66.30 63.80 

Using Hand for Operation 52.90 65.90 67.00 

Distinguishing Buttons 50.40 65.40 68.40 

Button Touch 54.80 64.30 71.60 

Button Colors 60.40 63.90 73.20 

Reaction Speed 60.50 63.00 69.80 

Overall Size 54.50 62.00 63.80 

Overall Shape 60.50 62.00 68.00 

Polish 70.20 60.40 67.50 

High-class Look 70.50 57.00 72.90 

Overall Satisfaction 59.40 66.06 68.88  
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Table 12. Satisfaction for OSD [Unit : %] 

Classification Product A Product B Product C 
Font Size/Type 86.80 64.10 53.90 

Background Color 78.00 70.90 53.30 
High-class Look 80.00 73.80 46.60 

Polish 80.70 70.70 49.70 
Label Position 75.70 72.50 62.60 

Label Size 79.80 66.60 66.80 
Classification 82.50 77.30 64.60 

Inclusion of Necessary 
Items 

75.40 74.80 59.80 

Order of Arrangement 80.00 69.80 63.60 
Procedure Method 83.00 68.90 55.00 
Understand Labels 74.30 70.90 64.80 

Graphics 78.00 64.30 58.30 
Operation Selection 79.50 70.20 58.30 

Sign Time 69.60 65.90 60.80 
Movement Speed 70.90 69.90 60.00 

Overall Satisfaction 78.80 70.26 58.35 

Table 13. Satisfaction for External Connection [Unit : %] 

All Product A Product B Product C 
Easy-to-
connect 

Appearance 
77.9 67.0 64.3 

Labels 70.2 68.0 63.0 
Terminal 
Grouping 

71.4 69.6 62.5 

Sufficient 
Number 

of Terminals 
60.9 84.3 59.6 

Overall Satis-
faction 

69.94 73.64 62.78 

Table 14. Satisfaction for Device Operation [Unit : %] 

All Product A Product B Product C 
Button Position 70.20 78.90 56.30 
Button Shape 67.90 74.80 72.00 
Button Touch 67.10 74.50 72.70 
Button Distinction 71.30 77.30 56.40 
Product Cleaning 75.00 63.00 70.50 
Moving the Product 64.30 69.60 65.00 
Overall Satisfaction 68.90 72.16 67.30 
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The usability for each attribute gained through weighting its importance level from 
[Table 3] is as follows. 

4.1   User Convenience = �(User Satisfaction * User Importance) 

Table 15. Consumer convenience for each product, taking weight into Consideration [Unit: %] 

Attribute 
 
Product 

Remote co
ntroller 

OSD 
External 

Connectio
n 

Device Op
eration 

Total 

A 16.81 19.22 13.84 12.53 20.81 
B 18.69 17.14 14.58 13.13 21.18 
C 19.49 14.23 12.43 12.24 19.46 

Consumers’ product preferences were surveyed before the main evaluation in order 
to verify the validity of the evaluation results, and the results are as follow. 

Table 16. Consumer Preference for Digital TV [Unit : %] 

 Product A Product B Product C 
Preferences 32% 39% 29% 

Accordingly, it can be said that the validity of the evaluation framework has been 
verified through [Table 15] and [Table 16] in this paper 

5   Issues for Future Research 

The Usability evaluation framework proposed in this paper was applied to products 
currently being sold. Because the proposed evaluation framework was developed with 
current digital TVs as its subject, in order for it to become an evaluation framework 
for general electronic products, which are changing all the time, continual research 
and development is needed. 
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Abstract. Aspect-Oriented Software Development (AOSD) is an area
that is becoming important in software engineering. Currently it is fo-
cused on how to deal with aspects from the early phases of the software
development process, in order to reduce the complexity produced by
these aspects in these first phases. Software Architecture (SA) is one of
the first steps in the software development process; the SA design re-
quires a support framework to represent, identify, and manage aspects.
In this paper, a method to represent and design SA is presented. The
proposed method allows: (a) the detection and separation of the archi-
tectural aspects and concerns, and (b) the building of the architectural
design of the modular and component-connector-aspect views.

Keywords: Sotware Architectures, Aspect Oriented Software
Development.

1 Introduction

Aspect-Oriented Software Development (AOSD) is a novel paradigm that aims
to improve the separation of concerns [1]. The concerns that (at the design or
implementation phases) are spread over several modular units (crossing the limits
of these units) are named crosscutting-concerns. This crosscutting complicates
the development activities, the evolution, and the maintenance of the software.
For this reason, a special modular unit that contains the crosscutting-concerns
(known as aspects) was proposed in [1].

With regard to Software Architecture (SA), the aspects involved are called
early aspects [2]. The identification of early aspects may ensure that appropriate
decisions are made in the first stages of the software development. However, the
techniques to identify and separate aspects are just beginning to be used in an
extensive way (not always in an effective way) in the phases of requirement deter-
mination and design elaboration [2]. The handling of aspects at an architectural
level still is in an immature phase.
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In this paper, a method to generate the aspectual architecture by means of a
mechanism of separation of concerns and early aspects in a descending and iter-
ative way is proposed. The method is supported by two proposed architectural
meta-structures. These allow the representation of the architecture by means
of the modular and component-connector-aspect views. With this method, it is
possible to design the software architecture and at the same time, identify and
specify the early aspects of the software development. The method uses the re-
quirements and scenarios given by the users as inputs. The method starts with a
tentative high-level architecture and performs a set of activities by breaking the
architecture into its elements (functions and components) and establishing the
elements’ relationships. The aim of the method is to shape the aspectual software
architecture by means of the identification and decomposition of the concerns
and aspects. Furthermore, architectural patterns and a single tool are used, which
makes the method more agile. The method is presented using a case study.

The rest of this paper is organized as follows. Section 2 introduces the basic
architectural elements in the AOSD context and some related works. Section 3
presents the architectural meta-structures. Section 4 gives an overview of our
method. Section 5 develops the method in an actual case study. Finally, section 6
presents some conclusions.

2 Software Architecture and Aspect Design

Software architecture is considered to be a set of system structures [3]. These
structures are called views, which include software elements and their external
visible properties and the interrelations among them through connectors. The
architecture can either be represented in a schematic way or by means of some
architectural description language (ADL) for analysis and evaluation proposals.

The architecture design method depends on the approach of the software de-
velopment process that is followed. For example in the Rational Unified Process
(RUP) an object-oriented approach is followed, and the architecture is designed
and refined at every stage of the process; it is represented by means of an adap-
tation of the “4+1” view model.

Another approach proposed in [3] is based on the quality attributes that the
software must fulfill; this method is called “Attribute Driven Design”(ADD). The
ADD approach can be used with different software development methodologies
(for example, the object-oriented and the component-oriented methodologies)
where architectural aspects are still barely being considered.

In AOSD, the SA provides a twofold contribution: (a) to deal with early
aspect by binding the ones that appear in the requirements with those that are
manifested in the design, i.e. aspects of a phase that can reverberate in another
phase; and (b) to focus the aspects of the SA taking in account the possible
effects on other software development phases.

Thus, to be able to deal with the aspects at the architectural level, it is
necessary to build a structure that allows for the representation and management
of the aspects, starting with the separation of the concerns.



728 R.L. Cordero, I.R. Salavert, and J. Torres-Jiménez

Proposals that deal with early aspects appear in [4], [5] and [6]. A method that
deals with the software architecture to identify aspects using architectural tactics
is proposed in [4]; nevertheless, this method does not deal with the component-
connector view. A strategy for aspect decomposition in a top down fashion is
proposed in [5]; however it does not deal with software architecture. A method
called theme for aspect separation is proposed in [6] (the proposal uses UML
notation); however the method does not discuss how to deal with software ar-
chitecture.

The method proposed in this paper for designing the SA is intended to be part
of the AOSD process. The method uses a top-down decomposition strategy and
simultaneously makes the aspectual architectural views (in an iterative way),
using the nota-tion of UML 2.0.

3 Aspectual Software Architectural Views Specification

We propose two meta-structures for dealing with aspectual architectural views,
which are based on the architectural description model analyzed in [7]. The
intention is to deal with the architectural aspects by means of the two views: the
modular and the component-connector-aspect views, which are adaptations of
the views analyzed in [2]. Figure 1(a) shows the meta-structures of these views.
The first view is used to indicate the system static structure, and the second
view expresses the system behavior, which is a realization (represented by the
symbol −− >) of the modular view.

The modular view contains the AspArqMod, function, and aspect stereotyped
classes. The first stereotype is composed of the other two stereotyped classes,
i.e. an aspectual architecture is “shaped” by the function and aspect classes, and
their relationship is built by means of an association relation labeled as Joint
Points.

Since the elements in the modular view are classes (modules) that describe
the functional requirements, this kind of module can have its own relationships
inside the view such as: decomposition (is a sub-module of), uses, layers, and
generalizations [4]. The aspects are bound with the functional modules through
a prototype relation called joint-points, whose cardinality indicates that there
are functional modules that do not have a relationship with any aspect ; but each
aspect must have at least one relationship with one functional module.

The component-connector-aspect view (C-C-A) expresses dynamism at the
component level and has three kinds of components: functional, aspect, and con-
nector. The first two are precisely a realization of the classes with the same name
as the modular view. The connectors are used to make interactions among the
components, and interactions between components and their aspects. One of the
strategies proposed in [8] is used to specify these components, by means of UML
2.0 notation. This strategy uses a connector component type to bind the compo-
nents through their input (pIn) and output (pOut) ports. An extension of this
strategy was required to incorporate aspects, which are represented by means of
the aspect component class; these are bound to functions through connectors.
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Fig. 1. (a) Meta-structures for aspectual architecture, the two proposed views. (b)
The elements involved in the architectural design.

The connector is a realization of the association relationship of the modular
view called joint-points. A connector can have as many ports as necessary (in
accordance with its cardinality) and depending on how many components and
aspects are attached by it.

4 An Overview of the Aspectual-Architecture Design
Method

The method for aspectual-architecture design is based on three important fea-
tures: (a) the use of an iterative top-down decomposition strategy, supported by
the meta-structures of the aspectual architectural views described previously;
(b) the use of architectural patterns; and (c) the use of some behavior analysis
tools. The last two are adaptations of the proposals made in [3], [4] and [9].

Figure 1(b) shows the main elements that participate in the method. The
inputs come from users and designers; the user contributes the functional re-
quirements, and the designer contributes the non-functional requirements. In
this paper, the requirements are expressed by means of use cases, and the sce-
narios are given in textual form.

A CASE tool based on maps is useful for finding aspects, specifying the mod-
ule behavior, and understanding complex systems [9]. The use of architectural



730 R.L. Cordero, I.R. Salavert, and J. Torres-Jiménez
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patterns makes the reuse of the architectures possible [3], which simplifies and
speeds up the design process. There are some generic patterns, called architec-
tural styles, such as pipe-line and filters, data flows, client-servers, and black-
boards, which are the base of many systems.

The separation of concerns proposed in this paper is based on an iterative
top-down decomposition process, since this kind of decomposition has proven to
be effective in attacking the complexity at the problem-space level. This process
allows the functional division of the system and the identification of aspects. The
process enables the determination of hierarchical, association, and composition
relationships among the functional modules. The joints between the modules
and the aspects are also established. The final product of this process is the
aspectual software architecture of the system, expressed through its modular
and component-connector-aspect views, in UML 2.0 notation. Figure 2 shows
the sequence of activities in the method; a description of each activity with an
example will be presented in the next section.

5 The Aspectual-Architecture Design Method

5.1 Case Study

We intend to design a system of software for reservation and purchase of tickets
in a bus terminal, which has several buses lines; each one of these has a route
that passes through different cities.

A typical passenger can perform several functions: make his/her itinerary;
choose the city of origin and destination; select a bus line; specify the date and
time to travel; and select one or more seats, depending on the availability. All
of these activities can be performed through the internet using a credit card or
directly at a ticket window at the bus station. For simplicity’s sake only one
non-functional requirement will be considered; system security, which involves
access to users. The user can be a passenger or an employee of the bus company.
Security also implies the access to bank accounts to made queries and to apply
charges on a credit card (when a passenger purchases a ticket).
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Fig. 3. Use cases for bus ticket reservation and purchase

Table 1. Scenarios Considered

Name Scenario Description
Purchasing make itinerary/register and authenticate user /

make purchase / validate purchase/
reserve a bus seat/ print tickets

Tickets Reservation make itinerary/register and authenticate user /
make reservation

5.2 Method Inputs

Method inputs are constituted by the requirements and the scenarios; the inputs
are given through use cases, as shown in Figure 3, which includes four functional
requirements and one non-functional requirement. The figure 3 shows also two
types of users, the passenger and the employee of the bus company. The scenarios
are described in text form, (see Table 1 ). For reasons of simplicity only two
scenarios are presented.

5.3 Method Activities

Initial proposed architecture. As a starting point, a possible architecture
sketch is made, taking into account the specifications given in the functional
requirements as well as the non-functional requirements. These requirements are
taken at the highest level possible. The initial concerns for the architecture design
are derived from these requirements. Figure 4(a) shows the concerns detected in
the bus case study. These are only modules, which match a function-stereotype
package level in UML.

Choosing a module to decompose. The first time that a module is chosen,
any of the modules of the initial proposed architecture can be selected, since
they belong to the packet level. In the subsequent times the selection must take
into account the unsatisfied requirements with higher priority. In our example,
any package can be chosen, since it is the first time.

Choosing an architectural driver. An architectural driver is considered in [2]
as “a combination of requirements that shape the architecture or the particular
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Fig. 4. (a) The initial proposed architecture. (b) Decomposition at the class level, and
the application of an architectural pattern. (c) Applying use case maps to the ticket
purchase and reserve scenarios.

module under consideration”. In our example, we can consider the requirements
associated to the purchase and reservation of a ticket, whose scenarios are shown
in Table 1. Both of these requirements are used as architectural drivers, and have
the same priority. Making or choosing an architectural pattern. An architectural
pattern that corresponds or fits the expectation of the architectural driver must
be found. This will be used as a base to refine the modules. For the bus exam-
ple, the architectural drivers previously selected use a client-server pattern for
the modules considered above, because the reservation and purchase modules
(clients) use the services of the reg/Auth module (server). Next, the reserva-
tion and purchase modules are decomposed into sub-modules (classes). The first
module will contain the reservation and itinerary classes, creating the �use�
relationship between them. The second module will contain the itinerary, pur-
chase, and transBan classes. The purchase class will use to the itinerary and
trans-Ban classes, (�use� relationship), as shown in Figure 4(b).

Identifying the behavior and crosscutting between modules. This task
is performed through the use case maps, which use the scenarios as inputs and
deal with the modules previously identified, i.e. at the class level. When using the
use case maps, a crosscutting can be detected in the two scenarios considered,
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Fig. 5. (a) Modular view of the restructured architecture. (b) Component-connector-
aspect view of the restructured architecture. (c) Modular view of the software archi-
tecture of the ticket purchase and reservation. (d) Component-connector-aspect view
of the software architecture of the ticket purchase and reservation.

since the itinerary class is spread over two classes (:Purchase and :Reservation).
The itinerary class is crossed by the two scenarios, and this class is linked with
different classes of distinct modular units (Purchase and Reservation) so the
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itinerary class becomes a crosscutting concern, i.e. an architectural aspect; as
shown in Figure 4(c). Now the implicated modules will have to be restructured.

Restructuring modules. When the crosscutting inside a module has been
found, it is necessary to change the classes that cause it, moving them to
other modules. At the same time the relationship between them is modified.
For example, the itinerary class is moved to �aspect� module, as shown in
Figure 5(a).

Making instances of modules. In order to make instances for the functional
modules, it is necessary to identify their relationships since these relationships
must also be instanced. First, the instances of the functional module through
components must be made. Then, each relationship must have an instance by
means of a special component called a connector. For example, in the bus case,
the attachment between the components is made by means of the session con-
nector, as shown in Figure 5(b).

This process continues iterating the activities previously described above (ex-
cept the first one), until all the modules are defined, as shown in Figure 5(c).
Figure 5(c) shows that the modular view contains two functional stereotype pack-
ages: the purchase function and the reservation function. The purchase function
depends on the reservation function. Both functions contain only atomic modu-
lar elements (classes), i.e. modules that can not be decomposed. The functional
modules maintain a dependence relationship with the aspectual modules; the
regAuth and itinerary aspects contain classes used by the functional packages.
Figure 5(d) shows the modular view implementation. Each and every class in the
modular view corresponds to a component in the Figure5(d). The Figure 5(d)
clearly show the relationships between classes contained in the packages through
a connector-component type. The information flow in this architectural view is
graphically shown by the attachments among the ports (pIn and pOut) of the
components. This indicates the dynamic nature of the software architecture.

Architecture specification. At this point, the architectural views have been
designed and every module can be specified by means of an ADL. The PRISMA
language [10] can be used because it has both a specification language as well
as a configuration language; however, this topic is not covered in this paper.

6 Conclusions

This paper proposes a method to deal with aspects at the architecture level in the
early phases of aspect-oriented development process. The output of the proposed
approach is the aspectual-architecture design. The advantages of this approach
can be highlighted by the reduction of the complexity inside the problem space,
which is this result of the use of a top-down modular iterative decomposition
strategy. This strategy separates concerns and aspects (cross-cutting concerns)
in an easy, agile, and effective way, while at the same time composing both
the modular view and the component-connector-aspect view, this achieves the
aspectual-architecture design. The proposed meta-structures are the framework
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that allows us to represent, identify, and manage aspects in the software ar-
chitecture. They also make both a static analysis and a dynamic analysis of
the architecture possible. Additionally, the method proposed contributes to: (a)
making possible the use of patterns, which allow the architecture to be reused;
(b) achieving the traceability between two view types, between the modular view
and component-connector-aspect view, and (c) contributing to an improved be-
ginning of the AOSD process.
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Abstract. Component-Based Development (CBD) is an effective approach to 
develop software effectively and economically through reuse of software 
components. Model Driven Architecture (MDA) is a new software development 
paradigm where software is generated by a series of model transformations. By 
combing essential features of CBD and MDA, both the benefits of software 
reusability and development automation can be achieved in a single framework. 
In this paper, we propose a Component-based P Platform Independent Model 
(CB-PIM) and a UML profile for specifying component-based design in MDA 
framework. We suggest mapping rules to transform CB-PIM into Platform 
Specific Models (PSM). Once components are specified with our profile at the 
level of PIM, they can be automatically transformed into PSM and eventually 
source code implementation. 

1   Motivation 

Model Driven Architecture (MDA) is a new software development paradigm where a 
model plays a key role in automatic software development [1]. It provides a 
systematic framework to understand, design, operate, and evolve all aspects of an 
enterprise system, using engineering methods and tools. The framework is based on 
modeling different aspects and levels of abstraction of such systems, exploiting 
interrelationships between these models. 

A common technique for achieving platform independence is to target a system 
model for a technology-neutral virtual machine. A model in Platform Independent 
Model (PIM) is reusable over different platforms. Hence, we regard PIM as neither an 
executable nor implemented unit. PIM makes traceability among models and 
improves maintainability through modifying model and regeneration into a Platform 
Specific Model (PSM). 

Component-Based Development (CBD) is another promising approach to develop 
software system effectively and economically through reuse of software components. 
Especially, domain-common components provide a common set of features and 

∗ This work was supported by the Korea Research Foundation Grant funded by the Korean 
Government (MOEHRD). (KRF-2004-005-D00172).
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functions in a domain, so that application members can utilize the components by 
customizing the behavior with minimum effect.  

We strongly believe that integrating MDA with CBD could yield a unified and 
effective software development framework, where domain commonality and 
variability (C&V) are modeled and developed as MDA compatible components, and 
the software can potentially be generated by transformations. Moreover, both PIM-
level components with C&V as well as code-level components can be reused for 
different platforms. 

In this paper, we suggest techniques to combine and maximize the advantages of 
CBD and MDA. We propose a Component based PIM (CB-PIM) and a UML profile 
for specifying component design. The profile consists of UML extensions, notations, 
and related instructions to specify elements of CBD in various MDA models. We also 
suggest a process to generate diverse components that are implemented by each 
component model such as Enterprise JavaBeans (EJB), Common Object Request 
Broker Architecture (CORBA), and Java. Mapping rules to transform CB-PIM into 
PSM for automation are presented. Components developed with our proposed 
approach can greatly increase reusability and effectiveness of code generation by 
transformation. 

2   Foundation 

2.1   Model Driven Architecture (MDA) 

MDA is an approach to using models in software development. The essence of MDA 
is making a distinction between PIMs and PSMs. To develop an application using 
MDA, it is necessary to first build a PIM of the application, then transform this using 
a standardized mapping into a PSM, and finally map the latter into the application 
code by automation.  

The three primary goals of MDA are portability, interoperability and reusability 
through architectural separation of concerns [1]. Some of the motivations of the MDA 
approach are to reduce the time of adoption of new platforms and middleware, 
primacy of conceptual design, and interoperability. The MDA approach makes it 
possible to save the conceptual design and the MDA helps to avoid duplication of 
effort and other needless waste [2]. 

2.2   UML Profile 

A UML profile defines standard UML extensions that combine and/or refine existing 
UML constructs to create a dialect that can be used to describe artifacts in a design or 
implementation model. The UML profile defines a set of UML extensions that 
capture the structure and semantics. It defines several standard extension mechanisms, 
including stereotypes, constraints, tagged values and icons [3]. When one defines a 
profile, it is common MDA practice to also define mappings that specify how to 
transform models conforming to the profile into artifacts appropriate to the kinds of 
systems. If a model is not specified by a particular UML profile, the model can not be 
transformed automatically by the MDA mechanism. 
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The Object Management Group (OMG) has adopted a Meta Object Facility (MOF) 
metamodel of Java and EJB to complement the UML profile for EJB, a UML profile 
for modeling enterprise application integration and a UML profile for CORBA as 
well. However, the profiles only support implementation levels and do not represent 
components of a PIM level  

3   Concept of Component-Based PIM 

The software development process of MDA is driven by the activity of modeling a 
software system. The MDA defines the PIM and PSM, creates code, and also defines 
how these relate to each other. When a designer designs a PSM in previous MDA, the 
designer reuses a PIM that includes domain information which platform independent 
information, and writes general component information and specific component 
platform information for the platform.  

If the component platform is changed, the designer rewrites general component and 
specific component platform information as shown in Fig. 1(a). The specific 
component information can be reused. However, the previous PSM already includes 
general component information. The general component information of PSM cannot 
be reused. 

(c) Advanced MDA for CBD

Automation

Iteration

Reuse

C-B
PIM

PSM

Code

PIM

Extract 
General CBD property

(a) Previous MDA (b) Extract CBD Property

Rewrite Newly

Iteration

PIM

Specific Information for Middleware

General Information for CBD

Information for Domain

Component Product  

Fig. 1. Advanced CB-PIM using UML Profile for CBD 

The PIM is a model with a high level of abstraction that is independent of any 
implementation technology. However, the PIM that is added to general component 
information depends on a CBD projects. This PIM for CBD is called a component 
based PIM (CB-PIM). 
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The designer rewrites general component information as in Fig. 1(a). It is very 
redundant work. The work can involve reuse of a previous model. To exclude the 
redundant work, the component information should be abstracted as in Fig. 1(b). If 
this information is extracted to a high level, the abstracted design model increases 
reusability. A designer reuses the abstracted general component information and 
writes only the new specific component information for a new component platform. If 
the PIM includes the general component information, the PIM can transfer into PSM 
automatically as Fig. 1(c).  

The UML 2.0 does not cover the entire element in CBD. Therefore, we need a 
UML profile for specifying components in the CB-PIM level. However, the MDA 
tool cannot transfer CB-PIM to PSM because the OMG does not have the standard 
UML Profile for CBD. 

4   Methods to Specify Components for CB-PIM 

In this section, a UML profile for specifying components is suggested. Our UML 
profile to represent CB-PIM is based on the UML 2.0. Some elements that are 
supported by UML 2.0 [6] are used in our profile; the element for CB-PIM that is not 
supported by UML 2.0 is extended from MOF. The UML profile is compliance with 
MOF. Therefore, the CB-PIM that is specified by the suggested profile can be 
presented by common MDA tools.  

4.1   UML Profile for Specifying Component Units 

In CBD, a component is the fundamental unit of packaging related objects [5], hence 
we need to specify the related objects in a component in PIM. A port is a connection 
point between a classifier and its environment. Connections from the outside world  
 

Table 1. The Elements of UML Profile for Component Units Design 

Element Presentation Applies to Remarks 

Component «component» component Use UML 2.0 

System Component «sysComponent» component  

Business Component «bizComponent» component  

Transient Class «transient»  class  

Persistence Class «persistence» class Default 

Primary Key «uniqueId» attribute  

Synchronous Message «sync» method Default 

Asynchronous Message «async» method  

Message Call «use», «call», etc. dependency Use UML 2.0 

Relationships 
association, inheritance, 
composition, aggregation
, dependency 

relationship Use UML 2.0 

Constraints { }, pre:, post:, inv: class, method, re
lationship, etc. Use OCL 

Algorithm Use Text method Use OCL, ASL 
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are made to ports according to provided and required [6]. Workflow in a component 
can be designed by sequence and communication diagrams according to UML 2.0. 
The UML profile for specifying component units is presented as Table 1. 

4.2   UML Profile for Specifying Interfaces 

A component provides its component-level interface, i.e. the protocol for accessing 
the service of the component. In CBD, an interface is clearly separated from 
component implementation to increase the maintainability and replaceability [5]. 
Hence, we need to specify some interfaces as well as component units in CB-PIM as 
in Table 2.  

Table 2. The Elements of UML Profile for Interface Design 

Element Presentation Applies to Remarks 

Interface «interface» Interface Use UML 2.0 

Provided Interface «providedInterface» Interface Use UML 2.0 
Customize Interfac
e «customizeInterface» Interface  

Required Interface «requiredInterface»,  Interface Use UML 2.0 

Signature operationName(param:Type):
ReturnType Operation Use UML 2.0 

Constraints { }, pre:, post:, inv: Class, Method, 
Relationship OCL 

Algorithm Use Text Method OCL, ASL 

In CBD, three types of interface can be modeled; provided, customize and required 
interfaces. The provided interface specifies the services provided by a component and 
it is invoked by other components or client programs at runtime. The stereotype 
«providedInterface» is used to denote this interface. Components often provide 
mechanisms to tailor the behavior of the components through an interface designed 
especially for this purpose. A customize interface consists of methods that are used to 
assign a variant to a variation point [4]. The required interface specifies external 
services invoked by the current component, i.e. a specification of external services 
required by the current component. By specifying the required interface for a 
component, we can precisely define the services invoked by the current component. 

4.3   UML Profile for Specifying Variation 

The commonality and variability is made explicit through variation points and 
variants in the components and other reusable component elements [5]. The goal is to 
create a set of reusable components that expresses commonality and variability 
appropriate to the family of applications. 

The variability can increase the reusability of component. However, the UML does 
not support notations of variability. Therefore, variability is designed by non-standard 
stereotypes, tagged values, or note elements [7]. Types of variation are defined as 
attribute variability, logic, workflow, persistency and interface variability as in [4]. To 
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express variation points of a component in CB-PIM, «vp-Attr», «vp-Logic», «vp-
WF», «vp-Persistency» and «vp-Interface» stereotypes are proposed, as in Table 3. 

Table 3. UML Profile for Variation Design 

Element Presentation Applies to Remarks 
Variation Point (VP) «vp» Attribute, Method  

Attribute VP «vp-Attr» Attribute, Use case  

Logic VP «vp-Logic» Method  

Workflow VP «vp-WF»  Method  

Interface VP «vp-Interface» Operation  

Persistency VP «vp-Persistency» Operation, Method  

Variant «variant» Class, Operation, Method  

Variation Scope {vScope = value} Variation Point Close, Open 

VP ID {vpID = value} Variation Point, Variant  

Variant ID {varID = value} Variant  

Constraints { }, pre:, post:, inv: Class, Method, Relationshi
p OCL 

Algorithm Use Text Class, Method OCL, ASL 

Fig. 2 shows an example of expressing variability in CB-PIM. The logic of 
calculateIntereste()can be changed by each family member. The class 
‘LoanApplication’ has two variation points which are a guarantor and replyCount. 
Two variants of the attribute guarantor are a type String and a class Guarantor. 

ID of Variation Point

ID of Variant

ID of Variation PointVariation Point

Variant

Variation Scope

 

Fig. 2. Example of Expressing Variation 

The attribute guarantor has variation with two variants; String and object 
Guarantor. If the variant string is set as {varID=”1”}, the attribute has string data type 
to store a guarantor’s ID. If the object Guarantor is set, the data type of the attribute 
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becomes the Guarantor. In the implementation process, the variation will be 
implemented by the value of varID later. 

5   Component Development Process Using CB-PIM 

In this section, we propose a component development process using CB-PIM and 
UML profile for specifying components to improve the applicability of PIM of the 
component level as in Fig. 3. The analysis process extracts functional and non-
functional requirements. The analyzed requirements are represented using UML 2.0 
by object oriented design process. This process yields PIMs based on objects.  

Object Oriented
Design

Object Oriented
DesignAnalysisAnalysis

Detailed
Component

Design

Detailed
Component

Design

Process Flow

Artifacts Flows

Transfor-
mation

Requirement 
Specification

Object PIM

UML 2.0

EJB PSM

UML Profile
for EJB

EJB
Component

Conceptual
Component

Design

Conceptual
Component

Design

CB-PIM

UML Profile
for Components

Transfor-
mation

 

Fig. 3. Component Development Process using CB-PIM 

In the conceptual component design, the PIMs of object level transform into 
component-based PIM (CB-PIM) that presents general component information. The 
general component information that is units, interfaces, variability, and environments 
of components does not depend on component platforms such as EJB, CORBA, etc. 
This process identifies the general component information. None of these can be 
represented by UML 2.0. Therefore, we need a UML profile for specifying 
components to present these. The UML profile will be introduced later. Object PIM 
transforms into CB-PIM that is not dependent on component platform such as EJB 
and CORBA.  

In the detailed component design, the CB-PIM can be automatically transformed 
into each PSM using the UML profile for component platforms such as UML profile 
for EJB. Finally, the generated PSMs are transformed into each component source. 
Therefore, traditional MDA process reuses the object level of PIM. The suggested 
MDA process reuses the component level of CB-PIM. Once components are specified 
with our profile at the level of PIM, they can be automatically transformed into PSM 
and eventually source code implementation. 

6   Methods to Generate Components of Multi-platforms 

In this section, we suggest a method to generate components that are based on diverse 
component model such as EJB and CORBA. The method can be supported using 
tools for automation. 
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6.1   Method Using CB-PIM and UML Profile for General Components 

If components are specified with the suggested UML profile for specifying 
components at the level of CB-PIM, source codes for each component model can be 
automatically generated as in Fig. 4. A CB-PIM can be reused and put into diverse 
platforms.  

CB-PIM

EJB PSM CORBA PSM

EJB Comp. CORBA Comp.

EJB PSM CORBA PSM

EJB Comp. CORBA Comp.

(a)Approach without CB-PIM
(Traditional MDA Process)

(b) Approach with CB-PIM
and Profile for CB-PIM

(Enhanced MDA Process)

[*]Rewriting for each platform

Automatically operation

Operation in manual

An artifact made by automation

An artifact made by manual work

[1] Once Rewriting

Changed
Component Spec.

Changed
Component Spec.

Mapping
Rule

 

Fig. 4. An advantage of CB-PIM and UML Profile for Specifying Components 

In the traditional paradigm without MDA, components for each platform are 
implemented by coders. Therefore, the paradigm needs many coders for each platform 
such as EJB or .NET framework. When requirements are modified, designers re-
design diagrams for each platform and developers re-implement each component 
manually.  

In the traditional MDA paradigm without CB-PIM as in Fig. 4(a), when 
requirements are modified, PSMs for each platform are re-designed by designers 
manually. The PSM can be automatically implemented by MDA.  

In the MDA paradigm with CB-PIM as in Fig. 4(b), when requirements are 
modified, a CB-PIM is changed by a component designer. The CB-PIM can be 
automatically mapped into PSMs for each platform using mapping rules. The PSM 
can be automatically implemented by MDA. 

6.2   Mapping Rule 

A UML profile defines standard UML extensions that combine and/or refine existing 
UML constructs to create a dialect that can be used to describe artifacts in a design or 
implementation model. If the model is not specified by a particular UML profile, the 
model can not be transformed automatically by MDA mechanism. 

The CB-PIM should conform to UML profile for CBD (in section 4) because the 
mapping rule describes relationships between elements of CB-PIM and UML profile. 
The mapping rule refers to UML profile for CBD. The elements of CB-PIM map into 
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the elements of PSM for EJB and CORBA using UML profile for CBD as Fig. 5. The 
PSM profiles have been supported by OMG. 

CB-PIMCB-PIM PSM
(Java, EJB, CORBA)

PSM
(Java, EJB, CORBA)Maps to

Conforms to
Refers to

UML Profile
for CBD

UML Profile
for CBD

UML Profile
for PSM

UML Profile
for PSM

Conforms to

EJB CodeEJB Code

CORBA CodeCORBA Code

Java CodeJava Code

Generates into

Generates into

PIM Level PSM Level Code Level

 

Fig. 5. Mapping CB-PIM into PSM for Specific Components 

For example, «persistence» attributes in CB-PIM model map into attributes of an 
entity bean. «uniqueID» attributes in CB-PIM model map into attributes in key 
classes for the entity bean. When components are assembled, the conformance 
between components can be verified by the «requiredInterface» elements in CB-PIM. 

6.3   Prototype  

If this paradigm for implementing components is supported in a tool, various 
components can be implemented effectively using seamless method and tools. Eclipse 
which basically includes a code editor, has plug-in mechanisms, and can plug into 
modules such as the component designer prototype and code generator as in Fig. 6. 
Therefore, components are specified with UML profile for CB-PIM, and can be 
automatically transformed into each PSM and eventually each source code 
implementation. 

Code Generator
(CB-PIM→PSM →Code)

 

Fig. 6. Tool based on Eclipse to Generate Components for Multi-platform  

7   Conclusion Remarks 

By reusing software components, software systems can be effectively and 
economically developed. Especially, domain-common components provide a common 
set of features and functions in a domain, so that application members can utilize the 
components by customizing the behavior with minimum effect. 
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MDA is a new software development paradigm where a model plays a key role in 
automatic software development. A model in PIM is reusable over different 
platforms. Hence, we regard PIM as neither an executable nor implemented unit. PIM 
makes traceability among models and improves maintainability through modifying 
model and regeneration into a PSM.  

In this paper, we suggest techniques to combine and maximize the advantages of 
CBD and MDA. We propose a CB-PIM and a UML profile for specifying component 
design. We also suggest a process to generate diverse components that are 
implemented by each component model such as EJB, CORBA, and Java. Mapping 
rules to transform CB-PIM into PSM for automation are presented. Both PIM-level 
components with C&V as well as code-level components can be reused for different 
platforms. Components developed with our proposed approach can greatly increase 
reusability and effectiveness of code generation by transformation. 
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Abstract. Ontologies are increasingly adopted to facilitate the model driven 
software development (MDSD). The issue of intertransformations among vari-
ous ontologies is quickly growing prominent. Some explain that variation of on-
tology definition should be accepted as a must. We would agree with the point 
that the definition of ontology for the MDSD should be further standardized 
with tools. In this paper, the ontology definition for the MDSD is systematically 
analyzed from the philosophical and human cognitional views. Based on a few 
metaconcepts, ontology creation and evaluation modes are proposed. By pro-
viding general precise and consistent semantics for development elements, this 
framework will considerably improve the development of models of automation 
oriented development MDSD processes. Experimental applications on inter-
transformations and unifications of semantics of existing modeling languages 
are very encouraging. 

1   Introduction 

Although definitions of ontologies are still not unified [17], the advantages of ontolo-
gies in the model driven software development (MDSD) have been widely acknowl-
edged. It is increasingly adopted to facilitate MDSD. Generally linked ontologies 
provide applications with shared terminologies and understanding [28]. In the devel-
opment lifecycle of MDSD, different phases will involve quite different and relatively 
[24] isolated concept/element sets as is obvious in e.g. common UML practices.  

− Statically the cognition of the concepts/element set is in fact one of the original 
sources of development complexities which involves matters of the con-
cept/element semantics precision, overlap, inconsistency and is in direct ratio with 
the cardinality of a set.  

− Dynamically [30] the combination of the “introduction → disappearance” pattern 
of various concepts/elements which is determined by their individual lifecycles 
seems to contribute partially to the “fluctuation” of cognition complexity. 
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Both problems have been the focuses of many researches and applictions for a long 
time. Orignizations such as W3C are always underway of efforts on providing the 
standards or formats in which ontologies are represented such as the Web Ontology 
Language (OWL), SWRL and SCL. Ontologies have been well acknowledged to be 
efficient in reducing the static complexity mentioned above. The dynamic problems 
are usually studied with various model transformation (MT)[2], [4], [16] approaches 
which start from the semantics mapping and construction of bridging structure of 
existing concepts/element sets. These ontological concepts/element sets are defined 
subjectively [1], [16] by human with few commonly accepted uniform creation 
modes, evaluation criteria. This situation has been most noticeably worsened by 
mixed Weltanschauungs [19]. The sets can lag far behind the ideal conditions in as-
pects of concise, precise and efficiency, etc. Most MTs applications will consist of 
conventional components developed in languages such as Java, and comprehensive 
methodologies are needed that integrate these components in a real context. Therefore 
these MTs are quite complex and could be more aesthetical generally. This can be 
partially attributed to that ontologies have not achieved a major breakthrough yet [28]. 
Also the issue of intertransformations among various ontologies [21] is quickly grow-
ing prominent. We would also agree with the point that the definition of ontology for 
the MDSD should be further standardized [13], [18]. 

While a lot of effort has being devoted to defining ontology more standardized, 
they always focus on providing languages and appropriate tool support directly. Work 
on development and evaluation methodologies for ontologies is still in its infancy. 
The breakthrough seems to calls for the emerging a fundamental infrastructure to 
support the definition and evaluation of these ontologies. It should take full considera-
tions of MDSD relevant issues to better optimize the currently languages, tools and 
other facilities. Based on in depth analysis of cognition phenomena of ontologies 
creation with regard to MDSD, a mechanism for ontologies creation and evalutation 
modes is proposed to fill the absence mentioned above.  

In this paper we will explore some issues of the ontology definition for the MDSD 
from the philosophical and human cognitional views. Based on a few metaconcepts, 
ontology creation and evaluation modes are proposed. The rest of the paper is struc-
tured as follows. MDSD relevant concerns and metaconcepts are introduced in Sec-
tion 2. Based on analysis on the whole lifecycle of cognition phenomena related to 
MDSD, Section 3 proposed a philosophical ontologies cognition framework which 
contains ontologies creation and evaluation [20], [22], [23], [26] modes. Section 4 
shows the application of the modes. Section 5 is the related work. The last section 
ends with the conclusion and future work.   

2   Concerns and Metaconcepts Introduction 

2.1   Main Philosophy and Concerns 

Philosophy. All things in the world of thought with regard to MDSD are connected. 
This means that things are related or connected or even separated with general mean-
ing relationships in MDSD.  
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To improve automation of MDSD, all relevant relationships should be found and 
labeled out. The preposition is that we have clear and correct understanding of the 
semantics of the models. In fact, this mission is quite complex as it involves all imag-
inable problems and inconsistent or even conflicting concerns of various stakeholders 
and development phases along development lifecycles. By investigating on MDSD 
modeling processes, we discerned the following cognitive concerns: automatic vs. 
manual, computable vs. uncomputable, deterministic vs. nondeterministic, objective 
vs. subjective [16], implemental vs. descriptive, etc. At a high abstract level, we can 
ontologically classify the relationships of these concept couples with “automatic vs. 
manual” as shown in Fig. 1.  

 

Fig. 1.  Main cognition concerns of MDSD modeling  

If semantics are given individually for each elements isolated, from different con-
cerns or viewpoints, largely different semantics can be derived. Ross [12] gives that 
“development process = concepts set” and that processes should be expressed explic-
itly. So we partially agree with the opinion that currently the main problems of soft-
ware engineering are rather conceptual than technical [11]. Many model concepts 
clashes and confusions [8], [27] are found or introduced in the modeling area. One of 
the consequences of these phenomena is that sometimes the solutions have to be 
tricked and trapped into the understanding awkwardness created by the awkwardness 
in the understanding of the problems themselves. This is similar to the language prob-
lem which is once pointed out in the area of philosophy by Ludwig Wittgenstein 
[6].For example, in OOP the attribute is explained as “a property that describes an 
object or a class” [5]. While in the ER model, it is explained as a function [10]. In 
Semantic Web languages, such as RDF and OWL, a property is a binary relation [7]. 
More examples are “attribute vs. property vs. slot”, “instance vs. object”, “type vs. 
class”, “relationship vs. operation”, “aggregation vs. composition” [2], etc.  

Therefore we adopt the rule: basic semantics of elements of MDSD modeling 
should be differentiation oriented and be given in the context of the semantics of other 
elements. Hence, an automation oriented ontological framework to formally specify 
and possibly analyze the development processes is desirable.  

3   Ontology Creation and Evaluation Framework 

3.1   Framework Criteria 

Besides that the ontology framework is designed for automations purpose. In defining 
this ontology framework, we try to reach two most difficult to achieve goals: 
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(1) Avoid circled semantic definitions. This is guided by requiring the concepts used 
to give semantics of latter new introduced concepts be limited to the former well 
defined and structured concept set.   

(2) Be deductive to support the coherent semantic transition from the ontology 
framework to specific implementation. This is guided by the introduction of a se-
rial of concepts differentiation and classification modes. 

3.2   Ontology Creation 

Concept: Human brain representations for real or virtual things. 

Element: The start point of cognition thoughts, element is the first concept. This is the 
same as in many modeling languages including UML. 

Notation: It represents two aspects of meanings of things, the existence and 
identification. Existence meaning acknowledges the thing or concept as an element. It 
further differs in the existence time. The identification [25] meaning acknowledges 
the importance of the meaning of the uniqueness of the element. Both existence 
meaning and identification meaning should be differed as independent or dependent 
on other elements.  

We only talk about concepts or elements in the MDSD modeling which can be la-
beled as notations.  

Notation differentiation mode: Variation patterns of the focus of the two meanings 
define the elementary semantics which helps to differentiate with each other.  

Notation
identif ication
(from Notation)

existence
(from Notation)

Ty pe Instance

        YES                                      NOT

YES

NOT

Relationship

state
(from AnalysisModel)

entity

Notation
identif ication
(from Notation)

existence
(from Notation)

        YES                                      NOT

YES

NOT

 
Fig. 2. Notation differentiation mode 

Usage: Although the differentiation mode only can differentiation four patterns at a 
time, by reclusively using this pattern on meaningful element set, many concepts can 
be differentiated. We have used this mode to help differentiating and giving semantics 
for elements of our ontological framework. Upper of Fig. 2 shows the differentiation 
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among the entity concept and the relationship concept. Entity concepts emphasis both 
on identification meaning and existence meaning of notations compared with relation-
ship concepts. The existence of relationship concepts always depend on the existence 
of related entities. The meaning of relationships is only on the identification. Lower of 
Fig. 2 show the differentiation among {type, instance, state}. Compared with each 
other, the identification meaning of an instance concept depends on the corresponding 
type concept. The state concept is used only to give identification of the thing or 
things of certain time, not deliberate on showing the existence meaning. 

3.3   Framework Overview 

Fig. 3 shows part of our ontological framework. We choose the ER model as the start. 
The MDSD modeling is different from traditional static data modeling. It covers not 
only static aspect but also dynamic aspect. The ER model is limited to the static area 
modeling. It lacks necessary explicit representations for runtime entities, and relation-
ships of dynamic runtime or time relevant aspects of MDSD modelling. To improve 
the situation, we explicitly add the runtime concept instance of OOP to entity set of 
ER model. The extended ER model owns an entity set {type, attribute, instance}, and 
is called Runtime Entity-Relationship (RER) [9] model. Therefore the whole element 
set of ER model “{{entity}, {relationship}}” is extended from “{{type, attribute}, 
{relationship}}”to “{{type, attribute, instance}, {relationship}}”. It implicitly also 
extends the scope of relationship expression from static data modeling to dynamic 
behavior modeling. Then RER model supports both the area of static data modeling 
and the area of dynamic behavior modeling. Please refer to [9] for details of the  
extension. 
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Fig. 3. Part of the ontology mainframe 

The attribute means only the function result entity of the function meaning attribute 
of the ER model. Therefore it is selected to represent the concepts of property, slot, 
etc. Attribute are considered as a first class entity in the same manner as type concepts 
in this framework. It is because that they are in fact interdependent. The 
implementation of the identification meaning of a type is indispensable on the 
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existence of attribute types. Here attribute types and attribute values should be 
differenced. The identification of an instance depends on the attribute values. 

The relationship as a fundamental concept is also the alias of many concepts 
including function, operation, association, etc. Some proofs can be found from the 
philosophical understandings, e.g., “An operation is the expression of a relation 
between the structures of its result and of its bases” [6]. These replacements will 
surely imply the loss of some individual semantics but the gains of understanding 
improvement in the whole MDSD modeling far overrun the loss. The relationship 
should only connect entity elements. No relationship is allowed among relationships 
or relationships and entities. But the relationships to entities (weak entities) 
transformation will compliment the expression requirements.  

4   Implementations 

4.1   Supports in MDSD Modeling  

Inspired by Leon J. Osterweil’s “software processes are software too” [3], we start the 
investigation by creating an ideal model for MDSD in mind which is a coherent and 
consistent programmable model. Therefore information transferring and transformation 
are coherent from MDSD model products to the ultimate software products. Fig. 4 
shows the architecture of our solution.  

 

Fig. 4. Solution architecture 

First by analysing the UML models from the viewpoint of Section 2.1, expression 
deficiencies e.g. gaps, are discerned. Then the modeling mechanism is further 
abstracted into a framework called MIB in which “manual vs. automatic” discussion 
is the core. This is based on philosophical hypotheses on differentiation basic 
concepts and context model of discussion MDSD processes which is called CSD [16]. 
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The CSD can function as a concept definition or formalization framework. Using it, 
expression gaps can be analyzed at semantic level. After that, gaps can be 
differentiated and defined using the MIB. To make the approach more directly 
applicable for UML, MIB is replaced with a UML correspondence called AGB [16]. 
Empirical applications include concept formalization, UML hierarchy classification, 
and model transformation. This approach is also designed for improving automation 
task definition, task assign and task measure. 

4.2   Initial Results  

(1) Transformation rules generation 
By introducing the RER model as the description language of MDSD model, all ob-
servable changes in MDSD models can be described within the entity set and relation-
ship set of the RER model. The procedure generally involves two main steps:   

1) Entity mapping: map relevant composing elements of a concept to the entity set 
of RER model. Further differentiation from the cardinality aspect. 

2) Relationship mapping: currently this is implemented with a relationship meta-
model [16] filtered from the UML architecture. For details of the generation algorithm 
please refer to [16].  

(2) UML architecture optimization  
By using the RER model as lightweight ontology for modeling MDSD conceptually. 
Different layers of UML metamodel hierarchy in the context of modeling MDSD are 
analyzed. Some promising modifications [9] of UML architecture for modeling 
MDSD completely are suggested. 

4.3  Other Applications 

Software design patterns and software architectures have greatly benefited the state of 
art modeling techniques. In the future, we plan to extend our investigation scope from 
currently analyzing individual entities and relationships to more complex structures of 
design patterns and software architectures. Some elementary proofs have already been 
found which may help to relate two most important concepts of relationship and state, 
e.g., “Relationship: The condition or fact of being related; connection or association 
[15]”, “State: A condition of being in a stage or form, as of structure, growth, or de-
velopment [14].” The same locations in the upper and lower parts in Fig. 2 of the two 
concepts comply with the unified attribution to “condition” kind of the generally 
selected explanations. This connection will greatly improve the feasibility of our 
approach to the areas of component oriented developments, state machines and also 
messages oriented communication facilities.   

5   Related Work 

The Ontology Definition Metamodel (ODM) [13] provides metamodel for ontology 
definition supporting ontology development. It uses a collection mode to cover many 
existing ontology, such as RDF, SCL, DL and OWL. W3C have started a working 
group to explore best practices and design patterns for OWL. However, this group 
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focuses on ontology construction and does not help with more general issues on 
MDSD, automation, evaluation, etc. Our framework using a comparision mode which 
will relate the relevent concepts in different languages. We also give deductive 
ontology creation modes and steps to support lifting metamodel descriptions (e.g. of 
domain specific languages of MDA) to ontologies which is not the focus of most 
organizations including ODM and W3C.  

There are some similar other unification efforts such as those of the pUML group. 
They always face the biggest obstacle of the unwillingness of business society to accept 
changes at the assumed huge cost. However our techniques, e.g., filtering instead of 
modifying, provide some coming over alternations for implementation of this approach. 

6   Conclusion and Future Directions 

This paper addresses the importance of creating an ontology framework for improving 
the automation level of MDSD. Complex concern set involved is discussed. Then an 
automation oriented ontological framework to specify and analyze the development 
processes is proposed. By providing general precise and consistent semantics for 
development elements, this framework will considerably improve the development of 
models of automation oriented development MDSD processes. The strength of the 
approach lies mainly in providing deductive modes to support ontology creation and 
evaluation which differs from most currently existing approaches. These development 
guidelines will aid the realization of coherent transitions of understandings among 
ontologies and specific implementations.  

Elementary early applications and initial results [9], [16], [29] seem very promis-
ing. Since this field is rather new, and few people have experience in the development 
of real-world systems, in the future we will collect more example application scenar-
ios that illustrate common problems and challenges. The phase results of our currently 
experimental applications on inter-transformations and unifications of semantics of 
existing modeling languages, e.g., ODM, RDF, SCL, DL and OWL, etc, are also very 
encouraging.  
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Abstract. In this paper we present the Analytic Hierarchy Process (AHP)-based 
composition evaluation model (ASCEM) for service composition, which provides 
quantitative and global evaluation for selecting composition plans. Quantitative 
factors and global computing formula are defined also. Thus ASCEM enables 
dynamic service composition. ASCEM features in following. Firstly, AHP enable a 
more objective weight-allocating for evaluation factors and the hierarchical model 
provides more scalability. Secondly, the evaluation parameters include not only the 
quality properties but also the properties of reasonability and granularity for 
business processes. Thirdly, this model gives a quantitative and global result. A 
file-workflow process example is taken to illustrate how to use ASCEM and the 
results prove that the model is feasible and correct. 

1   Introduction 

Composition-based software development is one important method for software reuse. 
The development procedure includes such steps as service discovery, selection, 
adaptation, composition, and execution [1]. Evaluation for the service or composition 
result is critical for the success of the selection, composition and replacement steps. 
However, current researches mostly either focus on evaluating the single service 
instead of composition or lack the quantitative global criteria. The qualitative 
approaches can only tell the service consumer that whether the service can be used or 
not. How to rank or rate the candidate services for this approach is difficult. These 
impede the feasibility of automatic service composition. 

The process-based composition of Web services, especially dynamic process-driven 
service composition, is gaining a considerable momentum as an approach for the 
effective integration of distributed, heterogeneous, and autonomous applications [2]. 
But, dynamic service composition presents significant challenges and requires 
addressing a number of critical issues such as discovering and identifying relevant 
services, formulating and ranking (and selecting) composition plans using current 
context, goals, constraints and costs and so on. Planning technologies is exploited for 
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automatic service composition in many researches such as [3][4]. Composition plan 
describes how several component services are aggregated into one composite service. It 
is created at runtime based on dynamically defined composition objectives, their 
semantic descriptions, constraints, and available services and resources[5]. To assure 
that the whole composition succeeds, how to evaluate the candidate composition plans 
and select the optimal plan is critical. Furthermore, dynamic composition demands for 
generating and selecting plans automatically. So this paper focuses on the research of 
quantitative evaluation for composition plans. This is also the motivation of our 
research.  

Many approaches have been put forward to address the issue about the runtime se-
lection of component services for a composite service [6]. However, previous ap-
proaches in this area have not identified these criteria about business process that plays 
an important role in service composition. For example, LJ Zhang gives an evaluation 
method that focuses on selecting one component for an individual task instead of the 
composite service [7]. L.Zeng et al. [6] proposed a global quality-driven evaluation 
model. But they ignore the reasonability and granularity factors for business processes. 
In addition, many evaluation approaches are not able to give a quantitative result for 
composition plan. 

In this paper, we present Analytic Hierarchy Process (AHP)-based synthesized 
composition evaluation model (named as ASCEM) for service composition. ASCEM 
enables dynamic service composition. The salient features of our model are: 1) 
AHP-based model; 2) Quantitative and global evaluation; global evaluation means that: 
not only the properties of the simple component but also other composition properties 
such as granularity and number of composite component and so on are considered in 
this model. 3) Process-driven evaluation.  

The rest of the paper is organized as follows. Section 2 describes the evaluation 
problem. Section 3 defines some key concepts throughout the paper and presents the 
ASCEM model and its building-up steps. Section 4 presents a file-process workflow 
example to illustrate ASCEM. Finally, Section 5 discusses related works and gives the 
compare with other evaluation methods, and Section 6 draws some conclusions. 

2   The Problem of Service Composition Evaluation 

The composition-based software development involves five steps in order: retrieval, 
selecting, adapting, composing and executing. The composition plan is generated be-
fore composing and executing steps and integrates the result in the forgoing three steps. 
In this paper, the meaning of the evaluation for service composition is the same as the 
evaluation for composition plan.  

The composition plan can be defined as follows: 

Definition 1. Composition plan (CP) is a path:  

CP=v1 → v2 → … → vn, vi= ( , )i icr s , 1 ≤ i ≤ n 

Where ( , )i icr s CR S∈ × , CR is composition request and S is the set of component 
services or composite services. In a composition plan, there are two kinds of services. 
The first is component service, which can be used as soon as they are taken out of re-
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pository. The other is composite service that includes multiple services. One composite 
service is composed of component services. When a composite service is included in 
another composite service, the first composite service is called also a component ser-
vice. As for the composition relation, the composition template and stored template 
concepts describe them, which can be referred to Section 3.  

The evaluation problem of composition plan can be defined as follows: 
Assume that CPS={CP1,CP2,…,CPn} and CPi is the candidate composition plan.  

And assume that the evaluation formula is f(). Thus the goal of the evaluation is to 
select one plan CPi such that the value of f(CPi) is maximal.  

3   Analytic Hierarchy Process-Based Synthesized Composition 
Evaluation Model (ASCEM) 

In order to get a quantitative and global evaluation result for composition plans, we will 
employ the theory of Analytic Hierarchy Process for the composition plan evaluation. 
This section illustrates the evaluation model and its building-up steps. 

3.1   The Analytic Hierarchy Process Method 

The Analytic Hierarchy Process (AHP) is one qualitative and quantitative method of 
the analysis on multi-objective decision. AHP decompose a complicated problem into 
component elements, which are organized into a hierarchical structure in terms of the 
relations among component elements. The pair-wise comparison of component ele-
ments determines the relative decision element weights. Thus an order on decision 
weights of component elements can be worked out. The basic steps of AHP are as fol-
lowing: 

1. Analyze the problem, and determine the AHP factors. In addition, allocate factors to 
different level of hierarchy model. 

2. Build a pare-wise comparison matrix for AHP factors in terms of the relative im-
portance between two factors. 

3. Check consistence of the matrix. 
4. Compute the eigenvector and eigenvalue of the matrix. The best weights fit into the 

pair-wise comparisons matrix. 

3.2   Preliminary Evaluation Factors for Composition Plan 

The evaluation factors for composition plan involve service type, number and com-
plexity. The number and the complexity of component services that are included in a 
composite service determine the performance and efficiency of the composite service. 
So the preliminary evaluation factors come from the following three aspects: 

• Difference between retrieved and ideal component service.  
• Difference between retrieved and ideal composition relation.  
• Complexity of composite service. 
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These three aspects determine the evaluation factors in ASCEM. When each com-
ponent service is retrieved out of the service repository, it is annotated a similarity 
property by search engine, which is called Similarity of Service (SS). SS belongs to 
[0,1]. About how to calculate the similarity, we will describe it in another paper.  

Definition 2. (Synthesized Similarity of Compositive Service, SSCS) SSCS is a 
weighted-sum of SS, which is as following: 

1

N

i i
i

SSCS w SS
=

=  (1) 

Where: N means the number of component services included in composition plan, SSi 
means the similarity of ith service, wi means the relative importance I(si) between two 
component services. I(Si) can be calculated as following: 

( )
( ) * ( ) * i

i i

num s
I s default s

d
α β= +  (2) 

Where: default(si) can be set by domain specialist, d means the times the repository was 
accessed. num(si) means the times the service in repository was selected. and  are 
controlled parameters which can be set by domain specialist or be probability value. 
Theirs value domains belong to [0,1]. 

The definition of second evaluation factor-Similarity of Business Process, which is 
based on the notions of stored and composition templates which were defined by Bra-
him M firstly[8] is as following: 

Definition 3. (Stored Template) A stored template, which is defined by end users or 
achieved through search engine, describes the composition relations among component 
services. It is defined as a directed graph-Stored Template Graph STG(V,E), where V is 
a set of component services included in a composite service and E is a set of edges. V 
can be presented as {vi} where i belongs to [1,N] and N means the number of compo-
nent services. An edge (vi , vj ) belongs to E if there exists composition relation between 
vi and vj. Stored templates are saved in template repository (TL). 

Definition 4. (Composition Template) A composition template which is defined or 
confirmed by domain specialists is build for each composite service(CS) and describes 
the CS’s general structure[8]. It is modeled by a directed graph-Composition Template 
Graph CTG(V, E), where the V and E definitions are similar to Definition 2. 

The difference between stored and composition templates lies in that the composi-
tion templates are achieved from a composition relation graph related to a stored tem-
plate instead of being saved in template repository.  

In fact, a composite service always reflects a real business process. The similarity 
between CTG and STG reflects whether the retrieved composite plan agrees to the 
business requirement. Thus the problem is converted to a graph similarity problem. 
According to different relationships between two graphs, following gives the similarity 
calculation under four conditions. 

Definition 5. (Similarity of Business Process, SBP) SBP describes the similarity  
between CTG and STG. It can be modeled as following: 
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(3) 

CTG is on behalf of the business process. The algorithm for checking the condition 
in above equation is through comparing STG and CTG matrices.  

A composition plan may involve multiple composite services, namely multiple 
business processes. So the following will define the second preliminary evaluation 
factor to describe the process property of composite services. 

Definition 6. (Synthesized Similarity of Business Process, SSBP) SSBP is the 
weighted-sum of process similarity of composition template, which is presented as 
following: 

1

M

i i
i

SSBP w SBP
=

=  (4) 

Where: M means the number of composite services. SBPi means the business process 
similarity. wi means the importance of one composition template in composition plan. 
wi can be worked out by calculating the eigenvalue of pair-wise comparison matrix in 
terms of relative importance I(cti) between two composition templates. I(cti) can be 
calculated as following: 

f

e
ctdefaultI iibp *)(*)ct( γλ +=  (5) 

Where: cti means the composition template. The default(cti) is setup by domain spe-
cialists. The f means the times the service repository is accessed. The e means the times 
the cti is selected which can be gotten by counting the times that the composition rules 
are triggered. and  are controlled parameters which can be set by domain specialist 
or be probability value. Theirs value domains belong to [0,1]. 

To determine how many component services included in a composite service is 
proper is a difficult and complex problem. We call the property that describes the 
complexity of component services as the granularity of service. YX Wang proposed the 
idea of allocating the weight to software control structure and defined the concept of 
software complexity[9]. Based on his weight-allocating solution, combing the feature of 
process-oriented service composition, we give the definition of the third evaluation 
factor in the following. 

Definition 7. (Granularity of Composite Service, GCS) GCS is a measurement unit for 
describing the complexity of composite service. It is modeled as following: 

1

( )
n

I I O O C C OP i
i

GCS s w N w N w N w WOP
=

= + + +  (6) 

Where: s means the composite service. NI  and NO mean the number of input and output 
parameter of the composite service respectively. NC means the number of component 
services involved in s. WOPi means weight allocated to composition operator which 
describe the concrete composition such as sequential composition, parallel 
composition, iterative composition, selective composition and so on. wI , wO , wC , wOP 



 An AHP-Based Evaluation Model for Service Composition 761 

is the eigenvalue of pair-wise comparison matrix which is constructed in terms of the 
relative importance of NI , NO , NC  and WOP. 

The GCS is negative, i.e., the higher the value is, the lower the quality is. The SSBP 
and SSCS are positive criteria, i.e., the higher the value is, the higher the quality is. For 
negative GCS, values are scaled according to the following equation. 

max

max min

( )
GCS GCS

process GCS
GCS GCS

−=
−

 
(7) 

Where: GCSmax and GCSmin mean the maximum and minimum value of service 
granularity respectively. 

3.3   ASCEM Model 

According to AHP principles, figure 1 depicts the ASCEM model for evaluating 
composition plan. The model building-up steps are as following: 

Step 1. Build up the hierarchical structure. 
As depicted in figure 1, the top level is the synthetical evaluation result expressed as 

S. S is determined by such three criterions as SSCS, SSBP and GCS. A composition plan 
includes N component services, so SSCS is settled upon SS1, SS2, …, SSn. A composition 
plan may include M composition templates each of which corresponds to one business 
process. So SSBP is confirmed by the sub criterions of SBP1 , SBP2 , …, SBPM. In ad-
dition, GCS is determined by the four sub-criterion of NI , NO , NC  and the sum of WOP.  

Composition plan Synthetical 
Evaluation Result : Starget

criterion

plan

Sub-criterion N

Composition plan 1 Composition plan 2 Composition plan n

..
.

N
..
.

WOPN

 

Fig. 1. AHP-based Synthesized Composition Plan Evaluation Model ( ASCEM) 

Step 2. Taking aim at SSCS, calculate the weights of SS1, SS2, …, SSN. After con-
structing the pair-wise comparison matrix of SS1,to SSN, calculate the maximum ei-
genvector of the matrix and normalize it, the weight of SS1 ,to SSn 

1 2
( , ,..., )

NSS SS SSw w w  

can be achieved.  
Step 3. Taking aim at SSBP, calculate the weights of SBP1 , SBP2 , …, SBPM. By 

using the same calculating method as Step 2, the weight of SBP1 to SBPM 

1 2 M
( , ,..., )SBP SBP SBPw w w  can be achieved. 



762 X. Xie and K. Chen 

Step 4. Taking aim at GCS, calculate the weights of NI NO NC and WOP. By 
using the same calculating method as Step 2, the weight of NI NO NC and WOP 

),,,( WOPNNN wwww
COI

 can be achieved. 

Step 5. Taking aim at S, calculate the weights of SSCS, SSBP and GCS. After con-
structing the pair-wise comparison matrix of SSCS, SSBP and GCS, weight vector 

( , , )SSCS SSBP GCSw w w  is achieved by normalizing the eigenvector. 

Step 6. Compute the synthetical evaluation result for composition plan. The com-
puting formula is as following: 

1 2

1 2

1 2

1 2

( ... )

     ( ... )

     (( ))

N

M

I O C

SSCS SS SS SS N

SSBP SBP SBP SBP M

GCS N I N O N C WOP

S w w SS w SS w SS

w w SBP w SBP w SBP

w process w N w N w N w WOP

= × × + × + + ×

+ × × + × + + ×

+ × × + × + × + ×

 
(8) 

4   The Example 

This section illustrates how to use ASCEM model through a file-flow process example. 
We assume that the service composer demand for a “file-sending process” service. But 
there are no directly matched services in service repository. Currently there exist such 
service implements as depicted in table 1. Search engine has retrieved three candidate 
composition plans. In the following, we will use ASCEM model to evaluate the three 
composition plans and select one. The relative importance of factors adopts the 9-point 
scale, in which 1 means equally importance, 3 means moderately more importance, 5 
means strongly more importance, 7 means very strongly more importance and 9 means 
extremely more importance. The values of relative importance depicted in the right 
column of table 1 and are given by domain specialists. In addition, there exist two 
different stored templatesin template repository. 

Table 1. The Service Implement in Service Repository 

 

In accordance to different requirement and application contexts, three composition 
plans returned by search engine are described in table 2. For simplicity, we assume that 
there exists only one service for one task.  
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Table 2. Three Composition Plans 

index Selected service Related stored template 
Composition plan1 MakeDraft,CheckDraft,Sign,JointSign,Issue,Archive Template 1, Template 2 

Composition plan2 Sign,Archive,MakeDraft_CheckDraft,Sign_JointSign Template 2 

Composition plan3 MakeDraft_CheckDraft_Sign_JointSign,Is-
sue,Archive 

Template 2 

In a general way, it is more difficult to modify a composite service than replacing a 
simple component. Furthermore, we prefer a simple service-based system to a complex 
one. So the scales of importance of SSCS, SSBP and GCS factors are 8, 9 and 5 re-
spectively. The pair-wise comparison matrix 

==
19/58/5

5/918/9

5/89/81

5/59/58/5

5/99/98/9

5/89/88/8

SA

By using the function eig() of MATLAB6.5, the maximum eigenvalue maxλ is a-

chieved as 3. And the Satty consistency checking parameter max.
1

n
C I

n

λ −=
−

equals to 

zero. So the matrix AS is consistent absolutely. The eigenvector is 
(0.6136,0.6903,0.3835). So the normalized factor weight vector 

( , , )SSCS SSBP GCSw w w  equals to (0.6136,0.6903,0.3835). The relative importance 

weights of NI, NO, NC and WOP are 5,5,9,9 respectively. Thus (wI, wO, wC, wOP) equals 
to (0.3434,0.3434, 0.6181,0.6181). We assume that the composite service with mini-
mum granularity has only one input, one output and includes no component service, so 
according to equation (6), GCSmin equals to 1.3049. In the same way, we assume that 
the composite service with maximum granularity has three input, three output and in-
cludes fifty component service, and the sum of WOP equals to fifteen that means each 
composition operator occurrence once and only once. So the GCSmax equals to 42.2369. 
Based on above setup, the following will give the detailed computation on ASCEM for 
evaluating three different composition plans. 

• Composition plan 1 
This solution has six component services that are MakeDraft,CheckDraft, Sign, Joint-
Sign, Issue and Archive respectively. The corresponding service similarities are 0.8, 
0.7, 0.9, 0.7, 0.8 and 0.4. 

According to table 1, one pair-wise comparison matrix is gotten which is presented 
as: 

2/25/29/29/22/26/2

2/55/59/59/52/56/5

2/95/99/99/92/96/9

2/95/99/99/92/96/9

2/25/29/29/22/26/2

2/65/69/69/62/66/6 , and the eigenvalue maxλ  equals to 6. So the normalized 

weight vector w1,w2,w3,w4,w5,w6  equals to (0.3948, 0.1316, 0.5922, 0.5922, 0.3290, 
0.1316), there holds: 
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1) SSCS=w1*0.8+w2*0.7+w3*0.9+w4*0.7+w5*0.8+w6*0.4=1.6713. 
2) Because the composition template fits to the second stored template very well, 

SSBP equals to 1.  
3) GCS=0.3434+0.3434+0.6181*6+0.6181*(1+1+4)=7.4859. 

Process(GCS)=(42.2369-7.4859)/40.932=0.849. 

To sum up, the synthetical evaluation result S1 for composition plan 1 is worked out 
as:  S1=wssbc*1.6713+wssbp*1+wgbc*0.849=2.0414. 

• Composition plan 2 
This solution has four component services that are MakeDraft_CheckDraft, Sign_ 
JointSign, Issue and Archive respectively. The corresponding service similarities are 
0.75, 0.8, 0.8 and 0.4 respectively.  

By using the same calculate method as depicted in composition plan 1, we get the 
following result: 1) SSCS=1.3655; 2) SSBP equals to log3, namely 0.4771;3) 
GCS=3.7773. Furthermore, Process(GCS)=(42.2369-3.7773)/40.932=0.9396.To sum 
up, the synthetical evaluation result S2 for composition plan 2 is: S2=1.5275. 

• Composition plan 3 
This solution has three component services that are MakeDraft_CheckDraft_Sign_ 
JointSign, Issue and Archive respectively. The corresponding service similarities are 
0.75, 0.8 and 0.4 respectively.  

By using the same calculate method as depicted in composition plan 1, we get the 
following result: 1) SSCS=1.1012; 2) SSBP equals to log3, namely 0.4771;3) 
GCS=3.1592. Furthermore, Process(GCS)=(42.2369-3.1592)/40.932=0.9547. To sum 
up, the synthetical evaluation result S3 for composition plan 3 is: S3=1.3711.  

According to the above computation result, we can see that S1 is best and S3 is worst. 
That this result agrees to the fact proves that our model is feasible and correct. 

5   Related Works 

This section briefly discusses difference between our work and other related works. 
B. Medjahed introduced a Quality of Composition model to assess the quality of 

generated composite services[8]. This model defined such properties as composition 
soundness, composition ranking and composition completeness. Our work is similar to 
this one. But his model did not give a synthetical evaluation result. 

LZ Zeng et al proposed a web service quality model for evaluating basic and com-
posite services [7], which characterize non-functional properties that are: execution 
price, execution duration, reputation, reliability and availability. The different between 
our work and theirs lies in that we consider not only the non-function properties but 
also the semantic of business process, such as the reasonability of business process and 
the service granularity. 

LJ Zhang et al. considered the business process composition as a set of services[7]. 
They defined risk-minimum function to describe the difference between generated 
composition plan and original request. Executing time and price are taken as the 
evaluation criterion. Besides their goal to choose one service from multiple service 
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providers, our method provides the function for choosing optimal composition plan for 
composing component services. 

In addition, in workflow area, there are many researches about QoS. For example, J 
Cardoso built up a quality model from the time, cost, reliability and fidelity dimensions 

[10]. But he focused on analyzing, predicting and monitoring the QoS of workflow 
process, and ignored the dynamic composition of services [6]. 

Comparing with the above methods, ASCEM characterizes in the following: 

1) Based on AHP. So the weights for evaluation factors are more objective and the 
hierarchical model enabled more scalability.  

2) Quantitative and synthetical evaluation for composition plan. In addition, as for 
the preliminary evaluation factors, Equation 2 and 5 in Section 3 concern not only the 
users’ subjective demands but also the statistical information from the using history. 

3) Process-oriented evaluation. ASCEM considers not only the quality properties of 
services but also the reasonability and granularity of business process. 

6   Conclusion 

Dynamic selection of component service and composition plan is an important issue in 
web services composition. In this paper, we have presented a synthetical and quantita-
tive evaluation model ASCEM to evaluate composition plan. By adopting the AHP 
method to construct the model, ASCEM enables more objectivity and scalability. 
ASCEM provides an approach to selecting composition plan or composite service and 
enables dynamic service selection and composition. 

We have taken a file-flow process as an example to illustrate how to build up the 
ASCEM model and compute the evaluation factors. The results show that the proposed 
approach is feasible and correct. Our ongoing research includes developing more 
proper criterion for business process composition. And we will apply ASCEM to more 
real applications to test it. 
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Abstract. Package software should have the feature that purchasers can 
discriminate a product suitable for them among a number of software, which 
belong to the similar kind of product. Purchasers' ability to choose a package 
software depends on that they can judge whether a package software has the 
relevant standard conforming through objective quality test process and method 
or not. For building this system, there are the standards that can be applicable to 
pack-age software, such as <ISO/IEC 14598-5 : Quality Evaluation Process for 
Evaluator> and <ISO/IEC 12119 : Information Technology - software package 
- Quality Requirements & Test>. This study built the system that purchasers 
can effectively select a pack-age software suitable for their needs, building 
quality test and certification process for package software and developing Test 
Metric and application method. 

1   Introduction 

Due to the rapid spread of personal computers, a variety of package software for 
personal or office use have been developed, and consequently the liberty of choice 
has been broadened. Package software should have the feature that purchasers can 
discriminate a product suitable for them among a number of software, which belong 
to the similar kind of product. If we want to make a right choice for package software, 
we should consider whether a package software satisfies the established standard or 
not through objective quality test process and method. 

For building this system, there are the standards that can be applicable to package 
software, such as <ISO/IEC 14598-5 : Quality Evaluation Process for Evaluator> and 
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<ISO/IEC 12119 : Information Technology - software package - Quality Requireme-
nts & Test>. In case of ISO/IEC 12119, those can use it, such as software developers, 
organizations for authentication that intend to establish third-party authentication, 
organizations for approving authentication and test centers, and software purchasers. 

This study developed the method that can contribute to quality improvement of 
package software by building the quality test process for package software based on 
this standard and developing test metric and application method. This study 
introduces the present research state related to quality in Chapter 2, and builds the test 
process for package software from the purchasers' viewpoint in Chapter 3. It 
introduces quality model for testing package software in Chapter 4, and describes the 
metric that was developed based on quality model in Chapter 5, and finally describes 
the conclusion and further studies. 

2   P resent State of Related Works 

2.1   Foreign Trend 

Foreign advanced countries in software are continuously trying to establish the 
standard for quality evaluation. They are on the way to standardize ISO/IEC 9126 as 
the standard on quality evaluation features and ISO/IEC 14598 as the standard on 
quality evaluation process. However, it is the actual circumstances that it is very rare 
they build the specific quality evaluation method and then actually apply it, based on 
the general contents on standard. And there is a case that they build the practical 
evaluation system about application, a part of quality features, and then utilize it. 

2.2   Domestic Trend 

It can be said that now the domestic trend on quality evaluation & test technology has 
its weak basis on the whole. The related standard for quality evaluation has not been 
established yet, and the authentication for software's quality system relies on foreign 
countries, and thereby we can see the basic study in domestic is very weak. Even 
though domestic software industry regards technology for quality improvement and 
development of product evaluation technology as the urgent task, it has much 
difficulty in pushing technology development in itself. 

3   Building Certification Process for Package Software 

3.1   The Outline of the Process 

The outline of the test/certification process is like fig. 1. We constructed it 'certification 
request and acceptance', 'certification', 'certification announcement and delivery' and 
'activity after certification'. The test during the certification makes progress through the 
self test department or an external test department. 
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Fig. 1. The Outline of the Test/Certification Process 

3.2   The Detailed Activity of the Process 

3.2.1   Certification Request and Acceptance 
The certification applicant presents software quality certification request form, 
product description, user's manual and software. The certificate authority presents the 
following items to the certification requester. 

− The certification request process, the request method, a fee 
− The technical items such as test and certification method 
− The effect and the coverage of the certification 

The certificate authority can analyze certification request documents and 
complement the received documents in consultation with the requester if they are 
unsatisfactory. 
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Fig. 2. Certification request and acceptance 

3.2.2   Test Asking and Establishment of the Certification Plan 
The certificate authority confers the following items with the requester to implement 
the certification. 

− The day’s program and the method of the certification 
− Required items when the certification is implemented 
− Etc.,… 
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When the test is requested with a certification, the certification center requests the 
software test to the test department with 'software test request form‘, ’product 
descriptor', 'user's manual' and software and is informed the written agreement by the 
test department. And the certification center make out the certification plan about the 
day's program, the process and the method from a test of the requested software to the 
final certificate.  

Conference items with the requester
to implement the certification

Conference items with the requester
to implement the certification

The day’s program and
the method of the certification

The day’s program and
the method of the certification

Required items when the 
certification is implemented
Required items when the 

certification is implemented

Etc, …Etc, …

‘ ’
Test
Depa
rtme

nt

Certi
fication
Depart
ment

The written agreement
about test

toto

 

Fig. 3. Test Request and Establishment of the Certification plan 

3.2.3   The Acceptance of the Test Results and Framing of Certification Assessment 
Data 

When the test is ended, the certification team is delivered the test results from the test 
department. The test results must include the test grade to inform to the test requester. 
The certification team starts assessment task analyzing the test results and related 
data, and make out the certification/assessment data dependant on the criteria of 
certificate authority. 

3.2.4   Certification/Deliberation Committee and Assessment Report 
When the certification/assessment data were completed, the certificate authority holds 
a certification/deliberation committee and present agenda. The Certificate authority 
make out the assessment report based on the result of certification/deliberation 
committee and certification/assessment data and inform it to the applicant with the 
test grade after assessment. 

When necessary, the certificate authority specifies inadequate items, a additional 
assessment, a test coverage and approval measures. If requester proof to take steps for 
improvement meeting all requirements in a given period, they redo the required 
assessment. 

3.2.5   Certificate Delivery and Notice 
After certification/assessment, if the software applied for certification is coincided 
with the certification condition and certification/deliberation committee decide 
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resolve the certification, the certificate authority deliver a certificate and announce the 
certification. 

The announced contents are as follows. 

− The Category of  Certification 
− A firm name of those who is certified 
− Software name and version 
− Certificate number 
− Certification year, month, day 

3.2.6   Dissatisfaction and Administrative Appeal 
When the client's dissatisfaction or demur is appealed, the certificate authority 
receives by a written application. If the received contents is slight, the certificate 
authority take immediate action by document. If they are important, the 
certification/deliberation committee treats it. 

3.2.7   Follow Up Control 
The certificate authority regularly control product sale, advertisement, production. If 
software affect to conformance of the certified software, the supplier must inform the 
certificate authority. 

Regularly 
Follow up

control

Conformance
Certificate
Authority

Certification Team

Software Development
Organization

The certified
product

Advertisement

Public Relations

Production

• emergent visit to the enterprise
• Sample inspection of released products

• to read related documents of the supplier
• an interview with the supplier’s staff
• to confirm production place of product

Fig. 4. Follow up control 

4   Quality Model 

In order to apply ISO/IEC 12119 to package software test, the quality model, which 
each item consisting of package software is to be applied to, should be organized. 
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4.1   Quality Model on Product Manual 

Quality model on product manual among the constitutional elements of package 
software includes the items such as function, reliability, application, effectiveness, 
maintenance and graft, and those can be summarized as shown in Table 1. 

Table 1. Quality Model about Product Manual 

Quality Model Concept 

Functionality Summary of functions, region value, security 
information 

Reliability Information for data storing process 

Usability User interface form, knowledge for product  
usage, identification of usage condition 

Efficiency Response time, processing rate 

Maintainability Explanation about maintainability 

Portability Explanation about Portability 

4.2   Quality Model on User Document 

Quality model on user document among the constitutional elements of package 
software includes the items such as perfection, exactness, consistency, understanding 
and easy summary, and those can be summarized as shown in Table 2.  

Table 2. Quality Model about User Document 

Quality model Concept 

Completeness 
Product usage information, region value,  
installation-maintenance manual 

Correctness 
Correctness of document information,  
clearness of expression 

Consistency 
Integrity between documents, terms  
consistency 

Understandability User group have to understand 

Easy summary Easy summary about user documenet 

4.3   Quality Model on Program and Data 

Quality model on program and data among the constitutional elements of package 
softwares includes the items such as function, reliability, application, effectiveness, 
maintenance and graft, and those can be summarized as shown in Table 3. 



 Construction of Quality Test and Certification System for Package Software 773 

Table 3. Quality Model about Program and Data 

Quality model Concept 

Functionality 

- Can Install according to the manual 
- similiar to all explanation in other  

document 
- not conflict with other documents 
- must be executed as specification 

Reliability 
- always controllable 
- data is not destructed 

Usability 
- understandability about all information  

of program 
- adequacy of error message information 

Efficiency 
- the explanation about efficiency is  

suitable 

Maintainability 
- the explanation about maintainability is  

suitable 

Portability 
- the explanation about portability is  

suitable 

5   Development of Package Software Evaluation Metrics 

Evaluation Metric for package softwares has the basis of ISO/IEC12119, and this 
study abstracted the Metric items that are applicable to package softwares from 
ISO/IEC 9126-2, 3, and modified and supplemented them. The details of developed 
Metric items are as shown in Table 4. 

Table 4. Quality Model about Program and Data 

Type of Me
trics 

The number 
of metrics Remark 

General  
requirements 

10 
Metrics about Identification and  

order 

Product  
manual 

20 
Metrics about functionality, reliabi-
lity, usability, efficiency, maintain-
ability, portability 

User  
document 

12 
Metrics about completeness,  
correctness, consistency,  
understandability, easy summary 

Program & 
data 

61 
Metrics about functionality, reliabi-
lity, usability, efficiency, maintain-
ability, portability 
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5.1   Metric Index Table 

This study built the Metric Index Table by product element consisting of package 
software, as shown in Table 5. The Metric Index Table on general requirements for 
package software is shown in the Table. 

Table 5. Quality Model about Program and Data 

Characte
ristics Metric index Type Reference 

1.1 identification of  
product manual 

Y/N 
ISO/IEC 
12119 

1.2 identification of 
product 

Y/N 
ISO/IEC 
12119 

1.3 Specification  
of supplier 

Y/N 
ISO/IEC 
12119 

1.4 Specification of  
work 

Y/N 
ISO/IEC 
12119 

Identificatio
n and order 

1.5 Document for  
adequacy  
requirements 

Y/N 
ISO/IEC 
12119 

5.2   Construction of Metric Table 

An example of Metric that is developed for the purpose of testing package softwares 
by product element is as shown in Table 6. 

The example of Metric on general requirements for package softwares is shown in 
the Table.  

Metric Table was developed, based on ISO/IEC 12119, and it was modified as 
suitable one for package softwares test by introducing some relevant items from 
ISO/IEC 9126-2, 3. 

5.3   Decision of the Evaluation Marks Level and Judgment Standard on Metric 
Value 

If the result value intends to have the meaning, it needs to decide the evaluation marks 
level on Metric value. 

First, we define the evaluation marks level by deciding the number of range that 
Metric value has. The following example shows the case that defines 4 evaluation 
marks levels. 

 
− A : excellent : satisfy all requirements 
− B : good : satisfy almost requirements 
− C : fair : not satisfy a part of requirements 
− D : poor : not satisfy requirements 
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Table 6. A Sample of Metrics Table about General Requirements 

Quality 
characteristics Identification & order 

Specification of 
metric 

Detail item 
Measu
rement 
value 

result 

Is a unique document 
ID in product manual? 

 
1.1 identification of  

product manual 
 
computation : A 
value range : 0, 1 

A 
Example : name for 
product manual 
(function manual,  
product information,  
product pamplet, etc. 

 

 

problems  
Is a unique ID in 
software product? 

 

1.2 identification of  
product 

 
computation : A 
value range : 0, 1 

A 

(Example) 
name, version, date,  
variant 
(Example) 
Variant : Enterprise  
version, Professional  
version, etc. 

 

 

Problems  

We can decide the range corresponding to evaluation marks level on each Metric 
value as follows. 

− Measurement value 0<=X<=1 
− X<0.6 : rating level D 
− 0.6<=X<0.7 : rating level C 
− 0.7<=X<0.8 : rating level B 
− 0.8<=X : rating level A 

Since the range of Metric measurement value is not always fixed, we decide it by 
considering the range of measurement value on each Metric. In this way, we can score 
evaluation marks according to evaluation marks level on each Metric, and if it 
acquires a certain level of evaluation marks, we get the final result by deciding the 
criterion to pass or fail. For example, supposing that they decide to purchase if the 
number of Metric, of which the evaluation marks level is B or above, is 95% or more, 
and if the test is applied to the several software as objects, we can decide to purchase 
the software that acquired the best result. 
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6   Conclusion 

This study built quality test process for package software and developed Metric for 
testing package software by attempting to graft product evaluation process for 
evaluator in ISO/IEC 14598-5 into the standard of quality test for package software in 
ISO/IEC 12119, considering the features of package software.    

If we firmly build evaluation system for package software with basis of the process 
for evaluator in ISO/IEC 14598-5, it is considered that we can build the effective 
evaluation basis for package software types that are made by many development 
organizations. 

Regarding the study works after this, it needs to specify measurement methods on 
measured items of test Metric for package software, and push to develop effective 
quality test through tools. 
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Abstract. Information protection for information systems is the major concern 
for most of the institutes, but there are a limited number of activities for the 
prevention of intrusion. Though each institute establishes and operates informa-
tion protection solutions such as information security control systems, counter-
measures against intrusions are generally applied only after intrusions have 
taken place in most cases. Delayed counter-measures lead to delays in damage 
recovery as well as failure of timely actions to mitigate the damages. In this pa-
per, we propose the design of an online intrusion forecast system using a 
weather forecasting model, allowing administrators to minimize the effects of 
damages in advance through an online intrusion prediction of the probable vul-
nerability and risks. Both the information from the sensors of information secu-
rity control systems and the profiles of the information system assets are used to 
analyze vulnerabilities and to predict intrusion routes and the scope of damages. 

Keywords: Intrusion, Weather Forecasting, Forecast, Damage Propagation, 
Information Security control system (ISMS). 

1   Introduction 

The growth of the Internet and the development of information technologies have 
accelerated both the complexity and the vulnerability of information systems. In par-
ticular, there have been ever-increasing threats from malignant codes that are capable 
of damage propagation on a large scale by exploiting the security deficiencies of in-
formation systems and the network infrastructure.  Therefore, to protect system assets 
effectively from malicious attacks, a security administrator should be able to identify 
and predict the potential vulnerability and threats faced by information systems. 
Though information on the vulnerabilities of information systems is released on a 
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daily basis [1] [4], the direct effects of the vulnerabilities on the information systems 
operated at institutes are not fully understood. The major reason for this is the virtual 
impossibility for an administrator of analyzing and taking action against every new 
risk. Therefore, for selected vulnerabilities, an administrator shall analyze possible 
infection routes and damage propagation using the profiles of the information assets 
and their probable vulnerabilities without any definite procedures or mechanisms [2] 
[3]. Recently, some institutes have started to operate information security control 
systems for real-time prevention, analysis, and counter-measures so that cyber attack 
damages can be minimized. The information security control system recognizes status 
of servers, network systems, application jobs, and the user’s input and output, ana-
lyzes information flow within the organization, and takes appropriate actions for any 
risks. As shown in Fig. 1, the information security control system keeps track of net-
works and servers within the organization, and their traffic patterns. Once the alarm 
has been triggered the system executes rapid and appropriate counter-measures using 
the analysis results of abnormal conditions. These tasks allow the information security 
control system to gather various kinds of information about the servers and the net-
works, and as a result, the system is able to identify types of vulnerability and any 
threats. Then, the information security control system can inter-operate with other 
security elements such as firewalls, VPN, IDS, IPS and so on.  

For these tasks, an agent is installed and operated in the information security con-
trol system. We propose an architectural design to make use of these agents to collect 
information from the profiles of the assets, to transmit the collected data to the predic-
tion system, and then to suggest a design for the intrusion prediction systems based on 
the collected information. 

 

Fig. 1. Structure of the Information Security Control System 

Potential vulnerabilities and threats to the information systems are classified into 
various kinds of intrusions, and a prediction algorithm is developed for intrusions that 
have typical propagation features and cause significant damages.  A weather predic-
tion model is used to provide an online intrusion forecasting. This allows an adminis-
trator to predict possible intrusion routes and their scopes of damages as soon as the 
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alarm is triggered. Using the proposed prediction algorithm, quick and timely counter-
measures are possible to reduce the damages. 

2   Related Work 

Studies on the prevention of intrusions have so far been conducted mainly for risk 
analysis [6] [7] and damage propagation [8] [9]. These approaches are based on a 
procedure consisting of several phases, such as analysis of assets and threats, calcula-
tion of risk levels, analysis of a proposed protection plans, evaluation of remainder 
risks, and establishment of final protection plans. This procedure is, however, exten-
sive and complex analytical processes, making it very hard to implement and satisfy 
requirements of real-time managements for information systems. To resolve these 
problems, studies have been performed to develop a mechanism that can automati-
cally identify changes of risks that are caused by changes of information assets [10]. 
But, in that mechanism, an administrator requires to provide the system with a de-
tailed forecast of vulnerability and threats. 

In this paper, we propose a model that predicts the intrusion routes to information 
systems using the weather prediction model [5] and analyzes the affects of intrusions. 
The proposed model is able to estimate potential damages from the predicted intru-
sions, and to identify counter-measures to minimize the damages. It should be noted 
that there are differences between weather prediction and intrusion prediction: 

• External factors such as rain, snow, and hurricanes may proceed in temporal and 
spatial sequence, while intrusion takes place in the information system in an 
omni-directional sense.  

• Changes of weather can be sensed in advance, while occurrences of intrusions 
cannot be sensed or identified in advance. Identification of an intrusion is only 
possible after the analysis of the dimensions of the risks posed by a system’s 
vulnerability and threats.  

• Weather prediction is done for an extensive period of time and protection meas-
ures can be established in advance, while intrusions occurs simultaneously after 
a usual short dormant period, and counter-measures according to prediction may 
not be feasible. 

• Weather incidents have a very limited number of types, while every new intru-
sion occurs in a new form or pattern. 

However, intrusion prediction is similar to weather prediction from the aspect that 
an intrusion prediction mechanism generates possible intrusion routes and damage 
areas by analyzing information from many sensors in the networks. The most widely 
used weather prediction models are as follows:  

• Numeric model; 
• Statistical models such as the persistency model, Markov model, and autore-

gressive process model; 
• Response model through the convolution of the input and output systems; 
• Artificial neural network model predicting weather as the output for new input 

according to the features of the system through existing case studies. 
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Table 1. Variables and constants used by DLM 

Symbol Definition 

tY  Observed value at time t 

tF  Output vector at time t (forecast factor) 

tθ  Dynamic coefficient vector at time t (status vector, weight) 

tG  Transition matrix describing change of tθ  at time t 

tm  Mean value of tθ  at time t 

tC  Distribution of tθ  at time t 

tv  Output error 

tV  Distribution of output error tv  

tw  Internal error 

tW  Distribution of internal error tw  

tD  
Information obtained from both the observed values up to t time and 

values calculated from the models 

Φ  1−V  

Among the above-mentioned models, the numeric model (with a wide range of 
prediction) is one of the most popular models.  However, since certain features of the 
model do not allow the full reflection of complex topographical characteristics and it 
requires too much time to calculate numeric values for the model, the usage of the 
model is limited. Therefore, statistical methods are widely used for the real-time 
weather prediction. Though incapable of illustrating physical properties and dynamics 
of weather, these methods are capable of calculating prediction information with 
fewer errors on non-linearity when weather moves to other areas.  

We employ the statistical model to design an intrusion forecasting system. This 
model illustrates changes in status as functions of time. The dynamic linear model 
(DLM) consists of the following equations, and each function or variable is defined as 
in Table 1. 

)(,' equationOutputtvttFtY += θ  (1) 

)(,1 equationStatustwttGt +−= θθ  (2) 

),0(~ tt VNv , ),0(~
1 tnt WTw

t −
 

),(~ ttntt CmTD
t

θ ,  Φ
2

,
2

~ ttt
t

snn
GD  

DLM generates dynamic coefficient vectors with the initial values given in each 
time slot and status equations, and generates output values with output equations. 
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Up-to-date states are reflected in prediction results, and up-to-date states are calcu-
lated through a dynamic circulation process that estimates optimal dynamic coeffi-
cients at time t+1 using various factors such as observed values at time t, types of 
transition matrices, and error distributions. 

3   Intrusion Prediction System 

Our proposed intrusion prediction system for information systems employs the agents 
of the information security control system. The current security control system is 
connected to Firewalls and IDS for real-time management; however, the security 
control system is unable to predict or analyze potential intrusion routes arising from 
virtual threats and/or system vulnerability. Thus, this system is not suitable for intru-
sion forecasting. However, prediction factors can be obtained using the agents used in 
the security control system. The following kinds of agents are deployed in networks 
for our intrusion prediction system:  

• Core agent: managing the agents installed inside the assets, and predicting the 
status of the assets. 

• Sensor agent: installed in each asset to check changes and status of the assets. 
• Transmitter agent: transmitting information from the sensor to the control system. 
• Profile reader agent: storing and managing asset information from the sensor. 
• Comparator agent: comparing information from the sensor with existing infor-

mation in order to identify abnormal events or emergency situations. 
• Predictor agent: providing information on concerned assets upon occurrence of 

intrusions due to virtual threats and system vulnerability. 

The difference between these agents and those of the existing control system is that 
the agents are installed on the information protection systems as well as other systems 
like terminals, servers, and network systems in order to collect information about any 
changes in assets and systems. Fig. 2 illustrates the example configuration of the agents.  

 

Fig. 2. Configuration of prediction agents 
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To have better prediction, the agents have to obtain detailed information from the in-
formation systems. The agents operate in either of the following modes: a normal  
prediction mode during normal operations, and a special prediction mode for online 
intrusions. If the normal prediction mode is set, prediction tasks are performed in accor-
dance with predefined schedules, with few changes in the information systems during 
operations when abnormal events are identified in the information systems over a cer-
tain period. The special prediction mode is set when prediction tasks are outside the 
scope of the normal prediction mode.  For instance, if activities of a worm or a virus are 
suspected or hacking on a system is suspected, the special prediction mode is set, and the 
system tries to collect real-time information  concerning  intrusion  accidents  by  focusing 

Table 2. Information profile 

Factor Features of analysis data 
Calculation tech-

nique/cycle 

Threat (ta) Threat to system 
Upon occurrence of 
threat  

Vulnerability (va) Vulnerability of systems 
Upon occurrence of 
vulnerability 

Threat vector (ra) Existing risk information 
Resultant value of 
previous risk 

Information asset (a) Location and capability of assets  System purchase 

Network asset (n) Networks configuring a system System installation 

Task type (p) Task types used by a system System upgrade 

Inter-operation (I) Inter-operation between assets System inter-operation 

Utilization quantity (U) 
Utilization quantity and allowed quantity of 
assets 

Daily 

Period of use (C) Duration of assets’ use, and user’s access  
Upon acquiring user’s 
authorization 

Prevention/detection (P1) Level of intrusion detection 

Analysis (P2) 
Level of intrusion analysis and type classifica-
tion 

Recovery (P3) 
Maximum allowed duration of recovery upon 
intrusion 

Upon introduction of 
information protection 
system 

Confidentiality (S1) Confidentiality of information system 

Integrity (S2) Integrity of information system 

Availability (S3) Availability of information system 

Upon establishment of 
information protection 
strategy 

Backup/disaster (b) 
Redundancy and backup status against intru-
sion 

During backup 

Management (M) 
Analysis of policies, guidelines, organization, 
human resources, and training 

Performance of risk 
analysis 
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on data from suspected areas of the information systems and obtaining temporal and 
spatial data. The objectives of the normal and the special prediction modes differ from 
each other, and types and a calculation period also vary depending on calculation na-
tures of the information systems. Information from the agents contains raw data (level 
1.0 data) of assets and a network structure, level 1.5 data such as job types, inter-
operation, utilization quantity and period of use, and level 2.0 data regarding operations 
and managements of the information protection systems. 

The normal prediction mode calculates 17 types of basic analysis data as shown in 
table 2, and the special prediction mode provides information on network traffic, 
service rates, and access counts upon intrusion. Rapidity is a prerequisite for data 
generated in the special prediction mode. Information assets include hardware, soft-
ware, and data. These assets are significantly affected by vulnerability and threats. 
Hardware includes terminals, servers, and databases; and software includes 
commercial software and developed software; data includes file data and database 
data. These primary categories are further classified into the secondary and the detail 
categories, and information in each category is utilized to map vulnerability and 
threats. For example, the network assets (n) in Table 2 include network equipments, 
network maps, and the information protection systems. The network equipments are 
further classified into routers, hubs, and switches; the network maps into WAN, LAN, 
and DMZ; and the information protection systems into Firewalls, IDS, and secure OS. 
Information about potential routes of intrusion can be obtained from mapping be-
tween threats. 

Based on data from the agents with consideration of the relationship between the 
agents, the algorithm of the information prediction system is configured as shown in 
Fig. 3. The input data of the algorithms is classified into two kinds of data: the static 
input data that does not have significant changes over a certain period, and the  
dynamic data that is frequently changed. The static input data includes models of 
servers, computers, and routers, and versions of operating systems. Since asset infor-
mation that is subject to change after a certain period significantly affects the preci-
sion of results, this kind of asset information must be frequently checked and reflected 
in the analysis process. The dynamic input data is acquired in real-time, and examples 
are level 2.0 data, special announcement data, and so on. 

 

Fig. 3. Algorithm of the information prediction system 
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Fig. 4. Configuration of the forecasting system 

As illustrated in Fig. 4, pre-processing of the input data is essential prior to intru-
sion analysis and the generation of prediction data. Pre-processing of the input data is 
performed to find threats and vulnerability in the input data in order to define the level 
and category of intrusion, since damage to the information systems is not caused by 
threats and vulnerability but by the occurrence of intrusions. Therefore, threats and 
vulnerability are combined and analyzed to find potential intrusions, and relevant 
exploit codes are also identified and analyzed in advance. The feasibility of identify-
ing threats and vulnerability is provided as probability values, and the results are used 
as input values for intrusion detection.  

Once the profile of the information system has been defined, inter-operation be-
tween the task types and the assets is used to calculate flows of intrusions. Further, 
utilization statistics about information assets is also used to calculate the speed of 
intrusion propagation. A risk vector is used to analyze changes of the risks in the 
course of a certain time span, and the risk level of the information system is deter-
mined. The degree of the information system safety is affected by various factors, 
such as how well the information protection system is operated from security’s point 
of view. The propagation of intrusions can be limited and propagation routes can be 
simplified through processes like prevention, detection, and recovery. Aspects of 
intrusion analysis are classified into confidentiality, integrity, and availability, and 
severity of an intrusion is determined by comparing the analysis results with the in-
formation protection level required by the information system. All of the analysis data 
is, in principle, calculated in the normal prediction mode cycle, and data generated 
from the special prediction mode is adjusted to the analysis data.   

4   Intrusion Forecasting System 

The intrusion forecasting system is designed based on the prediction results, by making 
use of the DLM described in Section 2. Detailed configuration by phase are as follows:  

[Phase 1] Setting initial values: initial values are set to determine weights of fore-
casting factors up to the initial time. 
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[Phase 2] Calculating weights for forecasting factors: 
The reduction factors are defined to reduce errors in prediction values, and 
the measured values with increments of 0.01 between 0.1 and 1 are increased 
and applied to calculate prediction values. This upgrading process is re-
peated, and results are compared with the measured values. 
The minimum value of the results calculated using the prediction values and 
the measured values in the upgrading process is selected as the optimal re-
duction factor. 

[Phase 3] The prediction value is calculated by applying weights from [Phase 2] to 
the measured and the forecast data at the analysis time. 

The intrusion forecasting system processes the prediction values provided in de-
fault, and generates forecasting data through the decision-making model, and store the 
results in a database. The produced data is provided to administrators responsible for 
the information systems. Fig. 4 illustrates the configuration diagram. 

The forecasting factors, the most significant factors in the forecasting system, are 
produced as follows. Forecasting intrusions are defined for two cases: the situation of 
actual intrusions and that of probable intrusions. In case of the probable situation of 
intrusions, sufficient time is allowed for responses. However, In case of actual intru-
sions, prevention opportunities are limited. Therefore, the probability of forecast 
should be calculated considering the intensity of the threats and their predicted occur-
rence frequency. We determine the actual occurrences of an intrusion when the intru-
sion exceeds a threshold, and define the intrusion probabilities. 

5   Conclusion 

We suggest a design for an online intrusion forecasting system. We also suggest a 
model for predicting and forecasting any intrusions in dynamic manners in the course 
of a specific time span by analyzing the potential propagation of vulnerability and 
threats. Comprehensive prediction and analysis of damage propagation are pursued 
based on the model for the information systems. We utilize the suggested models and 
systems to validate their feasibility for effective forecasting through case studies. In 
this study, we provide security administrators with measures for predicting security 
damage accidents, establishing early-warnings and security controls against any 
threats, and minimizing damages to organizations and institutes.  

Special attention shall, however, be paid to encrypting and storing the profile in-
formation of information assets to prevent the disclosure of any information to poten-
tial hackers. In addition, we should also consider further studies for security protocol 
and mutual certification techniques upon exchange of information among the agents 
and the prediction systems. 
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Abstract. As business environments are changed and become complex, a more 
efficient and effective process management are needed. More and more 
enterprises and organizations are recently trying to build flexible and integrated 
information systems with web services in order to satisfy the changing needs of 
customers. The web Service can currently be recognized as a new alternative 
for integrating the scattered information assets within an enterprise or an 
organization. Due to the increasing number of Web Service applications and the 
service suppliers, however, the customers are confronted with the problem of 
selecting the most suitable Web Service. In this paper the new methodology for 
marshaling the composite Web Service satisfying Web Service QoS goals is 
suggested. This provides a theoretical basis from which a goal programming 
model is identified by which the web service QoS can be quantified. 

1   Introduction 

Composition of Web Services are currently received much interest to support 
business-to-business or enterprise application integration. Enterprises and 
organizations have been trying to build flexible and integrated information systems in 
order to satisfy rapidly changing needs of customers, in incorporating the 
conventional organization and information systems. EAI (Enterprise Application 
Integration), the one of such an effort to integrate the various solution packages, could 
not handle the steadily increasing demand for the cooperation mechanism reflecting 
the e-business environment [1]. Also it is not so easy to integrate the business inter-
processes, since the emergence of value may be preconditioned by the intrinsic 
incorporation of processes shared by partners [2]. Since intrinsic difficulties are 
caused by heterogeneity, locations, scalability, modification, etc. exist in performing 
that task, Web Service can currently be recognized as a new alternative for integrating 
the scattered information assets within an enterprise or an organization.  
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Web Services support the interaction of business partners and their processes by 
providing a stateless model of atomic synchronous or asynchronous message 
exchanges. They may be identified by URI, as a software system whose public 
interfaces and binding are defined as XML-based messages, and can be defined and 
supported in the Internet [8]. A set of appropriate Web Services, which is platform-
independent software component and are available in the distributed environment of 
the Internet, can be assembled into applications. Seamless composition of Web 
Services has enormous potential in streamlining business-to-business or enterprise 
application integration. Above all, Web Service paradigm is strongly supported by the 
influential de-facto standard organizations like IBM, OASIS, ORACLE, SUN, 
Microsoft IOS as the promising developing framework of software architecture [7][9]. 
However, due to the increasing number of Web Service applications and the service 
suppliers, the customers as well as business communities are confronted with the 
problem of selecting the most suitable Web Services.  

Complex Web Service composition can be done after finding out the multiple 
service suppliers in UDDI that can perform the tasks in service processes. In this 
paper, non-functional factor, QoS is considered in setting the criteria for finding out 
the optimal suppliers, who can provide the same functions. The setting the criteria for 
QoS can be typical MCDM(Multiple Criteria Decision Making) problem which is 
NP-hard as a special case of Knapsack Problem [12] and the determination of 
selection will be the determining variable, 1-0 Integer problem is recognized as the 
best choice to solve the composition here.  

The rest of paper is organized ad follows. Section 2 is for related works. Then QoS 
for Web Services and QoS modeling are discussed. We conclude with 
experimentation and future work.  

2   Related Works 

WFMS (Workflow Management System) provides the theoretical foundation for 
reengineering the enterprise structure and automating the business efficiently [3]. 
Workflow is considered as the standard computing model for interoperating processes 
and exchanging the information in the Web-based environment [5]. When composing 
Web Services, workflow back-ended approach suggests the ordering method for 
considering QoS. First, the criteria for process quality evaluation are determined. 
Then the qualities such as execution duration, cost, reliability, etc. are estimated. 
Secondly, the qualities of Web Service process are evaluated based on the quality of 
selected tasks using the structural information of process. That is, the quality of a 
process is estimated by the repeated reduction of the serial and parallel blocks 
embedded in a process into one task. To apply this method, the quality dimension of 
the task in a process should be estimated. J. Cardoso suggests the approach to 
estimate the task quality, applying it to Fault-Tolerance System, Network System, etc. 
[3]. Workflow back-ended approach can calculate the quality according to process 
structure, being adaptive to the structural differences. However, it is not easy to apply 
this method when the number of service suppliers is increasing and to find the optimal 
suppliers because of the limitation of simulation approach taken to search the optimal 
services. 
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Process-based Web Service composition is considered as the effective method for 
integrating the heterogeneous and distributed applications [1]. In UDDI registry the 
enormous service suppliers are resided and their status of registration can be changing 
in real-time. Therefore, it is still challenging to select the service supplier considering 
the QoS during complex Web Services are executing [6]. Basically, selecting Web 
Service suppliers could be done by considering process structure showing AND 
structure and XOR structure. Zeng assumes that XOR branching can be defined as the 
possible path after separating this branching and the selection decision of path is 
determined by the task scheduled before the XOR branching [2]. He defined the term 
‘execution plan’ as a set of service suppliers being able to perform the tasks existing 
within the ‘execution path’. In this perspective, the problem to find the optimal 
service suppliers for Web Service composition can be transformed into the problem to 
find out the optimal execution path. The QoS for each execution plan is represented as 
the linear equation, which is claimed to be used to find out the optimal execution path 
after scaling using Linear Programming. It is a Zeng’s strong points that his method 
guarantees the global optimization and could be used as a general approach in term of 
QoS evaluation criteria under the condition that it is linearly formulated. However, his 
assumption about the branching condition of XOR structure execution into execution 
paths can not be applied to the other types of process structure. Also the criteria 
formulation with arbitrary weights using linearly programming may not be so 
practical.  

3   QoS for Web Services 

Process structure is said to be the ordered relations defined between the unit tasks 
consisted of processes. In this paper, SWR(Stochastic Workflow Reduction) 
algorithm, which is the approach to reduce the predefined process structures into 
single task to estimate the process quality, is adopted. Workflow process structures 
are classified into several types using the concept of ‘block’, which is further 
classified as serial and parallel block. Serial block has one path along which no 
branching and combining is not happened. Parallel block has multiple paths between 
the branching unit task (aS) and combining unit tasks (aM).   

3.1   QoS Requirements for Web Services 

The requirements of Web Service QoS proposed by IBM include the non-functional 
attributes like the process time of Web Services, cost, reliability, etc.. In this paper, 
the criteria for selecting the Web Service partners is set based on the QoS of services 
requested by consumers, which can be evaluated quantitatively as follows; 

• Execution Duration – is the time elapsed from the customer request of service to 
the receipt of response from the Web Service supplier. Hence, it may be 
composed of the request time, service time and the time needed for sending the 
results. 

• Execution Cost – is defined as the cost to be paid for the execution of Web 
Services. 
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• Reliability – is the probability of receiving the processing result within the 
expected duration time set randomly, when the Web Service is requested. It may 
be considered as the measure to guarantee the message transmission between 
customer and service supplier.  

• Availability – is the criteria for evaluating an immediate availability of a Web 
Service. It can be computed as the ratio of the service time to the total time of 
observation. 

<Up Time> <Up Time>
Availability= =

<Total Time> (<Up Time>+<Down Time>)
............... (1) 

• Reputation – is the factor for evaluating the service reliability based on the 
customer’s experience. In this paper, it is defined as the average of the final 
customer’s evaluation on the Web Services.   

n

i

1
Reputation= <user's Rating>

n
................................. (2) 

3.2   Hypothesis 

The plausible selection of Web Service suppliers is set up as the determining variable. 
From this perspective, AND Structure and XOR Structure are taken into consideration 
in the case of parallel structure of Web Service process. The evaluation criteria for 
QoS can be formulated according to the each process structure, then the results are 
combined. Each QoS criteria can be an objective function, so there come out multiple 
objective functions, which are the constraints of Goal Programming to minimize the 
deviation from the QoS demanded by customer. The formulation of criteria is done 
under the following assumptions.   

• Independency: all tasks resided in process are mutually independent. 
• Trustfulness: the quality level of services is reliable 
• Active Selection: Web Service customer can arbitrarily select a path among the 

paths characterized by XOR branching. 

4   WS QoS Modeling 

4.1   Notation 

The problem defined in this paper is to find the optimal Web Service suppliers to 
perform the tasks in process, when composing the complex Web Services. Hence, the 
determining variable can be characterized by the plausibility of selection of particular 
Web Service suppliers.  

ijx : the selection value jth service supplier among ith task (0: unselected, 1: selected), 

iS : the set of all service suppliers in ith task,  
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nxorS : nth XOR set,  

nxor
iS : the set of all service suppliers in ith task within nth XOR set 

The qualities characterized by service suppliers performing particular task is 
represented as follows;  

ir  : the reliability of  ith
  task  

ijc
 : the cost of  ith task performed by jth service supplier  

ijt
 : the execution duration of ith task performed by jth service supplier  

ijr
 : the reliability of jth service supplier in the ith task  

ijav
 : the availability of jth service supplier in ith task  

ijre
 :the reputation of jth service supplier in the ith task 

Reliability, Availability, and Reputation are non-linearly expressed and formulated 
by regarding the quality of service suppliers to the quality of selected task. So the 
quality of a task is represented as follows:   

ir  : the reliability of ith task  

iav  : the availability of ith task  

ire  : the reputation of ith task 

iT : the execution duration of process to  ith task  

startT : the initial time of process 

endT : the ending time of process 

The level of QoS demanded by customer is represented as follows: 

C : the execution cost of complex Web Service requested by customer 
T  : the execution time of complex Web Service requested by customer 
R  : the reliability of complex Web Service requested by customer 
Av  : the availability of complex Web Service requested by customer 

Re : the reputation of complex Web Service requested by customer 

Based on the structural information mentioned above, the Web Service is defined 
as below.  

Definition 1. All Web Services existent from the nth XOR set nxorS to k 
th path is 

n(k). 
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In case of XOR set nxorS , there exist k paths. The possibility of selection of each 

path is defined as n
kw . That is, if n

kw  is set to 1, the kth path in nth XOR set is selected. 

Otherwise, it is set to 0 (not selected). Based on the definitions above, the additional 
constraints within XOR structure are as follows: 

xorn
i

ij k
j S

x w
∈

= , where ijx∀ = 0 or 1 and (k) ijx φ∈ ...................... (3) 

1
k

i
i

w = , where kw∀  = 0 or 1....................................(4) 

4.2   Nested XOR Structure 

In the case of  nested AND structure or XOR structure within XOR structure, the 
nested structure is performed depending on the resultant selection of nested paths. 
This can be theorized as follows: 

Theorem 1. If the AND structures are nested within the kth path ( n(k)) of XOR 
structure, the execution of tasks in the AND structure is performed depending on the 

resultant selection of  nested paths (
i

n
ij k

j S

x w
∈

= ). 

Theorem 2. If the n+1th XOR structure( 1nxorS + ) is nested within the kth path of nth 

XOR structure, the execution of n+1th XOR structure is performed depending on the 

resultant selection of kth path of nth XOR structure ( 1n n
i k

i

w w+ = ). 

If another XOR structure is nested within XOR structure, the execution of n+1th XOR 
structure is performed depending on the value ( )nw k  of by Theorem 2. Hence, the 
additional constraint imposed on the n+1th XOR structure is as follows:  

3
1n n

i k
i

w w+ = ......................................................(5) 

4.3   Quality-Driven Web Service Selection 

As mentioned above, Goal Programming is used for minimizing the QoS deviation. 
The deviation variable and its penalty are described as follows:  

iS + = Amount by which we numerically exceed the ith goal  

iS − = Amount by which we numerically under the ith goal 

lP  = The penalty for un-fulfillment of the ith goal 
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Optimal Web Service suppliers which are process-independent, are picked using 
the following equations under the consideration of QoS.  

Min 1 2 2 3 3 4 4 5 5S P S P S P S P S+ + − − −+ + + +  

Subject to 

1 1

i

ij ij
i j S

c x S S C− +

∈

+ − = ................................................................................ (6) 

2 2end startT T S S T− +− + − = .................................................................................. (7) 

4 4i
i

r S S R− ++ − =∏ ............................................................................................ (8) 

3 3i
i

av S S Av− ++ − =∏ ....................................................................................... (9) 

5 5

1

i

ij ij
i j S

re x S S Re
n

− +

∈
+ − = ........................................................................ (10) 

1
i

ij
j S

x
∈

= , ijx∀ = 0 or 1 ...................................................................................... (11) 

ij
i j

n x= ....................................................................................................... (12) 

1 1

1

,  where  (k) 
i

ij n n
j S k ij

x
w x φ− −

∈

=
∈

 ............................................................. (13) 

11

1

, where n n

n
i xor xorn

i i

w
w S S−−=

∈
................................................................. (14) 

ijx∀  and n
iw  = 0 or 1................. .......................................................................... (15) 

Equation (6) computes the execution cost by summing the total cost after selecting 
a service supplier from each task. The execution time in Sequential structure 
corresponds to the execution time of the task taken by the selected service supplier. 
This equation is modified as equation (7) by considering AND structure, computing 
the execution time elapsed along the Critical Path using PERT/CPM algorithm. 
Equation (8) and (9) computes the reliability and availability, multiplying reliability 
of particular service supplier performing task with availability. Equation (10) 
represents the reputation of Web Service, averaging the reputations of tasks. Equation 
(13) claims that only one service supplier should be selected for performing task and 
the result comes out depending on the resultant selection of the path that is the only 
path in XOR branching. Equation (14) claims that only one XOR structure should be 
selected and the result comes out depending on the resultant selection of the path 
which is nested in XOR structure.  
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5   Experimentation  

The experimental scenario is devised as shown in Figure 1. The purchasing process is 
executed using Web Services, and each process has 11 tasks.  

 

Fig. 1. Purchasing process for simulated scenario 

After receiving the orders form customer (t1), invoice is issued (t2), inventory is 
checked and the bill is prepared (t3). After all previous tasks are over, the customer is 
identified and the terms of payment are confirmed (t5). If the payment is to be 
processed by credit card, the customer’s identification is verified (t6) and the credit 
status is checked (t7), then the payment is approved (t8). If the payment is to be 
processed by bank account, the balance is checked (t9) and the payment is approved 
(t10). The product is delivered to customer after the payment is confirmed (t11). The 
customer, who are involved in this purchasing process, is assumed to make SLA 
(Service Level Agreement) shown in Table 1 with the service supplier of purchasing 
process. Two service suppliers exist in each task whose QoS are generated randomly. 
Table 2 shows the result derived by using LINGO 7.0 [7, 8].  

Table 1. SLA for QoS 

 
SLO 
(Service Level Objective) 

Penalty 

Execution Duration 60 s $5/s 

Execution Cost $ 800 $ over cost 

Reliability 95% $ 100 

Availability 95 % $ 50 

Reputation 8 $ 50 

The goal of this experimentation is to evaluate the plausibility of Goal 
Programming. Table 3 (b) shows the result after applying the LINDO7.0, saying that 
the execution cost and reputation do  not meet the QoS demanded by a customer. If 
the service suppliers are chosen as Table 3(a), the execution cost will be exceeded by 
$0.6 and the reputation is lowered by 0.1 after composition.   
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Table 2. QoS for Web Service suppliers QoS 

  duration cost reliability availability reputation  

X0101 6.3 91.5 0.993 0.9985 10 
Task 1 

X0102 9 75.4 0.9942 0.9948 6.1 

X0201 19.8 156 0.9945 0.9967 7.4 
Task 2 

X0202 17.5 195.2 0.9909 0.9973 6.1 

X0301 8.4 91.2 0.9973 0.9985 7.1 
Task 3 

X0302 8 94.4 0.9969 0.9924 9.1 

X0401 9 80.5 0.995 0.9948 7.9 
Task 4 

X0402 10.3 89.5 0.992 0.9987 6.5 

X0501 7.6 91.6 0.995 0.9928 8.2 
Task 5 

X0502 8.2 74.5 0.9976 0.9974 8.2 

X0601 8.7 82.5 0.9961 0.9939 9.7 
Task 6 

X0602 7.5 91.4 0.9947 0.9923 7.3 

X0701 7.4 83.4 0.9932 0.9919 8.8 
Task 7 

X0702 9.4 73.4 0.9999 0.9929 8.6 

X0801 7 81.2 0.9948 0.9917 8.9 
Task 8 

X0802 6.5 70.4 0.9917 0.9918 7.3 

X0901 14.7 149.1 0.9984 0.9915 7.1 
Task 9 

X0902 10.2 133.8 0.9971 0.9985 9.6 

X1001 12.8 121.5 0.9904 0.9909 9.5 
Task 10 

X1002 12.8 104.4 0.9912 0.9994 7.2 

X1101 6.8 93.5 0.9994 0.9978 6.8 
Task 11 

X1102 9.3 90.4 0.9919 0.9927 6.7 

Table 3. The result with LINGO 

Task 1 2nd S·P 

Task 2 1st S·P 
Task 3 2nd S·P 
Task 4 1st S·P 
Task 5 2nd S·P 
Task 6 1st S·P 
Task 7 2nd S·P 

 
Customer’s 
Requirement 

Result 

Task 8 2nd S·P Duration 60s 59.7s 
Task 9  Cost $ 800 $ 800.6 
Task 10  Reliability 95% 96.88% 
Task 11 2nd S·P Availability 95 % 95.35% 
Task 12  Reputation 8 7.9 

(a)  Service Provider 

 

(b) Results of LINGO 
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 6   Conclusion and Future Work  

Web Service can currently be recognized as a new alternative to overcome the 
conventional Internet business solutions. However, due to the increasing number of 
Web Service applications and the service suppliers, customers are confronted with the 
problem of selecting the most suitable web-service. In this paper, when selecting Web 
Service suppliers, Goal Programming can be used to guarantee the QoS of Web 
Service process. The proposed approach has several advantages compared with the 
other researches. First, the optimal Web Service suppliers can be selected with all 
QoS evaluation criteria which are quantitatively defined. Secondly, the parallel 
structures are also considered, claiming that the proposed approach can be applied 
more generally. Thirdly, this method can be applied at other domains like SCM or IT 
outsourcing when searching the partners and their QoS requirement. However, the 
dependencies between tasks are ignored in this paper. Also the QoS suggested by 
service suppliers are assumed to be always reliable. We will explore these issues more 
deeply by considering the real situation and the dynamic binding for Web Service 
selection in future work. 
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Abstract. This paper suggests a healthcare home service system based on the 
Distributed Object Group Framework (DOGF) for ubiquitous healthcare in home 
environment. This system consists of 3 layers. The lower layer includes the 
physical sensors and devices for healthcare, as a physical layer. The middle layer 
is the DOGF layer. This framework supports the object grouping service and the 
real-time service to execute the healthcare application. Here, object group means 
the unit of logical grouped objects or healthcare sensors/devices for a healthcare 
service. We define these grouped objects as an application group, also 
sensors/devices as a sensor group. And this layer includes interfaces between 
application group at the upper layer and sensor group at the physical layer. The 
upper layer implements healthcare applications based on lower layers. With 
healthcare applications, we implemented the location tracking service, the health 
information service, and the titrating environment service. Our system can provide 
healthcare application services using the healthcare information from the physical 
healthcare sensors/devices, and also can be monitored and controlled the 
execution results of these services via remote desktops or PDAs. 

1   Introduction 

Modern computing environment has been changed into ubiquitous computing 
environment that shares information and services between the information systems 
and related devices/sensors. This computing paradigm influences to the whole human 
life style. There, in healthcare field, are many researches providing healthcare services 
by connecting the healthcare devices/sensors with home network [1]. Now we define 
this service, as the healthcare home service. The healthcare home service based on 
ubiquitous environment extends the existing healthcare services provided in medical 
institutions to the individual and the home [2, 3]. But, most of these systems have 
been constructed by using the dedicated system and application solutions to operate in 
the dependent environment like hospitals. That is, they cannot provide the integrating 
environment that can implement the new application services through the 
reusability/reconfiguration of the existing system’s components or applications. 
Especially, the research for integrating the various sensors and applications to support 
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total healthcare services are insufficient. 
Hence, this paper, by adding and extending the functions of healthcare services to the 

Distributed Object Group Framework (DOGF) we developed [4, 5], suggests new 
system supporting the integration of sensors and applications providing healthcare 
service. Our system defines physical devices/sensors and applications supporting a 
healthcare service as a logical group. Also, for satisfying real-time constraints like 
emergency, we use the Time-triggered Message-triggered Object (TMO) scheme [6, 7] 
supporting real-time environment for implementing objects for healthcare services. 
Finally, by showing the example of the healthcare home service application in the 
system proposed, we verify that our system can provide various healthcare home 
services in ubiquitous home environment. 

Section 2 presents the trends of healthcare service and the DOGF. Section 3 explains 
the structure and the supporting services of our healthcare home service system. In 
Section 4, we verify the execuability of the system via example of healthcare home 
services. And Section 5 discusses conclusions and future works. 

2   Related Works 

2.1   Technical Trends of Healthcare Home Service 

The healthcare service in home extends the medical space to not only human’s daily 
activity but also the life space including economy and culture activities. Therefore, 
the existing healthcare services, by integrating with other activities in life space, 
create new ubiquitous healthcare service that can overcome the limit of medical space 
[8, 9]. The researches for the healthcare home service with integrating infrastructure 
like home automation and home/sensor network have been studied in America, 
Europe, and Japan. The representative researches of healthcare home service are the 
Smart Medical Home suggested by Center of Future Health at University of 
Rochester and the eHill House by Matsushita in Japan. Figure 1 is showing the Smart 
Medical Home. The goal of this system is development of complete personal health 
system in home. 

Fig. 1. Smart Medical Home 
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But, these systems depend on the sensing devices, the communicating and 
processing modules, and other hardware. Due to above problems, the systems are 
difficult to add new healthcare sensor and application, and provide integrating 
environment. For overcoming the system dependent service environment, this paper 
proposes the healthcare home service system based on the DOGF that can reuse and 
reconfigure the healthcare sensors/devices and the healthcare applications in home.

2.2   Distributed Object Group Framework 

We extend the DOGF that we suggested [4,5] to develop the new healthcare home 
service that can provide dynamic binding service between them and grouping service 
the various sensors and the applications related with healthcare home service. This 
framework supports a logical single view system environment by grouping them. Our 
framework also provides the distributed transparency for complicated interfaces 
among distributed objects existing in physical distributed system, locates between 
Commercial-Off-The-Shelf (COTS) middleware layer and distributed application 
layer. It is main functional components that consist of object group management 
supporting component and real-time service supporting component. For supporting 
the group management service, our framework includes the Group Manager (GM) 
object, the Security object, the Information Repository object, and the Dynamic 
Binder object with server objects. For real-time service, the Real-Time Manager 
(RTM) objects and Scheduler objects exist in the framework. Figure 2 is showing the 
structure of the DOGF.  

This paper considers the TMOs configuring healthcare application as an appli-
cation service group by extending the DOGF, and proposes the healthcare home 
service system that can monitor health status for residents and control home 
environment to provide residents with the appropriate life environment.
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3   Healthcare Home Service System 

In this Section, we develop the healthcare home service system that supports the 
resident’s healthcare in their home by extending the DOGF. This system supports the 
grouping of distributed applications, devices, and sensors for healthcare service by 
interacting between the components of the DOGF.  

3.1   Structure of Healthcare Home Service System 

Our system classifies the existing healthcare services in home into the location tracking 
service, the health information management service, and the titrating environment 
service. These services support the healthcare home service by reconfiguring or 
grouping them as application groups. The DOGF on the middle layer supports the 
execution of application of appropriate healthcare home service on the upper layer by 
using the input information obtained from the individual or grouped physical devices on 
the lower layer. That is, according to the services or status of the home network for 
healthcare, our system could reconfigure new healthcare services dynamically by 
integrating physical healthcare devices/sensors on the lower layer and healthcare 
application on the upper layer, horizontally or vertically. Figure 3 is showing the 
structure of the healthcare home service system based on the DOGF. 
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For satisfying the requirements of the healthcare home service from the structure of 
the DOGF, we redefine the interactions among the distributed service objects, the 
various physical devices, and the group management components. We don’t consider 
the real-time supporting components in the DOGF due to using the TMO scheme 
supporting real-time property itself and the TMOSM, distributed real-time 
middleware. When the new healthcare home service application is required, our 
system could add or delete the physical devices, the application service groups, and 
distributed objects as shown in Figure 3. Table 1 is showing the distributed services 
provided by the components in existing DOGF, and the supporting services of 
healthcare home service system extending the framework.

Table 1. Supporting Services of Hralthcare Home Service System

Component of the 
DOGF 

Supporting services 
of the DOGF 

Supporting services of the healthcare home service 
system 

-GM object 
-Information 
Repository object 

-Object group 
supporting service 

-Grouping service of the healthcare supporting 
devices/sensors 
-Object grouping service of the healthcare supporting 
distributed objects 

-GM object 
-Security object 

-Access right control 
service 

-Access right control service based on properties of 
healthcare data, devices, sensors, and application 
groups. 

-GM object 
-Dynamic Binder 
object 

-Dynamic object 
selection and binding 
service 

-Dynamic binding service for duplicated healthcare 
resources 

3.2   Supporting Services of the Healthcare Home Service System 

The healthcare home service system provides the location tracking service, the health 
information service, and the titrating environment service through logical grouping of 
physical devices, sensors, and distributed applications for supporting home healthcare 
as showing in Figure 4. 

Fig. 4. Executing Environment between Sensor Groups and Service Groups for Healthcare 

Location Tracking Service. The location tracking service concerned in our paper gives 
the location information of the moving resident obtained from many sensor nodes with 
the functionalities of sensing, information processing, and communication. We use the 
Cricket sensor node developed in MIT [10]. For providing the location tracking service, 
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the DOGF logically define the location tracking service group by grouping the locating 
sensor and the TMO application objects. With the location tracking service, we could 
not only observe the moving resident in the home area periodically, but also have the 
real-time monitoring about the time length of staying in an individual space, the moving 
distance per hour, the current position of the resident, and so on. 

Health Information Service. The health information service could be executed through 
the grouping of the health information service group on the upper layer, the health 
information sensor group and the location tracking sensor group on the physical. For 
example, we define the healthcare information sensors that are temperature, 
electrocardiogram, blood pressure, and glycosuria sensors and then collect the location 
information of resident via the location tracking sensor group mentioned above. The 
DOGF is responsible to integrate above groups. Our system provides the management 
service of healthcare information and emergent status based on health information 
service group, location tracking sensor group, and health information sensor group. 

Titrating Environment Service. The titrating environment service is executed by 
grouping the titrating environment supporting service group on the upper layer and 
the physical devices such as the home environment information sensor/device group 
and the location tracking sensor group on the physical layer. In this service, we use 
information appliances, indoor temperature sensor, illumination sensor, and humidity 
sensor as physical devices, and define TMOs for application service groups. The 
service provides not only the real-time control service that can control the activity 
property of information appliances by changing strong/medium/weak power, but also 
the adapting environment controlling service for matching into client’s request. These 
can maintain the appropriate indoor temperature, illumination, and humidity through 
the real-time monitoring and controlling of individual home appliances. 

4   Implementation of Healthcare Home Service System 

This Section describes the definition of the executing objects that are each service 
group’s components of distributed application implemented in our suggested healthcare 
home service system. Also, for providing healthcare home services, we implement the 
sensor group on the lower layer and the executing object group on the application layer, 
and then show the remote monitoring results in integration environment. For 
implementing the system, we use the TMO scheme and the TMOSM developed by 
DREAM Lab. at University of California at Irvine [6, 7]. The TMO has the Service 
Method (SvM) triggered by client’s request and the Spontaneous Method (SpM) that 
can be spontaneously triggered by the defined time in an object by extending the 
execution characteristics of existing object. This object interacts with others by remote 
calling. In our system, the objects configuring healthcare home service are implemented 
by TMO scheme. 

4.1   Definition of Service Components 

The components of the healthcare home service system are defined by the TMO scheme. 
First, for the location tracking service, the Person TMO is mapping to moving object, 
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called resident, in simulation environment, and sensed by physical sensor (Cricket). The 
Sensor TMO senses the moving resident by the periodic time description, stores the 
location information of Person TMO into information repository, ODS. When detecting 
the moving object, Sensor TMO transfers the location information to the Location 
Tracking TMO. And then, the information transfers to the Monitor TMO. We check the 
visiting counts and the current location by using this information. Monitor TMO reflects 
the related service and location information of resident into the 2 dimensional simulation 
spaces. When Person TMO doesn’t move for the specified period, Emergency TMO 
sends an urgent request to the particular hospital after notifying the 1-step emergency to 
the corresponding home. The Tonometer TMO periodically sends the blood pressure 
information of the resident to the Location Tracking TMO. And the Glycosuria TMO 
transfers the glycosuria result obtained from the glycosuria sensor installed in lavatory to 
the Location Tracking TMO. The Location Tracking TMO provides the health 
information to the Monitor TMO. The Home Server TMO, component for the titrating 
environment service, monitors the action of all information appliances by receiving the 
information from corresponding appliance’s TMO. The Air conditioner TMO, the Heater 
TMO, and the Fan TMO control the indoor temperature. The Light TMO controls the 
illumination in home. The Camera TMO observes a thief at nighttime. The Window 
TMO changes the indoor air condition periodically. Also, the Humidity TMO notifies the 
indoor humidity information to the Home Server TMO. Figure 5 describes the interaction 
with the components for healthcare home service in our system. 

Fig. 5. Interaction of Applications, TMOs, supporting the Healthcare Home Service  

4.2   Execution Conditions of TMO for Each Healthcare Service 

Table 2 defines the execution conditions of TMOs configuring the healthcare home 
service applications. Now, ON and OFF mean the start and the stop time which sense 
 



 Healthcare Home Service System Based on Distributed Object Group Framework 805 

Table 2. Execution Conditions of TMOs supporting the Healthcare Home Service 

Supporting service Executing TMOs Execution conditions 

Sensor TMO 

Person TMO 
Location Information 
Service (Location 
Information) Location Tracking TMO

Location tracking and seeking  
of Home resident 

Tonometer TMO ON
Blood pressure is over 150/95 
Blood pressure is under100/70  

Glycosuria TMO ON Under 70mg/dl or Over 130mg/dl 

Health Information 
Service (Blood 
pressure, glycosuria, 
and time) Emergency TMO ON

When doesn’t move for over 10 
minutes 

ON Temperature is over 27
Air Conditioner TMO 

OFF Temperature is under 23

ON Temperature is between 25  and 27
Fan TMO 

OFF
Temperature is under 20  or over 
27

ON Temperature is under 12
Heater TMO 

OFF Temperature is over 18

Light TMO ON Illumination is under 40lx

Camera TMO ON According to the setting time 

Titrating Environment 
Service (Temperature, 
illumination, and 
humidity) 

Window TMO ON For 5 minutes per 30minutes  

the execution situation of each TMO according to the execution conditions like resident 
location, blood pressure, home temperature, illumination, and time. The execution 
conditions define at the Autonomous Activation Condition (AAC) in TMO’s SpM, and 
the TMO acts by referring the AAC. If the given execution conditions are satisfied, each 
TMO can execute spontaneously and collect the execution condition’s value, which are 
the moving distance, blood pressure, glycosuria, temperature, illumination, humidity, 
and time, from the physical sensors. 

4.3   Execution Results of Healthcare Home Service System 

We designed the healthcare home service system by grouping the physical sensors 
and the TMOs providing healthcare service through the components supporting the 
group management service in the DOGF. To satisfy the real-time requirements of 
healthcare services, we implemented each service object based on TMO scheme. This 
system provides the healthcare home service based on the DOGF to integrate services 
into logical groups. Figure 6 shows the physical environment and the execution 
results of the healthcare home service system. The components for the location 
tracking service group and the health information service group are installed on one 
system (system name is Red in Fig. 6). And, the component for the titrating 
environment service is installed on the other system (called Blue). The GUI system 
monitoring and controlling the healthcare home service is located on the desktop 
system (called Green) and PDA called White. From the GUI in Figure 6, we could see 
the execution results of 3 healthcare supporting services mentioned in Section 3. The 
monitoring and controlling information are collected real-time while executing 
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the healthcare home service. And, we construct the healthcare database to analyze 
statistics easily by using the information. 

Figure 7 describes a Healthcare Home Model reflecting real world. This model 
interacts with the executing environment shown in Figure 6. From the model, we 
verify the executbility of the healthcare home service system we developed. 

Fig. 6. Physical Environments and Execution Results of Healthcare Home Service System 

Fig. 7. Healthcare Home Model supporting Healthcare Services 

5   Conclusions and Future Works 

In this paper, we suggested the Healthcare Home Service System based on the 
Distributed Object Group Framework (DOGF) for supporting the ubiquitous 
healthcare services on home network. This system consists of 3 layers. The lower 
layer includes the physical sensors and devices for healthcare, as a physical layer. The 
middle layer is the DOGF layer. And the upper layer implements healthcare 
applications based on lower layers. We also implemented the location tracking 
service, the health information service, and the titrating environment service. At this 
time, our system could support the functional grouping of each application for the 
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healthcare home service and the dynamic binding among these groups by using the 
DOGF. That is, we defined physical sensors/devices and distributed objects 
supporting healthcare as the logical single sensor group and the distributed application 
service group, respectively. And, by defining the interfaces between the sensor group 
and the application service group, we could develop the additional healthcare services 
by creating new service group through the interactions of the TMOs which are the 
implementing objects executing each service. 

In the future, we will develop the mobile agent or proxy for the location based 
application services in the DOGF layer. Then we are to apply the various healthcare 
services to this system, and verify the executability of our system by comparing and 
analyzing with the existing systems. 
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Abstract. Due to the needs of the Internet applications, variety of distance 
education methods on Internet are provided. As the result, various multimedia 
contents for education have been developing. One problem of the distance 
education on the is to lead the students to concentrate to learning for improving 
good attitude. But it is quite difficult to evaluate the students' behaviors and 
participating sincerity on the distance lectures. In this paper, we propose an 
evaluation method of the learning attitude and a practical system in a Web-
flash based distance education environment. In the proposed system, students 
of distance education are evaluated by tracking their behaviors, and thus their 
sincerity can be estimated as well. 

1   Introduction 

With the development of multimedia applications as well as the wide use of the 
Internet, the distance education is rapidly spreading and being applied to various 
fields of study. Currently, many institutes and universities have incorporated with 
distance education systems, and the systems are at a stage of continuous development.  
    The distance education on the Internet, a consumer-oriented education, give the 
easier access to the various multimedia than the traditional education  In the distance 
education, the most important element is of course the contents of the education[1].  
The lecture contents may be created using web pages, multimedia creation tools, real 
media or animations[2], [3], [4]. Another important issue is how to delivery the 
contents to students effectively. In order to increase the effectiveness of the lectures, 
realtime discussions or level-based courseware are used. To increase studying 
performance, students have to concentrate for using the contents, but the only method 
of evaluating the students is through test scores or report evaluations. There is no way 
of valuating the fulfillment degree of the lecture content and the degree of 
participation in class [5], [6], [7], [8].  

In this paper, we propose a student attitude evaluation system in an Web-flash 
based distance education contents. Through this system, the students' behaviors can be 
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tracked and accordingly provided with proper feedback and guidance which may be 
able to stimulate the students' study motivations. This system can be useful when 
study attitude evaluating results are considered as a proper factor for grading students 
in many educational institutes. 

2   Related Works 

2.1   Mastery Learning 

The mastery learning theory[9] is an educational theory that criticizes the intelligence 
theory[10] and states that the students, by investing adequate amount of time, will be 
able to understand 90% of the materials covered in a well organized class. Therefore, 
the learning process may be different for each individual student. In the mastery 
learning theory, the student can move on to the next study unit only if the student 
passes the test given at the end of each unit. The mastery learning theory enables the 
students to understand better the lessons learned before moving on to the next study 
unit, and the teachers to assess better the students’ learning process. 

2.2   A Cell and a Handover Area Model 

An Web-flash based lecture contents is a method that uses animation, in which the 
instructor creates the lecture specifications using the lecture creation tools. With the 
newly created lecture specifications, the instructor manually adds various effects that 
might aid the students' understanding of the lecture material, and completes the 
creation of other effects. In comparison to other creation tools or distance lecture 
contents, the Web-flash based contents provide the following advantages. Because the 
Web-flash based contents are also based on HTML(Hypertext Makeup Language), 
internet traffic can be reduced and students can take the lectures on any computer 
only with a web browser. Also, the contents can be made to be dynamic, which makes 
students are less bored when taking the lecture. Another advantage of the Web-flash 
based contents is that these contents can be easily modified or updated. A drawback 
 

 

Fig. 1. Web-flash based the distance lecture example 
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of the Web-flash based might be the fact that the instructor must go through two 
stages of preparation when creating the lectures. The following fig. 1 is an example of 
the Web-flash based the distance lecture that is currently being offered at Yeungnam 
University [11]. 

3   Tracking System Design  

In order to evaluate the students' sincerity, the instructor must attain various information 
concerning the behavior of the learner, and can evaluate the students' behavior status 
based on this information an evaluation. In this paper, an instructor should consider the 
follows for proper evaluation : how much time they study the content, how much they 
understand the content, how much they fulfill their learning schedules, and whether they 
do steadily and diligently. All studying behavior of the students are recorded through 
the tracking system and these information are stored in a DB server through a web 
server. The following fig. 2 shows the concept of tracking system. 

Fig. 2. Concept of tracking system 

    This student attitude tracking system has been implemented in two different 
methods. The internal tracking data is used in student evaluations and the external 
tracking data is used to analyze student patterns for the future.  

3.1   Internal Tracking 

Internal tracking is a method that uses Flash Action Script in which the different 
actions and corresponding variable values are inserted into the buttons on each slide 
of the lecture. When an action occurs on a corresponding button, the student id, action 
type and time, frame information and the slide number are transmitted to the web 
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server. With the transmitted information, the instructor is able to understand better the 
current learning process of the student. Fig. 3 shows the structure of the internal 
tracking. 

 

Fig. 3. Internal tracking structure 

3.2   External Tracking 

Instead of the Flash Player on an web browser, the external tracking uses Flash 
tracker, a Flash Tracker that is created with Visual Basic's Active X component, to  
 

 

Fig. 4. Flash tracker structure 
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display the lecture contents and to track learning information. While the student is 
taking the lecture, the content frame information are continuously recorded and this 
information is temporarily stored onto the computer memory before being transmitted 
to a designated DB server when the lecture is over. The following fig. 4 shows the 
structure of the Flash tracker. 

The Flash tracker replaces the CLSID(Class ID) and the CODEBASE of the 
OBJECT tag within the existing html lecture file with the Flash tracker information. 

3.3   Learning Process 

The following fig. 5 is the flow chart showing the overall learning process. 

 

Fig. 5. The overall learning process for evaluation 

    A student logins and selects the contents in order to begin the study. The student's 
study activities start to be recorded through the tracking system at the same time the 
study begins, and this information is stored in a DB server. When the student finishes 
the lecture, then the data stored in the DB is analyzed, and if the analysis results 
satisfy sincerity and formative evaluation conditions, the lecture is completed, 
however if the conditions are not satisfied, the student has to retake the lecture.  

The following fig. 6 shows the tracking of a study unit. Each study unit represents 
a slide in the lecture and the data to evaluate the student sincerity is collected 
according to each slide. The data gathered is used to evaluate the student sincerity for 
each slide at the end of the study. 

3.4   Evaluation Algorithm 

The student evaluation is made based on the students' study behavior and the mastery 
learning theory. This evaluation therefore centers upon the students' sincerity in their 
studies. A student will be considered to have completed the study with good sincerity 
if the student information gathered from the internal tracking is showed as table 1. 
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Fig. 6. Tracking of a study unit 

Table 1. Sincere student data 

 Tracking data 

Study time Taken at least 90% of slide lectures 

Learning process At least 90% lecture process 

Attendance Taken at least 90% of the lectures without skipping 

Formative assessment Assessment score of 90 or greater 

    The study time is the actual time that the student has taken the lecture, that is, the time 
from the beginning of the lecture to the time the student went on to the next unit, or to 
the time that the student has completed the lecture. The equation (1) is the study time. 
    T1 : study time, Tp : process time, Tr : review time, Ts : stop time, Te : time after 
completion 

T1 = Tp - (Tr + Ts + Te).        (1) 

    The learning process status is the largest frame number among the frames that have 
been transmitted to the server since the beginning of the study to the end. The 
equation (2) is the learning process status. 
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F1 : learning process, F : frame number 

F1 = MAX {F | Frame Number}.   (2) 

    The attendance status shows whether the student has taken all the lectures. This is 
determined by the check points on certain frame position information in whose values 
are transmitted to the server where the number of check points are compared. The 
equation (3) is the attendance status. 

C1 : learning check points, Cc : collected check points, Cr : number of review check 
points 

C1 = Cc - Cr     (3) 

    Formative evaluation determines whether the student has adequately understood the 
lecture by comparing the acquired scores. In our case, the student must take at least 
90% of the lectures in order to understand the materials covered. Therefore, the 
student sincerity evaluation is made by using the study time rate, learning process rate, 
and attendance rate by the following equations. 

Ttl : required study time, Ftf : last frame number, Ctl : total number of check points 
 

                                                                                                                                     (4) 
 
                                                            
                                                         
                                                                   

                                                                                                           (6) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7. The evaluating algorithm for sincerity and formative evaluation 

For($i=0; $i <entire slide; $i++) {  
 If ($Rt[$i] >= 0.9){ 
    If ($Rf[$i] >= 0.9){ 
        If ($Rc[$i] >= 0.9){ 
    $master[$i]=1; 
   }else{ $master[$i]=0;  
 } } } 
 If($master[$i] == 1){ 
  $count = $count +1; 
 }else{ echo(“please study slide $i again”);  
} } 
if($count == total number of slides){ 
   if($ans_count >= number of problems*0.9) { 
  echo("you have sincerely completed the lecture."); 
 }else{ echo("you have not adequately understood the lecture."); 

} } 
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    We decide as an exemplary sincerity studying model when all the Rt, Rf, Rc have 
over 90%. The algorithm for evaluating the student achievement using student 
sincerity and formative evaluation is shown on fig. 7. 

4   Results of Implementation 

We implement a prototype system on a university class contents in order to test the 
tracking system. We take results from the student evaluation which have been 
determined using the internal tracking data. 

Fig. 8 shows a feedback slide in which the student did not study sincerely, and the 
sincerity percentage according to the each category is displayed as studying time rate: 
76%, learning process rate: 84%, attendance rate: 70%. By displaying the categories 
in which the student did not study sincerely, the student will attend to the lecture with 
better sincerity. 

 

Fig. 8. An insincere study case 

    Fig. 9 shows a student who has studied with sincerity but has not adequately 
understood the material covered. The message shows that the formative evaluation is 
70. Students who have studied with sincerity will move to the formative evaluation 
level. If the formative evaluation score is below a certain standard, the formative  
 

 

Fig. 9. Insufficient Formative Assessment Score 
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Fig. 10. Sincerity comparison 

evaluation results are shown to the student and the student must retake the lecture in 
order to sufficiently understand the material covered. 

The tracking method proposed in this paper has been applied to distance education 
at Yeungnam University and  student evaluations have been made twice. The 
following Fig. 10 shows the student sincerity in the case where the evaluation results 
from tracking the student's academic activities are feedbacked to the student and in 
the case where the evaluation results are not feedbacked. 

In the case where the results from the student sincerity evaluation are feedbacked 
to the student, the overall sincerity average increased by approximately 20%. 

5   Conclusions 

In this paper, a learning attitude evaluation system for learners based on Web-flash 
multimedia education contents is proposed and implemented in a distance education 
environment. The system is able to evaluate the learner’s learning achievement 
through analysis of the students learning process by tracking student’s attitude. It can 
decide not just diligence degree by the use of data that is derived from inside tracking 
of contents but also learning achievement. This system that tracks the learners’ 
behavior and evaluates their achievement after taking the lecture can give more detail 
feedbacks to each of the learners than ever before. In addition, using a decision of 
diligence degree it can stir them to participate in the lecture positively in the future. 
The analysis results can be applied for studying of learning patterns or the 
complementary works for upgrading contents afterwards. 
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Abstract. WiBro(Wireless Broadband) is an emerging technology for portable 
Internet to support high speed rate. The communication infrastructure is the 
cellular system and is designed to maintain communication connectivity of mobile 
terminal at speeds of up to 60 km/h. The WiBro provides handover to support 
seamless communication. When the signal strength, coming from neighbor BS, is 
stronger than the threshold, the handover procedure is initiated. But, it can’t be 
predicted whether the MS will really go out of the current cell or not. 

If the moving direction and speed of MSs are considered, it is possible to 
discriminate unnecessary efforts for handover connections. In this paper, we 
propose an efficient direction and speed based handover connection control 
schemes for increasing the utilization of channels and reduce a probability of 
new connection blocking rate. Some results of computer simulation are 
evaluated to show the effectiveness of the proposed method. 

1   Introduction 

The WiBro, a high-speed mobile wireless Internet service, is an emerging technology 
which is developed in South Korea[1,2]. The WiBro operates at the 2.3 GHz broadband 
and the communication infrastructure is a cellular system. It is based on IEEE 802.16e 
standard and is designed to maintain connectivity on mobile environment at speed of up 
to 60 km/h. The WiBro provides handover to support the mobility of end users. It 
guarantees the continuity of the wireless services when the mobile user moves across 
the cell boundaries. The WiBro provides the soft handover. An MS can communicate 
with a new base station(BS) before interrupting the communication with the current 
base station. Therefore, the soft handover provides seamless communication to the MS. 
Since the failure of a handover results in forced interruption of sessions, it derives a lot 
of data missing in high-speed communi- cations. Eliminating handover failure is very 
important. Some works are studied about handover issues[3-5].  

For a handover, several steps are processed. In the handover measurement phase, 
MSs measure the signal strength of their serving cell and the neighboring cell. The 
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measurement results are compared against the predefined thresholds and then it is 
decided whether to initiate the handover or not. 

The possibility of whether MS is really going to out of the current cell or not can 
be decided by speed, direction, the time of connection duration and movement pattern 
of the MS. In the conventional researches about the handover procedure, only some of 
these elements have been considered. Basically, the signal strength coming from 
neighbor BSs are stronger than the predefined thresholds, the handover procedure is 
initiated. But, it can’t be predicted whether the MS will really go out of the current 
cell or not. If the moving direction and speed of MSs are considered, it is possible to 
discriminate and ignore unnecessary channels for handover connections. Therefore, 
efficient direction and speed based handover connection control schemes are required 
to increase the utilization of channels and reduce useless efforts.  

A straightforward and simple method for obtaining handover area is another key 
element to simplify handover rate analysis. In the previous research, a. Kim[6] 
proposed a simple method for obtaining handover area by concentric circles on cellular 
systems. Many approaches have been proposed for handover rate analysis[7,8]. Cho 
and Kim obtained handover rate using the speed of MSs, the size of the cell and the 
density of connections[8]. These studies did not consider the direction of MSs. In this 
paper, we propose an easy method for obtaining the handover rate using the speed and 
direction of MSs and our method focus on the soft handover.  

The remainder of the paper is organized as follows. Section 2 presents the 
conventional handover rate using the size of the handover area. Section 3 proposes the 
handover rate using direction and speed-based MSs. Section 4 proposes numerical 
methods for obtaining the number of handover connections for both the conventional 
handover method and the proposed method and analysis of the results. The results from 
the simulation are presented in section 5. Concluding remarks are made in section 6.   

2   Conventional Handover Rate 

2.1   A Handover Process 

An MS requests a soft handover to a neighboring BS when the pilot strength that 
received from the neighboring BS exceeds the handover threshold. If the handover 
request is accepted by the neighboring BS, the MS holds two channels assigned by the 
current BS and the neighboring BS. In fig. 1, when an MS detects that pilot strength 
exceeds T_ADD, it sends a handover request message to the neighboring BS and then 
it acquires a new traffic channel from neighboring BS. When the pilot strength drops 
below T_DROP, the traffic channel assigned by the current BS is released and 
eventually the MS can communicate with the only one[10]. 

T_DROP 
T_ADD 

Pilot Strength

Handoff Drop Timer  

Fig. 1. Handover thresholds by pilot strength 
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2.2   A Cell and a Handover Area Model 

An omnidirectional BS transmitter has a circular coverage area, defined by the area at 
which the received BS signal power exceeds a certain threshold. If the areas are circle 
and and all are of the same size, they can be assumed the concept of hexagonal cell. In 
actual practice, the coverage area by a particular BS may be not circular shape 
because the propagation loss is affected by natural and manmade terrain. But, we 
assume the model as a cell as the hexagon, because the idealized hexagonal cellular 
geometry provides us a simple method for analysis of cellular networks. 

A cell boundary can be determined by the received BS signal power exceeding a 
certain threshold. In fig. 2, a cell is surrounded by six neighbors. We define two 
additional boundaries with the cell boundary to analyze the handover rate. The 
Hs(Handover Start) boundary is the point where the received pilot strength becomes 
over the T_ADD and the He(Handover End) boundary is the point where the received 
pilot strength becomes under the T_DROP. 

 

Fig. 2. Handover areas and cell boundaries 

The handover area in a cell is the area from the Hs boundary to the cell boundary in 
fig.2. The dark area serves as a part of handover area for analysis of soft handover rate.  

2.3   The Conventional Handover Rate by the Proposed Handover Area 
Calculation 

The conventional handover channel rate can be easily obtained by the ratio of the size 
of handover area to the size of cell area. To get the size of handover area, we obtain a 
subset of a cell which is modeled as a hexagon which is the set of triangles within a 
hexagon. 

The handover area in a cell is the area between the Hs boundary and the cell 
boundary. In fig.4, it is presented by the set of triangles within the area between the 
Hs boundary and the cell boundary. The size of the handover area can be obtained by 
multiplying the size of a triangle to the number of triangles within the handover area. 
The number of triangles for one side of handover area at the hexagon is 5 and the total 
number of triangles is 6×5=30. The side length of a triangle is a cell_radius/3 at fig. 4. 
 

 

Cell boundary 

He boundary 

Hs boundary 
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He boundary 

Cell boundary 

Hs boundary 

 

Fig. 3. An area modeled of a cell 

Hs boundary 

He boundary 

Cell boundary 

 R

Atriangle

Ah

Cell_radius  

Fig. 4. A handover area model 

As a general expression, when the side length of a triangle is R(cell_radius)/n, the 
number of triangles for one side of a handover area in a hexagon cell is 2n-1. 
Therefore, the total number of triangles in a handover area becomes 6× (2n-1).  

Therefore, the size of a handover area Ah(dark area in fig. 4) is obtained by 
multiplying the number of triangles of handover area and the size of a 
triangle(Atriangle). 
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In the basic model, we assume that a connection origination rate is uniformly 
distributed over the mobile service area.  

We denote that the conventional handover rate Rh is obtained by using the ratio of 
the handover area to the cell area.  
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The conventional handover rate Rh is presented by 
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3   Direction and Speed-Based Handover Rate 

An MS requests a soft handover to a neighboring BS whenever the received pilot 
strength from the neighboring BS exceeds the T_ADD. But, the MS which requests a 
soft handover may not go out from the current cell. It is generally decided by the 
direction and speed of MS. If the moving direction and speed of MSs are considered, 
it can be predicted whether the MS will really go out of the current cell or not. 

3.1   Direction and Speed Based Handover Rate 

When a connection reaches the Hs boundary, the MS requests a soft handover. At this 
point, a handover probability of whether the MS will really go out of the current cell or 
not can be obtained. The direction and speed based handover rate is obtained under the 
following assumptions. In fig.5, ‘D’ is the distance that MS can move within the 
remaining time from the Hs boundary and is calculated by the speed of MS and 
theremaining time. ‘v’ is the  speed of MS and t is remaining time which is the 
difference between the mean connection duration time and the elapsed time. The current 
BS can obtain the mean connection duration of the MS by averaging the connection 
duration time before.  

In fig. 5, MS m1 is originally occurred at inside of the Hs boundary and has zero 
probability to go beyond the He boundary, because it may not move more than the 
distance ‘D1’ during the remained connection time. An m2 can have some probability 
to go beyond the He boundary, if it moves within the angle θ. The probability of MS’s 
going out the He boundary is θ/180. We assume that all MSs are moving straightly for 
outbound. 

He boundary 

Cell boundary 

Hs boundary 

m2θ
m1D2

D1

 

Fig. 5. An example of outgoing 
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For an easy calculation of the handover probability, we consider only one side of a 
hexagonal cell as fig. 6. when MS passes through the Hs boundary, it detects that pilot 
strength (Ec/It) exceeds T_ADD and requests a soft handover to a neighboring BS. At 
the same time, the possibility of MS going out of the He boundary can be obtained 
from ‘θ’. It is presented by θ/180. 

He boundary 

Cell boundary 

θ

a2 a2’

D
Hs boundary 

D

 

Fig. 6. Remodeling of an outgoing MS 

To get the angle θ, we use the function of arc cos about a right triangle as fig. 7. 

b

a
D

He boundary 

Cell boundary 

Hs boundary 

θ’

 

Fig. 7. A right triangle model 

Where ‘a’ is the distance from the Hs boundary to the cell boundary and the ‘b’ is the 
distance between the cell boundary and the He boundary. 

Since the θ’ is 
D

ba +−1cos  in fig. 7, the outgoing handover probability at the Hs 
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Since
180

cos2 1 +−

D

ba

is the outgoing handover probability of MS at the Hs boundary, 

the mean outgoing handover probability can be obtained by averaging the values of the 
handover probabilities at each positions L0,L1,

… ,Ln which are on the route of the MS in 
fig. 8. As ‘t’(remaining time) of MS at every position L0,L1,

… ,Ln is decreasing, the 
distance ‘D’(v×t) is also decreasing. 
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Fig. 8. An outgoing MS at positions L1,L2,
… ,Ln 

The mean outgoing handover probability is presented by 
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For all the connections that occurred in the current cell in fig. 9, the mean outgoing 
handover rate can be obtained.  

He boundary 

Cell boundary 

Hs boundary 

M1
M2

M3

M4

 

Fig. 9. An outgoing connection 
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The conventional handover rate is the number of existing connections in the area 
between the Hs boundary and the cell boundary. Therefore, the mean outgoing 
handover rate based direction and speed can be obtained by multiplying the mean 
outgoing handover probability and the conventional handover rate Rh. 

The mean outgoing handover rate of a cell Ehr(D) is presented as 
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1 Kn
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Where ‘Di’ in (5) has a normal distribution with mean μ 

4    The Number of Handover Connections 

The number of conventional handover connections can be obtained by using the 
conventional handover probability Rh.  

The mean number of conventional handover connections is  

HNC  =  Rh × the number of mean connections (connections/cell/s).         (6 ) 

The mean number of outgoing handover connections based on direction and speed 
of MSs is 

HNDS  =  Ehr(D) × the number of mean connections (connections/cell/s).    (7) 

5   Experimental Results 

We do computer simulations to verify the accuracy of calculation method of handover 
rate using GPSS/H. The assumptions for simulation are that a cell radius indicated by 
R=1km and parameters of the system are the same in any cell. The simulations are 
carried out under the following assumptions:  

i) new connections are uniformly distributed in each cell area  
ii) connection arrival follows Poisson distribution with mean arrival rate of λ 
iii) a connection duration time has an exponential distribution with a mean of 

60 second.  

Table 1. The simulation result of conventional handover rate according to the change of a 
handover area 

n 1 2 3 4 5 6 7 8 9 10 
Rh 0.9999 0.7498 0.5519 0.4378 0.3587 0.303 0.2548 0.2323 0.21 0.189 

The result shows the conventional handover rate Rh tends to decrease as handover 
area decreases. n is divisor of cell_radus(1 km). 
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Table 2. The numerical analysis of conventional handover rate according to the change of a 
handover area 

n 1 2 3 4 5 6 7 8 9 10 
Rh 1 0.75 0.56 0.44 0.36 0.31 0.27 0.23 0.21 0.19 

Table 2 shows a numerical analysis using function(2). 

 

Fig. 10. A comparison of the simulation results and the numerical analysis of the conventional 
handover rate 

The fig. 10 shows the comparison of the simulation results and the numerical 
analysis of the conventional handover rate(Rh) according to the size of a handover 
area. It shows that the result of the numerical model is in good agreement with the 
above simulation results.  

Fig. 11. A comparison of the numerical analysis and the simulation results 

Fig. 11 shows a comparison of the simulation results and the numerical analysis of 
direction based handover rate.  
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We also have computer simulations to verify the accuracy of the proposed 
calculation method of direction based handover rate. It shows that the analytic model 
is in good agreement with the above simulation results. 

6   Conclusions 

We proposed a very simple and straightforward analytical handover model to estimate 
the soft handover rate based on direction and speed-based MSs. We model a cell as a 
hexagon which is the set of triangles and the handover area as the subset of triangles 
in the cell using the proposed calculation method. We can calculate the conventional 
handover rate using the handover area easily. We also propose the method of 
outgoing handover probability by using direction and speed-based MSs and the 
number of outgoing handover connections. Our analytic model is in good agreement 
with the computer simulation results. The proposed method for the handover rate may 
help to estimate the performance of a cell based mobile network system and can be 
easily applied to WiBro cellular networks. 
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Abstract. When we decide the software quality on the basis of the
software measurement, the transitive property which is a requirement
for an equivalence relation is not always satisfied. Therefore, we propose
a scheme for classifing the software quality that employs a tolerance
relation instead of an equivalence relation. Given the experimental data
set, the proposed scheme generates the tolerant classes for elements in the
experiment data set, and generates the tolerant ranges for classfing the
software quality by clustering the means of the tolerance classes. Through
the experiment, we showed that the proposed scheme could product very
useful and valid results. That is, it has no problems that we use as the
criteria for classifing the software quality the tolerant ranges generated
by the proposed scheme.

1 Introduction

Because the increase of the software cost of the total system cost, the interest in
the software complexity and in the quality measurement has been augumented,
and many measures have been proposed. The software measurement shows such
inportant informations as maintanibility, understading and complexity of the
software [1].

When we decide the software quality on the basis of the software measure-
ment, we do it as the followings.

1. Define such linguistic variables as “it is easy to maintain” or “it is not easy
to maintain”.

2. Decide the ranges of the measurement value corresponding to the linguistic
variables.

3. Decide that any software belongs to a specific liguistic variable according to
the measurement value.

When we decide that the structure of any program is more complex than is
necessary because the cyclomatic number of it is more than 20, we apply the
above process to our decision.

� This study was supported by research funds from Chosun University, 2004.
�� Corresponding author.
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Many researches [4, 7, 9, 11] suggest the various ranges for classifing the soft-
ware quality, but they are based on an equivalence relation. When we decide
the software quality based on the software measurement, the transitive property
which is a requirement for an equivalence relations is not always satisfied.

For example, we define two liguistic variables about LOC(Line Of Codes),
“complex” and “non-complex”, and choose the ranges corresponding to two ligu-
istic variables as “under 20” and “20 or more”, respectively. In this case, we must
decide that any program whose LOC is 19 is complex and the other program
whose LOC is 20 is non-complex. However, it is more reasonable to decide that
two programs have an similar degree of the complexity rather than the above
decision.

This problem can happen whenever we decide the software quality by using
an equivalence relation. This problem can be solved by using a tolerance relation
[2, 3, 10] instead of an equivalence relation. Therefore, in this paper, we propose
a scheme which generates the tolerant ranges for calssifing the software quality.
We shows that we can generate the tolerant ranges for classifing the software by
applying the tolerance relation to the representation of the similarity relation of
the data.

2 Tolerance Relation

If data x, y and z satisfy the equivalence relation, they must satisfy the following
properties.

1. The reflexive: xRx

2. The symmetric: xRy →y Rx

3. The transitive: xRy and yRz →x Rz

In case of classifing the data, the transitive property which is a requirement
for an equivalence relations is not always satisfied. Thus it is not reasonable to
represent the similarity of the data on the basis of an equivalence relation [2, 13].
For example, let x, y and z the elements of any data set. When x and y belong to
the same linguistic variable and y and z belong to the same linguistic variable,
x and z does not always belong to the same linguistic variable. This case always
occurs on the boundary area, on which two linguistic variable are adjacent.
Therefore, in case of classifing the data, we must represent the similarity relation
between the data by a tolerance relation, which satisfy only the reflexive and
the symmetric [3].

When we classify the software quality on the basis of the measurement value
by the software measures, the same problem happens as classifing the data. This
case also does not always satisfy the transitive. Therefore, the similarity relation
between the software must be represented by the tolerance relation.

Let U be the universal set of the data, τ be the tolerance relation about any
property, and T (x) be a set of the elements having the tolerance relation with x.
Then T (x) is defined as the following [3, 13].

T (x) = {y ∈ U | x τ y} (1)
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In general, a tolerance relation is represented by the similarity measure, which
shows an degree of the similarity between two elements [5]. The similarity mea-
sure can is variously defined according to the addressed issues, but its general
property is as following: Let the similarity measure between the property values
of two data objects be s(x, y). Then, when s(x, y) > α two data object x and
y is said to have the tolerance relation. α is decided according to the addressed
issues and is used to judge whether two data objects have the tolerance relation
or not[13]. The tolerance class τ(xi) of any element xi ∈ U is defined by using
the similarity measure as like eq. 2.

τ(xi) = {xj | s(xi, xj) > α, xi, xj ∈ U, j �= i, j = 1, 2, · · · , n} ∪ {xi} (2)

3 Scheme for Generating the Tolerant Ranges

We propose a scheme for generating the tolerant ranges for classifing the soft-
ware quality. Figure 1 shows our scheme. When the tolerent classes are given, it
generates k tolerant ranges from them.

In step 1, we obtains the tolerent classes by using the similarity measure.
The tolerent class for any data object x is the set of elements whose degree of
the similarity to x is more than α. The number of the tolerant classes generated
from n data objects is n.

In step 2, we calculates the means of the elements which belong to each
tolerant class.

In step 3, we cluster the means from step 2 as k groups and obtain the
tolerant ranges for classifying the software quality.

In step 3, we employ K-Means algorithm proposed by MacQueen. This al-
gorithm classifies the data objects into k clusters, calculates the center value
from the means of the data objects which is belonged to the cluster, calculates
an distance from the center values to each data object, and includes each data
objects into the cluster of the most near distance.

By the process of figure 1, we can get k ranges corresponding to k liguistic
variables which satisfy the tolerance relation. When we classify programs by us-
ing the measurement value by the software measure, we can decide what tolerant

Step 1: Get the tolerance calsses

Step 3: Get the range by clustering the means

Step 2: Get the means of the tolerance calsses

Datas

Fig. 1. The process for generating the tolerant ranges
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range they belongs to. That is, a program is classified into Gi(i = 1, 2, · · · , k),
which is a linguistic variable for classifing the software.

4 Experiment

We applied our scheme to the set of the LOC measurement values about the
modules written by C-language and generated the tolerant ranges for classifing
the software quality by LOC. The modules were obtained from the source code
of Linux kernal and Ansi-C runtime libray. The number of modules were 18404,
and the total lines of all modules were 533165.

In general, the similarity measure is defined by using such distance functions
as Hamming distance, Euclidian distance, etc.. However they cannot be applied
when classifing the program objects on the basis of the measurement values by
the software measures because they cannot reflct the phychological distance.

For example, when we calssify the programs by using LOC, any program
of 10 lines and the other program of 20 lines have the obvious phychological
difference, but any program of 100 lines and the other program of 110 lines does
not have as obvious phychological difference as the former.

Therefore, we define the similarity measure for LOC by using the fuzzy mem-
bership function. Let U be a universal set for LOC values of the programs and
xmax be the pre-determinated maximum value. The similarity measure between
xi ∈ U and xj ∈ U is defined as like eq. 3.

s(xi, xj) = μ(xi, xj) ∧ μ(xj , xi)
u(xi, xj) = 1

1+(xj−xi)2(xmax+1−xi)/Xmax
, j �= i, j = 1, 2, · · · , n (3)

When we assume xmax = 100, figure 2 shows an degree of the similarity
between a program of 10 lines and the others and between a program of 90 lines
and the others. In this figure, the range of the similar programs to a program
of 10 lines and the range of the similar programs to a program of 90 lines are
obviously different. Also, larger the value of LOC is, wider the range of the
similarity is.
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Fig. 2. An degree of the similarity between a program of 10 lines and the others and
between a program of 90 lines and the others



832 W.-K. Choi et al.

When the size of a population is more that 20000 and the confidence interval
is 95% and the tolerant error is within ±1%, the optimal sample size is 8213 [8].
Thus, we randomly retrieved 8213 modules from the experimental set consisted
of 18404 modules, and made them the experimental group TA, and made the
rest the experimental group TB. We generated the tolerant ranges for classifing
the software from TA, applied the generated ranges to TA and TB, and compare
the result from TA with the one from TB.

The maximum value of LOC of the experimental set was 100. When α was 0.1
and the number of the linguistic variables were “small program”, “medium pro-
gram” and “large program”, we could obtain the tolerant ranges corresponding
to each linguistic variable as like table 1 from TA.

Table 1. The obtained tolerant classification categories for LOC

Small program Medium program Large program
0 <= · · · <= 31 26 <= · · · <= 61 54 <= · · · <= 100

Table 2. The number of programs in TA and TB

Experimetal group Small program Medium program Large program
TA 5426 2863 1089
TB 6681 3413 1416

When the tolerant ranges of table 1 was applied to TA and TB, the number of
modules belonging to each linguistic variable in TA and TB were as like table 2.

For testing the goodness of the tolerant ranges of table 1, we compared the
characteristics of two experimental groups, TA and TB. That is, we compared the
characteristics of the data set belonged to same linguistic variables by table 1. For
comparing the characteristics, we tested that the classified data sets statistically
had the significant difference by inferring the difference of the population mean of
them.

When inferring the difference of the population mean, two assumptions are
needed. The first is the assumption of a nomal distribution, that is, the distri-
bution of the sample is approximately normal. The second is the assumption of
the homogeneity of variances, because we can’t previously know the poplation
variance in most cases.

Table 3 shows the descriptive statistics of TA and TB, which are generated
by SPSS. We can know that the distribution of the experimental groups is ap-
proximately normal on the basis of the central limit theorem and of the fact that
the skewness and the kurtosis are close to 0 in table 3.

Table 3. Descriptive statistics of TA and TB

Experimetal group Mean Std. Deviation Skewness Kurtosis
TA 29.1093 20.6437 1.269 1.092
TB 29.1127 20.8118 1.269 1.035
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Table 4. Test of Homogeneity of Variances

Categories Levene statistic df1 df2 Sinificance probalility(p)
Small program 2.248 1 12105 0.134
Medium program 4.507 1 6275 0.340
Large program 0.202 1 2503 0.653

Table 5. ANOVA Combined Between Groups

Categories Sum of Squares df Mean Square F Significance probability(p)
Small program 35.607 1 35.607 0.719 0.397
Medium program 166.389 1 166.389 1.666 0.197
Large program 202.570 1 202.570 1.217 0.270

Let σ2
A and σ2

A be the population variances of TA and TB, respectively. We
retrived Levene’s statistic in order to test the assumption of the homogeneity of
variances(H0 : σ2

A = σ2
A). Table 4 shows Levene’s statistic when the confidence

interval is 95%. In each case, we cannot reject H0 because Levene’s statistics are
enough large and p(=significance probability) > 0.05(=significance level) [12].

Let μ2
A and μ2

A be the population means of TA and TB, respectively. By
the result of table 4, we can know that the assumption of the homogeneity
of variances is satisfied. Therefore, under the assumption of the homogeneity of
variances, we performed the one-way ANOVA(ANalysis Of VAriance) in order to
test that the classified data sets statistically had the significant difference(H0 :
μ2

A = μ2
A). Table 4 shows ANOVA statistics when the confidence interval is

95%. In each case, we cannot reject H0 because p(=significance probability) >
0.05(=significance level) [12].

Therefore, we could conclude that the characteristics of two experimental
groups is not different when calssifying two experimental groups by table 1.
This shows that our scheme for generating the tolerant ranges can product very
useful and valid results only if the given assumptions can be satisfied and that
the ranges retrieved by it can be used as the criteria for calssifying the software
quality.

5 Conclusion

When we classify the software on the basis of the measurement values by the soft-
ware measures, the transitive property which is a requirement for an equivalence
relation is not always satisfied. Therefore, in this paper, we propose a scheme
for calssifying the software quality by the tolerance relation which satisfies the
reflexisive and the symmetric.

Our scheme obtains the tolerent classes by using the similarity measure, and
calculates the means of the elements which belong to each tolerant class, and
cluster the means as k groups, and obtains the tolerant ranges for classifying the
software quality.
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In experiment, we applied our scheme to LOC values of 18302 modules writ-
ten by C-language. We obtained the tolerant ranges from an experimental set,
applied the obtained ranges to two experimental groups, and compared their
characteristics. As result, we could conclude that their characteristics is not dif-
ferent, that is, the obtained ranges can be used as the criteria for calssifying the
software.
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Abstract. This paper defines agreement relation between use-cases of
UML and component request specifics by classifying and specifying non-
standardized shaped specifics of each procedure step in order to search
appropriate component that operates required role from user in the re-
quest analyzing step. Using the agreement relation defined in this pa-
per between request specifics and component specifics can automatically
search appropriate component by calling request specifics file without
user’s direct inquiry information. To improve trade off between Recall
and Precision has abstracted by using component glossary which has
a Lexical Chain addition. A plan has been presented that decrease de-
velopment term and cost and also maximizes reusability, the strength
of component system, by applying candidate component which was ex-
tracted at the beginning of system development.

1 Introduction

Established studies [1][2] had some problems lowered flexibility and efficiency be-
cause they search component which is corresponded with signature by extracting
class information attributes such as class names, class member functions, class
attributes after the steps of analysis and design. This paper has presented how to
search appropriate component which executes required roles from the user in the
step of component identification before in order to solve these problems. There-
fore, it is able to increase efficiency and cut down developing cost. The research
method to search component efficiently by extracting component identifiers are
as followed.

– To search component wanted in the step of requests analysis specifies use-
cases of UML and each procedure step by classifying like <object>,
<medium> <function>, <postInforamation>, <preIn-formation>, etc.

– It defines compliance relations of each to search component automatically.
It will be done by classifying use-case items of request specifics, procedure
items, component items of component specifics, and method items into multi
facets.

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 835–843, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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– It is presented as multi facets by presenting summarized specifics and de-
tailed specifics through syntax analysis and semantic analysis assembling
information by using functional and non-functional information, and aspect
of component.

– It divides component searching procedure into step1 and step2. And then it
defines 1st similarity to execute 1st search through summarized specifics of
component and 2nd similarity for 2nd search in order to improve precision by
using detailed specifics. When it searches, it uses component glossary that is
added lexical chain including relation information such as synonyms, parent
words, and child words.

Specifics about requests and components can manage data effectively with
providing structural shapes by standardizing in the shape of XML based on
natural languages. And it can search components automatically by reading re-
quest specifics files without user’s direct input. In this paper, in order to improve
trade off between Recall and Precision analyzed syntax and semantic. And it ab-
stracted these analyses by using component glossary which added lexical chain
with the notion of synonyms, parent words, and child words. It also presented
a method that could maximize reusability, an advantage of component system,
and reduce a term of development and cost.

2 Related Work

In this chapter, we would like to describe a method that measures similarity com-
ponent to established component specification method and standardized specific.

2.1 A Method of Component Specification

Component specification helps to identify solve these problems by defining what
component should provide and expect, and also provides a method that improves
reusability and makes an easy approach. Also, by defining component specifica-
tion, it could build an early architecture through these, established architectures
are considered.

C2 Architecture. C2 [3], a component developed from UCI, is a kind of mes-
sage based architectures which are for software system with flexibility and exten-
sion. It has an architecture like fig1. C2 styled component is divided into request
messages which call a method declared inside by receiving messages via top port
and bottom port, and notification messages which generates outgoing messages.
It is impossible to communicate directly between components in C2 styled com-
ponent. It interacts by exchanging messages between top port and bottom port
of component and between top port and bottom port of connect. ADL which
supports the technology of C2 styled architecture designed and specified and
ADN and IDN which have similar syntax form to JAVA.
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Fig. 1. C2 Architecture

Component Specification Method by Classifying Component Service
by Aspect. In order to inquiry component on the base of abstracted classified
features specified by classifying the service which component provides and re-
quires to by various component aspect. Component has aspect detail and aspect
detail property [4][5].

– Aspect detail.
To specify service information about User interface, Distribution, collab-

orative work, security, transaction processing, and persistency management.
– Aspect detail property.

To specify non-functional information such as User interface element,
transaction throughput, performance of distributed system, and restriction
particular.

Fig 2 shows aspect detail which is described in Distribution aspect the service
that Event Transport Component provides and requires. ‘−’is a service required
from component and ‘+’ is a service provided from component. Standardized
specification computes similarity between components by using predicate. In
[6], predicate expresses precondition, postcondition, performance and function
of component and helps user’s understanding of component. Elements of predi-
cate are CLASS, DATA MEMBER, and MEMBER FUNCTION. Attributes of
elements are as followed.

– CLASS (name[,inherited mode, inherited class name])
– DATA MEMBER (name, #data type, #access mode)
– MEMBER FUNCTION (name, #return type, #access mode

#void | [,parameter name, #data type] ):VIRTUAL( #0 | #1 )

Similarity formula is as followed by using predicate consisted as shown above.

s =
∑

eij√
n
√

m
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Fig. 2. Event Transport component aspect detail

eij = 1 if ai = bj eij = 0 if ai �= bj

for i = 1....n and j =1....m
ai : predicate of component A bj : predicate of component B

3 Component Identifier Generation and Request
Specification by Using Lexical Chain

In this paper, intermediate form of specification has been used to standardize
by abstracting summarized specification and detailed specification of component
in order to make developer easy to specify non-specification based on natural
language and to convert and integrate data. First, it classifies and divides com-
ponent specification into non-functional information, functional information and
assembly information. And abstracting component identifier from component
specification is to use for search.

3.1 Component Specification

Component specification items are largely described <generalInfo> which shows
non-functional information, <functionInfo> which shows functional information
and <assemblyInfo> which shows assembly information by using aspect.

3.2 Generation of Component Identifier

Lexical chain is a presentation of strata relations of synonyms, parent words
and child words by organizing into notions or meanings. Features of component
from meaning analysis are consisted of facets by specifying serial and combined
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Table 1. Component Specification Items

meaning information of each vocabulary. To do so, it selects basic vocabulary
used basically and uses lexical chain.

Component identifier constitutes gathering basic classes that are classified
facet unit in order to present component which it wants to classify. The architec-
ture of component identifier presented in this paper has classified non-functional
and functional information as summarized specification and detailed one, speci-
fied not only classifying code but also assembly information as aspect in order to
present lexical chain. And also it has presented component identifier as a form
of multi facets by using these classifying attributes.

– Component Classifier
<platform, size, programLanguage, componentName, ...,>

– Method Classifier
< methodName, methodFunc, methodFuncCode, methodObj, methodObj-
Code, methodMed, methodMedCode, ..., >

– Aspect Classifier
< userInterfaceRequire, userInterfaceProvide, distributionRequire, distribu-
tionProvide,collaborativeWorkRequire, ...., >
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Table 2. Requests Specification Items

3.3 Requests Specification for Inquiry Information Extraction

For accurate analysis among requests, we used a use-case diagram of UML and
then defined by classifying each item of diagram through the step of vocabulary
analysis like as it shown table 2.

4 Components Searching System and Similarity

4.1 Components Searching System

Fig3 shows the procedure of components searching based similarity of agreement
between requests specification and component specification.

4.2 Similarity

To improve trade off between recall and precision, we classified 1st search for
component summarized search and 2nd search for component method search.
The improved formula is as shown below in order to get similarity with soon-to-
be-generated candidate component.

Def 1 Q1 : 1st user query
qi : summarized specification attributes generated
through usecase modeling
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Fig. 3. Components Repository Construction and Searching Procedure

(usecasePlatform, usecaseSize, usecaseLanguage, use-casePrice, usecase-
Name, usecaseFunc, ...)
Q1 = ( q1, q2, q3......., ql)

Def 2 A : component
ai : component classifier
(platform, size, programLanguage, price, componentName, compoFunc,
compoObj, compoMed)
A = ( a1, a2, a3.........., al)

1st similarity)

P1 =
∑

ei

l

ei = 1 if ai = qj

ei = 0 if ai �= qj

for i = 1....l

In order to raise precision of component search, 2nd query should be executed
by using method classifier between usecase process attribute and component
identifier. The formula that gets a similarity between user’s query and extracted
candidate component is as followed.
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Def 3 Q2 : 2nd user query
qi :detailed specification attribute generated through usecase procedure
modeling
(processFunc, processObj, processMed, processPreIn-format..)
Q2 = (ql+1, ql+2, q l+3......., qm )

Def 4 B : extracted candidate component from the result of 1st query
bi : method classifier of extracted candidate from the result of 1st query
(methodFunc, methodObj, methodMed, methodPara, methodRe,
methodName, methodFunc, ...., )
B = ( bl+1, bl+2, bl+3.........., bn )

2nd similarity)

P2 =
∑

ei

l
[

∑
Sjk

(m − l)(n− l)
]

Sjk = 1 if bj = qk

Sjk = 0 if bj �= qk

for j = l+1...n, k = l+1...m

5 Conclusion

In this study, we have designed a system that manages data efficiently with
providing an architectural form and searches components automatically without
user’s direct input by reading request specification file. For doing so, it should
standardize appropriate request specification and component specification in or-
der to search the component that performs the role required by the user in the
procedure of request analysis which is just before component identifying proce-
dure into the form of XML based of natural language. Through the searching
system which is consisted of 1st and 2nd procedure, similarity will be defined.
And by using it, the most similar component candidates will be shown in order.
Also, to improve trade off between Precision and Recall, it makes limits-control
of query terms possible by using component glossary which added lexical chain of
synonyms, parent/child words through syntax and semantic analysis. This study
is only able to show the search result as a form of text. It makes understanding
of whole components low. Therefore, in the future, graphic view like component
diagram should be needed, and standard component glossary should be required
to improve the precision of search.
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Abstract.  The on going underlying work aims to provide a robust and straight 
forward basis to the UML for modeling and analysis. In the context of architec-
ture driven software development approaches, UML has become the most use-
ful specification language for the systems.  In this paper, we are concerned 
about the SAGU(Software Architecture Generation on UML) methodology to 
guide the reflexive development of architectures from the software require-
ments. In particular, we are detailing the first step of this methodology and the 
definition of the goals model whose constituents are the fundamental basis for 
the overall process defined in SAGU proving its suitability for obtaining trace-
able architectural models.   

1   Introduction 

In spite of the fact that the OMG [1,2] has adapted the UML for productivity and 
quality for systems, every new development new issues appear related to the customi-
zation of the software. They attempt to accomplish either environmental or the stake-
holders’ needs that are evolving over time. How to overcome deficiencies and limits 
exhibited by traditional development methodologies is a clear challenge that has been 
faced by several techniques. Aspect Oriented Software Development (AOSD) [3,4] is 
related to the first type of techniques providing advantages in expressiveness by the 
separation of concerns. It has many advantages related to software qualities. Both 
functional and non-functional needs, such as performance or compatibility, of the 
system’s behavior can be separately acquired and specified across the development 
lifecycle. 

Concerning the second category of techniques, existing approaches provide high-
level architectural descriptions that are well suited for runtime evolution. Architec-
tural reflection [5] is a clear example in this sense, offering facilities for dynamic 
reconfiguration, in terms of composition and/or connection, to existing systems with-
out modifying them. Several approaches [6] make use of a meta-level in such a way 
that software systems are aware of their architectural properties and are able to adapt 
themselves at runtime in a simple way. 

 In both cases, however, evolving stakeholder’s requirements give rise to the need 
of adaptability. It is inherent to every software development that expectations about 
the system are evolving over time. The Requirements Engineering process (RE) 
establishes the foundation on which the system-to-be should be implemented. 
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Therefore, it has to be able to identify and define this need of adaptability into its 
artifacts in such a way that they can be traced to low level abstraction artifacts. 

A methodology SAGU (Software Architecture Generation on UML) [5,6] illus-
trates a process to concurrently define requirements and architectural artifacts. In this 
paper, we are detailing the first step of this methodology, i.e., the definition of the 
goals model whose constituents are the fundamental basis for the overall process 
defined in SAGU. 

2   Related Works  

2.1   Component Architecture 

Component architecture is required to formula interactions among components and 
defines standardizations of common interface. So, it is necessary to layout guidelines 
for production, delivery, acquisition and assembly of componentsNow, various archi-
tectures are focusing on location of components and composition among them. 

We have suggested ABCD(Architecture Platform/Base Application Compo-
nent/Common Business Component/Domain Component) architecture as standard 
model for evolving CBD process[7]. It refers to existing distributed computing refer-
ence model such as Sanfrancisco and CORBA reference model and is layered by 
scope, abstraction and granularity for integrating of multi solutions. Layer A and B 
are responsible to API for middles and basic formats for distributed object services. 
So, layer B contains existing distributed objects such as CORBA, EJB. Layer C sup-
ports common functionalities across multi domains with divided into “Common part” 
and “Core part”. Also, it supplies assembling resources and includes customizable 
patterns for constructing a business framework. Layer D includes specific application 
components categorized by vertical sub-domain within special area. (Figure 1) repre-
sents overall structure of ABCD architecture.  

 

Fig. 1. ABCD Software Component Architecture 
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2.2   Current States in CBD 

CBD has become rapidly substantial interesting field in the business application. 
Specially, CBD is primarily used as a way to assist in controlling the complexity and 
risks of large-scale system development, providing an architecture-centric and reuse-
centric approach at the build and deployment phases of development. So now, many 
vendors and researchers have tried to establish the CBD maturity by involving fol-
lowed strategies: 1) efficient building of individual components, 2) efficient building 
development solutions in new domain, 3) efficient adapting the existing solutions to 
new problems and efficient evaluating of set of solutions. But, by the lack of stan-
dardization and clearness for CBD approach method, we can’t expect a practice bene-
fits in business solution. 

3   Software Architectures on UML  

3.1   SAGU Phases  

This methodology is concerned with the definition of software architectures from 
functional and non-functional requirements. With this aim, it provides the analyst with 
a guidance along the process from an initial set of requirements to an architectural 
instance. SAGU is a not a product oriented approach but a process oriented one. It 
does not describe a set of metrics to determine if the requirements, functional and 
non-functional, are implemented into the final software. On the contrary, requirements 
and architectural design decisions are defined concurrently in such a way that every 
decision is make to achieve a given requirement. 

SAGU iterates over a set of five steps (Figure 2) which are described next. 

Phase 1:  Goals Model (GM) Definition 
In this step, the set of goals to be accomplished by the software system are defined by 
means of both functional and non-functional requirements. An informal set of re-
quirements, stated in natural language, is the input to trigger the model definition. The 
elaboration of the Goals and Scenarios Models are two intertwined processes. The 
GM is operationalized at the next step by means of the Scenarios Model (SM). Fur-
thermore, the analysis information provide by the SM helps us to refine and identify 
new goals at the next iteration.  

Phase 2:  Scenarios Model (SM) Definition 
The analyst has to identify the set of scenarios which operationalize the established 
goals and compose them to form an iterating and branching model of the system’s 
behavior. Each scenario depicts the elements that interact to satisfy a specific goal and 
their level of responsibility in achieving a given task. These elements are shallow-
components, i.e., a rough description of the components that appear into the final 
software architecture.  

Use Cases and Message Sequence Charts are employed for the construction of the 
SM. Several alternative scenarios can operationalize the same goal, just like several 
alternative programs can implement the same specification. In order to offer the best 



 Software Architecture Generation on UML 847 

 

approach, they have to be analyzed caring about conflicts that may arise among the 
operationalized goals.  

Phase 3: Collaborations Definition 
The third step is aware of the collaborations among the identified shallow compo-
nents. The collaborations realize to UCs through collaboration diagrams.  

 

Fig. 2. Phase for Software Architecture Generation on UML 

Additionally, the connectors are defined according to the components interactions. 
These first class citizens are required to achieve a loose coupling between the components. 

Phase 4:  Formalization 
A semantic check and analysis of the models and the proto-architecture is required to 
identify eventual conflicts, e.g. different scenarios resulting in incompatible architectural 
configurations, and obtain the best alternative to avoid (or minimize) them.  A set of 
derivation rules are provided to generate a formal specification from scenarios, goal and 
collaborations, in order to assist and speed up the formalization process. This specifica-
tion is validated and then used for an automatic compilation process in the next step. 

Phase 5: Compilation 
Using the formal model and a set of generation patterns, the translation from the re-
quirements model to an instantiated. This architectural model is able to be compiled 
into a concrete target system preserving its compiled into a concrete target system 
preserving its reflexive properties. This step is assisted by the engineer in order to 
refine the architectural elements. As SAGU is intended to be iterative and incre-
mental, a feedback is provided from Step 5 to 1. In this way, all the models are up-to-
date all over the process. 

3.2   Generation Architecture Using Goal Model  

Architectural models are a bridge between requirements and the system-to-be provid-
ing us with a lower abstraction level. They are used as intermediate artifacts to 
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analyze whether the requirements are met or not. Therefore, this paradigm has two 
advantages that make it appropriate to systematically guide the selection among sev-
eral architectural design alternatives: 

- Its ability to specify and manage positive and negative interactions among goals 
allows the analyst to reason about design alternatives. 

- Its capability to trace low-level details back to high-level concerns is very ap-
propriate to bridge the gap between architectural models and requirements.  

These are the main reasons why the Goals Model has been introduced as an SAGU 
artifact to identify and describe the users’ needs and expectations, their relationships 
and how these can be met for the target system.  

3.3   Components for the Goals Model 

As was stated above the GM provides a number of abstractions in terms of which 
constraints on the software systems have to be defined. A key element employed in its 
construction is a goal.  

- Functional goals describe services that the system provides, i.e., the transforma-
tions the system performs on the inputs. 

- Non-functional goals refer to how the system will do these transformations, for 
instance, in term of performance, adaptation, security, etc. We are highlighting 
them because they are especially meaningful in terms of software quality. 

Additionally, other aspects have to be stated when a goal is defined. For instance, a 
set of preconditions and postconditions has to be identified, Preconditions establish 
which situations must hold before some operation is performed. Postconditions define 
the situations that have to be achieved after some operation. Their evaluations help us 
to determine the best design alternative among those that satisfy the postconditions 
for the established goals. 

Moreover, each goal has to be classified according to its priority, from very high to 
very low, for the system-to-be. This classification helps the analyst to focus on the 
important issues. These priorities can arise from several factors: organizational ones 
when they are critical to the success of the development, constraints on the develop-
ment resources. 

 

They must offer a set of solutions that allow the system to achieve the established 
goals. These solutions provide architectural design choices for the target system 
which meet the user’s needs and expectations. They are called operationalizations 

GOAL GoalName 
ID identifier 
TYPE [functional | Nonfunctional] 
DESCRIPTION ShortDescription 
PRIORITY [Very High | High | Normal | Low, Very Low] 
AUTHOR autherName  
PRE conditions 
POST conditions  
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because they describe the operation of the system, i.e., the system behaviour, to meet 
functional and non-functional requirements.  

 

3.4   Relationships: An Element in the Refinement Process 

There are two types of refinements that can be applied: intentional and operational. 
The former describes how a goal can be reduced into a set of subgoals via AND/OR 
relationships. The latter depicts how a set of solutions address a goal by means of 
AND POERATIONALIZE/OR OPERATIONALIZE relationship. Both, building 
blocks and relationships are structured as an acyclic goal graph, where the refinement 
is achieved along the structure, from the higher to the lover level, by applying inten-
tional and operational refinements as in figure 3. 

 

Fig. 3. Visual notation for Goals Relationships 

 

Fig. 4. Visual notation for Operationalize Relationships 

OPERATIONALIZATION Opname 
ID identifier 
DESCRIPTION ShortDescription 
AUTHOR authorName 
PRIORITY [Very High | High | Normal | Low, Very Low] 
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Every goal, which is too coarse-grained to be directly addressed by a solution, is 
refined in a set of subgoals which are a decomposition of the original one. Whenever 
a sub-goal is needed to achieve a goal, and AND relationship is established between 
them. On the contrary, if the sub-goal may optionally appear, then an OR relationship 
is established between them. 

4   Case Study  

Several Functional and Non-Functional Goals can be established from these sen-
tences. They provide us an oversimplified view of this kind of applications, but which 
will allow us to understand how GM is defined and its relationship with the concerns 
of the system-to-be. Specially, it will show how GM and SM are interleaved along the 
process. 

Iteration 1. The initial set of Requirements is presented as five nodes in Figure 5 
obtained from the previous sentences. The Performance requirement is due to high 
efficiency required from this kind of applications. Adaptation appears because of the 
self-configurability or auto-adaptability that is needed. Finally, Security is introduced 
to deal with information protection. 

 

Fig. 5. Original Quality Goal  Model 

 

Fig. 6. Iterated Goals Model (part of) 

Iteration 2. Several subgoals can be identified in order to satisfy the previous ones, as 
it is shown in Figure 6. For instance the Adaptation goal can be intentionally refined 
up to ContextAwareness and Interoperability.  

Iteration 3. – Step 1. Goals Model Definition. Some of the identified goals can be 
operationally refined. ContextAwareness and ContextAcquistion are AND OPERAT-
IONALIZE-related because the latter is a required solution for the former (Figure 7).  
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Fig. 7. Iterated Scenarios Model (part of) 

Iteration 3. – Step 2. Scenarios Model Definition. In order to operationalize the sub-
goal ContextAware, three actors can be identified: GridComputingNode, Cluster 
Manager and LoadBalancer. The first one has to gather context information and dis-
tribute it to the LoadBalancer and the ClusterManager in order to optimize the re-
sources. UC and the MSC, for this sub-goal are showed in Figure 8. 

Iteration 3. – Step 3. Collaborations Definition. Because MSCs are closely related to 
collaboration diagrams it is very easy to get the latter. The result for the ContextAware 
goal can be observed in Figure 9. 

 

 

Fig. 8. A view of collaboration 

 

Fig. 9. A preview of the Instantiated  

Iteration 3. – Step 4. Formalization. The defined models will be formalized in this 
step, but a detailed description is outside of the scope of this paper. 

Iteration 3. – Step 5. Compilation. According to the information provided by the pre-
vious models and the proto-architecture.  
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5   Conclusions and Future Work 

Summarizing, in this paper we show how to address the iterative development of  
requirements and architectures during the development of software systems. A method-
ology, SAGU, that guides the analyst, from an initial set of requirements to an instanti-
ated, architecture has been presented. It uses the strength provided by the coupling of 
scenarios and goals to systematically guide through the iterative process. Moreover, it 
allows the traceability among both artifacts to avoid lacks of consistency. 

Additionally, requirements and architectures can evolve iteratively and concur-
rently, in such a way that running-systems can dynamically adapt their composition 
and/or topology to meet their evolving requirements. 
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Abstract. We are to suggest the GUIs of Distributed Programming Developing 
Tool(DPD-Tool) based on the Distributed Object Group Framework (DOGF). 
The 3 GUIs we implemented are the user interfaces between the DOGF and 
distributed program developers. In this paper, we explain first of all the DOGF 
and distributed programming tool we developed before. And then, for convenient 
development of distributed applications, we design and implemented 3 GUI 
environments such as the object group administrator, server program developers, 
and client program developers, by interactions among 3 GUIs. Finally using 
above environments, we showed the procedures for developing distributed 
applications and the result of execution of a distributed application implemented 
as an example under 3 GUI environments supported by DPD-Tool. 

1   Introduction 

With the advent of high-speed networking distributed environments, the distributed 
systems have been using for sharing various distributed resources and for providing 
wide-area critical-mission services. For this reason, distributed system environments 
are required the complicated interactions for improving availability of distributed 
resources and for obtaining promptly response from the other systems[1,2]. For 
supporting above issues, we need to solve the complicated interactions through 
effective management of distributed resources, like object group management, and 
provide simple binding and real-time strategies for increasing the availability of 
resources located on distributed systems[3]. The solutions of these requirements have 
been researched on area of the distributed middleware and platform.  Especially, 
many researchers are interested in the group management of distributed objects for 
supporting a logical single view system environment and reducing interactions among 
them. For achieving and satisfying these interesting researches, we developed the 
Distributed Object Group Framework(DOGF) [4,5,6]. And after this, we also developed 
the Distributed Programming Developing Tool(DPD-Tool) based on DOGF. This Tool-
Kit can be supported not only any middleware and any programming language, and 
object group management but also functionalities of the DOGF. The researching area 
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in this paper, the GUI Environment of Distributed Programming Developing 
Tool(DPD-Tool), is shown in Figure 1.  

According to given figure above, we define functions and interactions among each 
component of the DOGF and the DPD-Tool. For supporting convenient user interfaces, 
while we are developing distributed applications by using the DPD-Tool. We designed 
and implemented the 3 GUI environments for the object group administrator, server 
program developers, or/and client program developers and interactions among 3 GUIs. 
Finally using above environments, we showed the procedures for developing 
distributed applications using 3 GUIs, and the result of its execution in distributed 
systems given. 

Human Factors Language Architecture
Research Area

User

UserUser
ModelModel

Distributed Programming 
Developing Tool

Interface

PresentationPresentation
ModelModel

Conceptual ModelConceptual Model

Distributed Object Group
Framework

Distributed 
Object

 

Fig. 1. The researching area in this paper 

2   Our Previous Works 

We have been studying the object-oriented technologies managing of the object group 
that can improve the executabilities of the distributed application by providing 
distributed transparency to clients. The DOGF is implemented between Communication 
& distributed middleware tier and distributed application tier. This framework supports 
2 kinds of service; object group management service and real-time service. In our 
previous paper [7, 10], we have ever verified the executability of the supporting services 
by applying the DOGF to the distributed defense system as an example of distributed 
applications. 

CORBA

DPD-Tool

C

TMOSM

DPD-Tool

C++

Java-ORB

DPD-Tool

Java

Distributed
Application

 

Fig. 2. Developing environments of distributed applications Using DPD-Tool 
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The DPD-Tool is supported by functionalities of the Distributed Object Group 
Framework(DOGF) via Application Program Interfaces(APIs) so that program 
developers can conveniently implement distributed applications. Figure 2 is showing 
the several programming environments of distributed applications using The DPD-
Tool. This tool provides the developing environment of distributed application 
independently from any kind of application programming language and distributed 
middleware. The components supporting the object group management and the 
distributed real-time service in our tool are implemented to packaging DLL 
(Dynamically Linked Library). 

The Group Manager object in the DOGF is responsible for wholly managing 
distributed objects including inside of an object group as the executing unit of 
distributed application, and is a unique object in an object group interfacing with 
client object. The distributed objects configuring an application take the group 
register/withdraw, the security check, the dynamic binding service and so forth via the 
functional interfaces implemented in the Group Manager object. 

#include "DOGST_DLL.h" 
class GroupManagerObject { 
//register an object to the object group. 
  char* enter_objectgroup(char *group_name, char 

*service_name, char *object_name, char 
*location_address); 

//withdraw an object from the object group. 
  char* withdraw_objectgroup(char *group_name, char 

*service_name, char *object_name); 
//modify an object’s info. registered in the object group. 
  char* modify_objectgroup(char *service_name, char 

*group_name, char *object_name, char 
*location_address); 

//insert access right of objects for client. 
  char* insert_access_right(char *client_name, char 

*group_name, char *service_name); 
//delete access right of client for objects. 
  char* delete_access right(char *client_name, char 

*group_name, char *service_name); 
//request the object’s reference for executing service. 
  char* request_object_infoToIRO(char *client_name, char 

*group_name, char *service_name); 
}; 

Fig. 3. Functional interfaces of the Group Manager object in DOGF 

Figure 3 shows the functional interfaces of the Group Manager object for manag-
ing group from this tool. The remaining components of the DOGF supporting in the 
DPD-Tool are implemented in the same way as the implementation of the Group 
Manager object. The detailed functions and the structure of components are referred 
to [4,5,6]. 

3   Development of GUIs of DPD-Tool 

The distributed applications can be conveniently developed via 3 GUIs implemented 
in the DTD-Tool. While programming by using this tool, server or client program 
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developers can develop the distributed application. For this, the DTD-Tool supports 3 
Graphical User Interface (GUI) environments. The GUI for the object group 
administrator manages the total developing environment of distributed application. 
The second GUI using by server program developers is responsible for the group 
register/withdraw and the access right of objects of server program. And, finally the 
third GUI using by server program developers supports the developing environment 
of the client program that requests distributed service. By using these GUIs, the 
distributed application developers can conveniently use the supporting functions 
provided from the DOGF. Server program developers make a server program on 
specialized server systems, and register these service objects to the DOGF via GUIs 
of our tool. Figure 4 is showing the GUIs and interactions among distributed 
application, DPD-Tool and DOGF for implementing distributed applications. 
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Fig. 4. GUIs and interactions among distributed application, DPD-Tool and DOGF 

4   Development of Distributed Application Using GUIs of DPD-Tool 

4.1   A Sample of Distributed Application  

This section suggests and develops a distributed application with 4 operations(add( ), 
subtract( ), multiple( ), divide( )) using 3 GUIs environments supported by DPD-Tool 
based in the DOGF. These applications used the Time-triggered Message-triggered 
Object(TMO) scheme and TMO Supporting Middlware(TMOSM) [8,9]. These operat-
ions executing in a distributed applications are implemented to the TMO objects on 2 
systems as follows; Add_TMO1, Add_TMO3, Subtract_TMO, and Multiple_TMO 
objects are located on System A, and Add_TMO2 and Divide_TMO objects are 
located on System B. Add_TMO1, Add_TMO2, and Add_TMO3 are replicated 
objects with the same service property, add( ), as we shown in Figure 5 that shows the 
sample of distributed application and its execution processes  on distributed systems.  

In the first step,  the client requests the reference of service object executing the 
add() service to the Group Manager object. Next,  the Group Manager object 
checks the access right of the object that provides the corresponding service for the 
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client request. And,  if possible to access them, the Group Manager object requests 
the object’s reference to the Information Repository object. The Information 
Repository object examines the replication status of objects. At this time, if the object 
exists non-replicated, the Information Repository object returns the object’s reference 
immediately.  If the objects are replicated objects(Add_TMO1, Add_TMO2, and 
Add_TMO3), the Information Repository object requests the selection of object’s 
reference for object binding to the Dynamic Binder object. After this,  the Group 
Manager object returns the object’s reference(Add_TMO2) selected to the client. 
Finally,  the client requests the service to the object by referring to the object 
reference received from the DPD-Tool, and receives the executing results.        

 

Fig. 5. Sample of distributed application and its execution processes 

According to the clients’ request, Binding algorithm must select an optimal object 
being on distributed systems with the minimum overhead from replicated objects. 
Before implementing of an application, these objects are managed by object group 
administrator, as a unit of group, Operator. Client program developers ought to take 
access right of these objects necessary to application from object group administrator 
or server program developer.  

4.2   Developing Procedures of Distributed Application 

In this section, we explain the developing procedure of a distributed application using 
GUIs environments supported by DPD-Tool. Firstly, the server program developers 
can implement server programs which given their systems using the server program 
developer GUI. After then, they register them into the Information Repository via the 
object group administrator GUI. Client program developer checks service objects with 
the access rights using client program developer GUI from the Information 
Repository stored service objects. In this time, when a client has not the access rights 
about the service object he/she needs, a client can request the access rights to the 
object group administrator newly. Finally, a client implements the client program 
using the permitted service objects in the DPD-Tool environment. In the next phase, 
when the program implemented by a client is executed using the service objects with 
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their references obtained via invoking and returning properties of the permitted 
service objects. The Figure 6 below shows the developing procedures of a distributed 
application under the 3 GUI environments in the DPD-Tool. 
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Fig. 6. Developing Procedures of Distributed Application Using GUIs 

4.2.1   GUI for the Object Group Administrator 

This GUI supports the object group management supporting the DOGF of distributed 
objects to help the execution of distributed application. Figure 7 shows the GUI for 
object group administrator. In , we define the Information Repository for Groups, 
Services, and the implemented objects and their locations for services. These Groups, 
Services and Objects insert to the Information Repository by server program developers, 
they withdraw from the Information Repository by the object group administrator using 
each private GUI, respectively. 

 

Fig. 7. GUI for object group administrator 

In details, And,  is showing that we register/withdraw the objects into the given 
Group Operator using the service name, also grant the access right of objects to 
clients.  In , we can use selectively binding algorithms for choosing one of the 
replicated objects on a group via supporting the DOGF. 

4.2.2   GUI for Server Program Developers 
The GUI for the server program developers is responsible for granting the access 
rights to clients and for implementing the components to execute distributed 
application, as service objects.  In Figure 8, the Object Groups(Operator) 
Service(add()), and Objects(add_TMO1, Add_TMO, these objects are the same 
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service property) are implemented by server program developers are showing  in .  
In , the server program developers register objects implemented by him/her-self 
into the Group by the service name, also set the access right to the arbitrary clients for 
the corresponding services. The configuration and status information about the Object 
Group are displayed in .  

 

Fig. 8. GUI for server program developer 

4.2.3   GUI for Client Program Developers 
In GUI for client program developer, it provides the distributed objects with the 
access right permitted to clients for developing distributed applications. By using  
in Figure 9, when client program developers want to use service object needed for 
developing a distributed application, they can request the access rights of services 
objects from server program developer or the object group administrator.   

 

Fig. 9. GUI for client program developer 

The button of “Execute Editor” calls an appropriate editor for writing client 
programs. The  part is showing that client program developers are requesting the 
Groups(Operator, Monitor) and Services(add(), subtract(0, divide()) for developing 
client programs to server program developers or the object group administrator with 
pushing button of “Request Access Right”. Finally, the  part is showing the Group 
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permitted from server program developers or the object group administrator. In the 
next phase, a client can write a distributed application using the permitted service 
objects in Group on the appropriate programming editor, as we shown in Figure 7. 

4.3   Development of Server Program Using GUIs of DPD-Tool  

Each server program developer implements the service object based on TMO scheme 
providing the corresponding service on the server system using the server program 
developer GUI. And after then, they register them into the service object repository 
via the object group administrator GUI. 

4.4   Development of Client Program Using GUIs of DPD-Tool  

Via referring objects in a group shown on the client developer’s GUI in Figure 10, the 
client program developers can make a distributed application independently without 
considering server environment.  

 

Fig. 10. TMO-based client program developed by C++ 

For this, the server program developers have to register the referred objects to the 
Information Repository object that is a component implemented in the DOGF. After 
then objects in the rectangle box of left side must to be declared in client program, 
like the type declaration of general programming language. In details, the Operator 
group and the Print group are registered in the DOGF. And the former group has the 
objects for executing add( ), subtract( ), multiple( ), and divide( ) services and the 
latter group has the objects for executing printer( ) and monitor( ) services. The 
remaining parts for developing a client program are equal to the existing program 
mechanisms. Figure 10 is showing the examples of client programs implemented by 
the TMO-based C++. 

4.5   Executing Results of Distributed Application 

Figure 11 shows the executing results of the distributed application, i.e. client/server 
program, using service objects invoking by a client program. The client program 
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requests the objects for executing add( ), subtract( ), and divide( ) services in the 
Operator group from server systems, repeatedly. Here we assume that requesting 
client cannot take the access right for multiple( ) service from a server program 
developer. In this figure, we showed the service results and their interactions while 
invoking objects in the distributed environment as shown in Figure 6. Considering 
that a client requests one of the replicated objects(Add_TMO1, Add_TMO2, and 
Add_TMO3) for receiving the result of add( ) service, the DPD-Tool returns the 
appropriate object’s reference out of replicated objects to the client by operating the 
dynamic binding service and the client requests the service by referring the returned 
object’s reference. 

 

Fig. 11. Execution results of distributed application 

Finally, the client receives the executing results from the object. We adapted the 
Random algorithm out of several binding algorithms to the Dynamic Binder object in 
the DOGF for selecting one object out of 3 replicated objects described above. From 
Figure 12, the first 4 requests remotely call the add( ) service and receive each 
executing result of its service, as a sequence of Add_TMO2, Add_TMO3, Add_ 
TMO1, and Add_TMO3 selected by Random algorithm. The 5th and final 6th requests 
invoke Subtract_TMO and Divide_TMO and receive each executing result of these 
services, respectively. Finally, the 7th request is denied due to not taking the access 
right from a server system about the multiple( ) service. 

5   Conclusions and Future Works 

In this paper, we developed the 3 GUI environments for developing distributed appli-
cation conveniently. These 3 GUIs provide the development environment for 
server/client program developers and the management environment for the object 
group administrator. These GUI environments contained in Distributed Programming 
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Developing Tool(DPD-Tool) based on the Distributed Object Group Framework 
(DOGF). Using these GUIs, we showed the developing procedure of distributed 
application and implemented client program and server programs on the DPD-Tool. 

Through the experimental results of the distributed application developed on this 
DPD-Tool, we showed that it is possible to execute the group management of objects 
configuring the distributed application and the dynamic binding for the replicated 
objects, and to provide conveniently the easy developing environment for program-
ing distributed applications via supporting this tool with 3 GUI environments. In 
future works, we are planning to add and extend the medical information service 
components and interfaces in the DPD-Tool based on a Healthcare Home Service 
Framework. Via extending functionalities of the DOGF, we are researching the 
Healthcare Home Service Framework integrating with healthcare devices, healthcare 
appliance, biosensors, and medical information systems on the ubiquitous computing 
environments. 
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Abstract. Recently there have been researches on component reuse
for software development productivity and quality improvement, espe-
cially on distributed development environment to improve productivity
of team development. However, there is a short of schemes to develop and
share design components effectively. Therefore, this paper presents a tool
that generates a code with compatibility for design pattern to maximize
reusability of design component. Presented tool constructs a library that
stores explanation information of pattern and structure information of
abstract type. Pattern structure information go through the process of
instantiation which makes them fit for specific application. Instantiated
structure information is generated as a XMI code through code genera-
tion template. XMI is supported as a transformed format from most case
tools, so it is sure for compatibility.

1 Introduction

Software reuse has been being carried by code unit, in these days, it happens
to change by component unit. It is possible for users to expect development
productivity and quality improvement by component reuse [1]. Especially, to
use software design component for distributed development environment can
improve productivity of team development. Also reusability and maintenance
ease are expected by unifying these components into an application. However,
it is difficult to share software design component in the distributed development
environment, so a scheme should be needed to exchange design components
internally.

Design pattern has an architecture to solve repeated design problem, and it
could be consisted of component and used as a way of communication and un-
derstanding [2][3]. Today, some of object oriented modeling tools support design
pattern as an architecture element which has interface [4]. But it is possible to
make a mistake because most designers apply design patterned architecture to
the design by manual work. Also different characteristics should be added each
application even though it is the same pattern.

Therefore, this paper presents an automatic code generation tool that gen-
erates structure information of design pattern as a XMI base code. Basically,
pattern library is constructed for structural ad behavioral pattern information

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 864–872, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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of Gamma. Developer instantiates structure information of pattern by adding
application characteristics. Instantiated pattern structure is generated as a XMI
code through code generation template. XMI standard is supported as an ex-
change format in major CASE tool such as Rational Rose of IBM and Together
of Borland. Therefore, team developers can have compatibility and easily apply
design pattern information in the distributed development environment.

This paper presents as followed. Chapter 2, related work, introduces research
trends of pattern related tools and theoretical background on XMI. Chapter 3
explains code generation process and tools’ roles which perform each stage of
processes. Chapter 4 does comparative analysis with established tools using by
qualitative approach. Finally, chapter 5 describes conclusion and further research
direction.

2 Related Work

In this chapter, we will look into research trends of tools that are related to
patterns and XMI, transformation standard, between UML and XML.

2.1 Research Trends of Tools Related to Patterns

OmniBuiler [5] is a tool which manages the full lifecycle of the application and
promotes component reuse and the declarative approach to building applications
through the use of Design Patterns. Design patterns are modeled within Om-
niBuilder as regular objects and can have properties, services, events, methods
and behaviors. Design patterns can also be custom programmed by the developer
in any object-oriented language.

ModelMaker [6] is a two-way class tree oriented productivity, refactoring and
UML-style CASE tool. A number of patterns are implemented as ’ready to use’
active agents. A ModelMaker Pattern not only inserts Delphi code fragments to
implement a specific pattern, but it also stays ‘alive’. Because the pattern is alive,
it can reflect changes in the model to the pattern related code or even automat-
ically add or delete members if needed. Many patterns could be expressed using
the same class and instance relations. Also many patterns can be implemented
very easy using ModelMaker’s ability to override methods and keep overridden
methods restricted to their origins.

PTL(Pattern Template Library) [7] provides a unified implementation of
intrusive data structures and structural patterns in the form of C++ templates.
When you need a pattern such as Composite, Flyweight, or a fast Finite State
Machine, just grab the class from the library. The library simplifies C++ coding,
and is designed as a framework into which users can easily add new patterns.

Budinsky [8]’s research present a tool for generating design pattern code au-
tomatically from a small amount of user-supplied information. The tool also gives
users an on-line, hypertext rendition of Design Patterns, letting them follow links
between patterns instantaneously and search for information quickly. It has three
components: The Presenter implements the user interface specified by Presenta-
tion Descriptions, which it interprets. The Code Generator generates code that
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Fig. 1. Structure of XMI

implements a pattern. It interprets Code Generation Descriptions, each of which
captures how to generate the code for a given pattern. The Mapper specifies how
the user interface and code generator components cooperate. It interprets Map-
ping Descriptions that specify connections and interactions between the other
two components.

2.2 XMI(XML Metadata Interchange)

XMI(XML Metadata Interchange) [9] was chosen as the standard to transform
UML objected-oriented based into XML web based of the OMG, March, 1999.
The structure of XMI is divided into 3 parts as it shown in Figure 1. It writes
kinds of meta models transmitted and XMI version information in the Header
element and describes meta mode information in the Content element. Finally,
it describes present information of meta model in the Extensions element.

3 Automatic Code Generation Tool

3.1 Code Generation Process

Whole code generation process is divided into Pattern Modeling, Pattern Stor-
age, Pattern Instantiation, and Code Generation as shown in Figure 2. In the
stage of Pattern Modeling, it inputs pattern explanation and structure informa-
tion by using Pattern Register. Information input from the former stage is stored
in the library by using Pattern Keeper. It shows information that has been stored
in the library to developer by using Pattern Presenter in the Pattern Instanti-
ation. Structure information is transformed concrete typed structure to reflect
application characteristics. In the Code Generation, it uses Code Generator to
generate instantiated structure information into XMI code.
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Pattern Instantiation

Code Generation

XMI Code
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Structure Information)

Pattern Presenter

Code Generator
(Code Generation Template)

Pattern Modeling

Pattern Register

Fig. 2. Code Generation Process

Fig. 3. Pattern Register

3.2 Pattern Register

Pattern Register inputs explanation of design pattern and structure information
separately.

Pattern is classified into fundamental, creational, partitioning, structural,
and behavioral pattern according to purposes. Having done that, they are divided
into sections such as intent, motivation, structure, participants etc and input.
Structure information that is belonged to structure section will be modeling by
using UML notion. Figure 3 is a picture that displays a form of Pattern Register.

3.3 Pattern Keeper

Pattern Keeper stores explanation and structure information that are input from
Pattern Register into the Pattern Library. Figure 4 is a picture that displays
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Fig. 5. Instantiation of Factory Method Pattern

structure information as ERM(Entity Relationship Model). Pattern Structure is
consisted of the mixture of Class Information, Relation Information, and Presen-
tation Information entity. Class Information entity has class name, visibility, and
stereotype attribute. It forms a multiplicity relationship of 1:n with Operation
Information entity. Relation Information entity has relation information between
classes or interfaces. And it is consisted of relation name, start class(interface)
id, and end class(interface) id. Relation Information entity is consisted of class
(interface), geometry of relation information entity and style information.

3.4 Pattern Presenter

Presenter sends each of explanation information and structure information that
are retrieved from the pattern library to pattern browser and pattern instantiater
to display related information.
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Pattern instantiater transforms structure information of abstract type into
structure of concrete type which reflects application characteristics [10]. Trans-
formation process is that followed. The first, it renames the names of class and
operations referring name allocation table. Secondly, if there is a new born class,
it specifies relation with established class or interface. Thirdly, if operation is
defined in the abstract class of interface, the class that is related to inheritance
overrides applicable operation. Figure 5 is a picture that Factory Method pattern
is transformed suitable to translator system.

3.5 Code Generator

Code Generator generates XMI code by mapping meta model of applicable pat-
tern on code generation template. Listing 1 shows the structure of code genera-
tion template that generates XMI code. Each code segment will be mapped by
parameter surrounding #, after that, they will extend to recursive.

[code GEN_CODE]
<XMI xmi.version="1.0">
#HEADER#
#CONTENT#
#EXTENSIONS#
</XMI>
[/code GEN_CODE]

/////////////////////////////////////////////////////////
// HEADER code segment
/////////////////////////////////////////////////////////
[code HEADER]

<XMI.header>
<XMI.documentation>
<XMI.exporter>Code Generator</XMI.exporter>
<XMI.documentation>
<XMI.metamodel xmi.name="UML" xmi.version="1.1"/>

</XMI.header>
[/code HEADER]

/////////////////////////////////////////////////////////
// CONTENT code segment
/////////////////////////////////////////////////////////
[code CONTENT]
<XMI.content>

<name>#MODEL_NAME#</name>
<ownedElement>
[repeat CLASS]

#CLASS#
[/repeat CLASS]
[repeat RELATION]

#RELATION#
[/repeat RELATION]
</ownedElement>

[/code CONTENT]

[code CLASS]
<Class xmi.id="#ID#">

<name>#CLASS_NAME#</name>
<feature>

[repeat OPERATION]
#OPERATION#

[/repeat OPERATION]
</feature>
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<Class>
[/code CLASS]

[code OPERATION]
<Operation xmi.id="#ID#">

<name>#OPER_NAME#</name>
<visibility xmi.value="#VISIBILITY#"/>

</Operation>
[/code OPERATION]

[code RELATION]
<Association xmi.idref="#ID#">

<name>#ASSOC_NAME#</name>
<connection> .. </connection>

</Association>
[/code RELATION]

Listing.1. Structure of Code Generation Template

Fig. 6. XMI Code Structure of Factory Method Pattern

For instance, Factory Method pattern in Figure 5 can be generated as XMI
code like in Figure 6.

<XMI Content> element describes meta models of Factory Method pat-
tern, that is, meta data that are about Translator, TranslatorFactory inter-
face, EnglishTranslator, JapaneseTranslator, TranslatorFactoryImpl class, Re-
alization, and Association relation. <XMI.Extensions> element describes pre-
sentation, that is, geometry and style, about each meta models that have been
described in <XMI.Content>. Connected arrow between Translator interface
and EnglishTranslator(JapaneseTranslator) class shows a relation between two
objects. And it is the same between TranslatorFactory interface and Trans-
latorFactoryImpl class, whereas Association relation is shown there between
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two objects by putting Association element separately between EnglishTrans-
lator(JapaneseTranslator) class and TranslatorFactoryImpl class.

4 Comparison Analysis

I have made a comparison and evaluation between established tools like PTL [7]
of Code Farms and DPL [8] of IBM and tools presented this paper. They are
shown in the Table 1, and there are some features as followed.

Table 1. Comparison Table

Pattern Template
Library

Design Pattern
Library

Proposed Tool

Possiblity of
Pattern Expansion © × ©
Compatibility of
Structure × × ©
Support of
Structure Modeling � × ©
Web based
Environment × © ×

©: full support, �: partial support, ×: non-support

The first, Possibility of Pattern Expansion. Most tools includes pattern of
Gamma basically. PTL is able to add a data structure that derives a pattern
apart from pattern of Gamma. And also it can add user pattern in the tool
presented, if needed. However, only DPL cannot propose a method that can add
pattern. The second, Compatibility of Structure. Pattern structure code that is
generated from established tools is not able to provide compatibility with CASE
tool or platform independency. However, code generated from tool presented
can be provided from CASE tool supporting XMI regardless of platform. The
third, Support of Structure Modeling. It provides a method that is able to do
pattern structure modeling and instantiation by UML which is used by only
presented tool. The last, Web based Environment. DPL is operated in the web
based environment, so it can be used with no installation.

5 Conclusion

This paper has introduced how to develop software design component to the form
with compatibility and can be shared to team developers. Presented tool builds
a library that stores structure information of abstract type with explanation in-
formation of pattern. Structure information of Pattern goes through the process
that does instantiation which is suitable for specific application. Instantiated
structure information is generated XMI code via code generation template.
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Pattern structure generated XMI code shows a difference from established
tools in the point of that has a compatibility with most tools which support
XMI. That is, advantages of design pattern, software productivity and quality
improvement, could be reflected to software development directly. And reusabil-
ity and maintenance ease could be expected through reuse of pattern structure.

For further research direction, to expend code generation template is the
main task in order to generate code by another XMI transformation code like
UXF(UML eXchange Format) [11] apart from XMI.
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Abstract. With growing interest in Software Process Improvement (SPI), many 
companies are introducing international process models and standards. For effi-
cient process improvement, work performance should be enhanced in line with 
organization’s vision by identifying areas for improvement and risks with proc-
ess assessment standards such as SPICE or CMMI and then mapping them in 
the software development environment.. SPICE(Software Process Improvement 
and Capability dEtermination ISO/IEC 15504) is most widely used process as-
sessment model in the SPI work today.  

This paper expands the number of routes for improvement in the existing 
OTF model from 8 to 24 and the number of processes in SEF model from 40 of 
the TR version to 51 of the IS version. This paper proposes OTEM (Opportu-
nity Tree Enterprise Model) which can provide optimal strategies for the or-
ganization’s vision by using Balanced Scorecard method to determine optimal 
strategies to the expanded routes for improvement. 

1   Introduction 

Many organizations, including government agencies, define enterprise-wide measures 
to reflect the relative health of their organization. These measures help guide an or-
ganization’s overall performance and process improvement effort [1]. 

For effective process improvement of an organization, it is most important to accu-
rately evaluate the organization’s project performance first. Unfortunately, IT-based 
organizations are very difficult to measure its performance due to invisibility and 
variability of software. Lynch and Cross suggested Performance Pyramid to overcome 
this difficulty. The PP (Performance Pyramid) is a method to measure project per-
formance which is focused on 3 targets of project performing, which are customers’ 
satisfaction, flexibility, and productivity, and selects quality, delivery, cycle time, and 
waste as performance attributes. 

Based on this PP model, this paper measures quality and delivery attributes for ex-
ternal effectiveness of organization and cycle time and waste attributes for internal 
efficiency by making questionnaires based on GQM (Goal Question Metrics) and 
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inputting the analysis results to PPM (Project Performance Measure) model. The 
determined performance and qualitative vision of the organization is mapped onto the 
24 routes for improvement and 9 categories (51 processes), using the Balanced Score-
card and then, priority is determined among them. SEF suggests optimal improvement 
strategies for the organization by statistically analyzing the SPICE assessment results.  

By statistically analyzing merits and demerits by level from the results and SPICE 
assessment results of 52 appraisals and 497 processes which were assessed by 
KASPA (Korea Association of Software Process Assessors) from 1999 to 2005, this 
paper derives weakness for improvement by level and suggests a framework of oppor-
tunity tree model to propose an optimal improvement strategy for reaching each level 
of SPICE and uses of it [7][10].  

2   Basic Study 

2.1   The Balanced Scorecard Framework  

The balanced scorecard is an industry-recognized best practice for measuring the 
health of an organization. It can be used as a management tool for translating an or-
ganization’s mission and strategic goals into a comprehensive set of performance 
measures that provide the framework for an enterprise measurement and management 
system [1]. 

The balanced scorecard methodology is based on four perspectives of an organiza-
tion’s performance—customer, financial, internal process, and learning and growth. 
These perspectives are illustrated in <Figure 1> [1]. 

 

Fig. 1. The Balanced Scorecard Framework  

2.2   GQM (Goal-Question-Metrics) Procedures 

GQM process is a series of procedures as follows: Set an organization’s goals through 
GQM approach; Set goals of project in each area. 

Make questions and develop metrics; Measure accomplishment of the goals using 
the metrics [3][12]. 

As shown in <Figure 2>, GQM process is generally composed of vision, objec-
tives, and areas belonging to external effectiveness or internal efficiency [8]. 
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Fig. 2. Lynch and Cross’s Performance Pyramid  

For example, if an organization’s vision is improvement of public recognition on it, 
it should concentrate on market shares rather than on financial performance, and put 
its priority on customer satisfaction and flexibility rather than on flexibility and pro-
ductivity [2][6]. In order to satisfy customers, quality and delivery should be more 
emphasized than cycle time and waste.  

Quality and delivery is goals to measure external effectiveness while cycle time 
and waste is to measure internal efficiency [5].  

Here, goals are set again in each area, strategies for process improvement are de-
veloped through GQM approach, and measurement is carried out [8][13]. 

2.3   GQM (Goal-Question-Metrics) Approach 

GQM approach involves three steps. 
First is conceptual step. It consists of elements such as object, purpose, viewpoint 

and focus. In this step, major goal are set.  
Second is operational step. In this step, questions are derived from the goals that 

must be answered in order to determine if the goals have been achieved. It asks ques-
tions about how the specific goals have been assessed or achieved.  

Third is quantitative step in which proper answers are given to the questions[5]. 
Through the three steps, a metrics system is made. These metrics can be used as a 

measurement tool which metrics a set of data is associated with every question in 
order to answer it in a quantitative way[6] [8] [9] [11]. 

3   Organization’s Project Performance Measure  

This section suggests PPM (Project Performance Measure) model to quantitatively 
measure organization’s project performance. The PPM model calculates project per-
formance with GQM approach in terms of 4 performance attributes of the Perform-
ance Pyramid developed by Lynch and Cross.  

GQM (Goal-Based Question Metric) process is to measure it by establishing or-
ganization’s objectives, developing project goals in each field in compliance with the 
objectives, asking questions to deal with them, and developing a metric.  
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Based on the performance pyramid, the author made quantitative GQM question-
naires with GQM approach to measure performance of an organization and calculate 
the earned value.  

A quantitative GQM questionnaire is composed of questions to measure the extent 
to which external effectiveness and internal efficiency of an organization have 
reached the goals. In each area, a project goal is set and strategies for project process 
improvement are determined and measured with GQM method.   

For each of the 4 goals, 2 for quality and delivery to measure external effectiveness 
of an organization, and 2 for cycle time and waste to measure internal efficiency, 
questions and metrics are made with GQM method. 

3.1   GQM Quantitative Questionnaire from Meta Data 

This section proposes GQM quantitative questionnaire made from general meta data. 
Procedures for making the questionnaire involve three steps: set goals; give questions; 
gain metrics.  

First is conceptual step. It consists of elements such as object, purpose, viewpoint 
and focus. In this step, major goal are set. Second is operational step. In this step, 
questions are derived from the goals. Third is quantitative step in which proper an-
swers are given to the questions. Through the three steps, a metrics system is made. 
Twenty measurable metrics were made for eight questions.  

3.2   Project Performance Measurement Model 

This section proposes PPM to calculate project performance of an organization in 
terms of external effectiveness and internal efficiency. See reference [8] of this paper 
for metrics elements and measure method. The calculation forms to measure a project 
performance of an organization in terms of external effectiveness and internal effi-
ciency for 4 goals are shown in <Table 1>. 

Table 1. Calculation forms to measure a project performance of an organization in terms of 
external effectiveness and internal efficiency  

PPM(q): quality effectiveness score ((100 ) ) / 4eachdefect rate defect management rate− +
 External effectiveness 

PPM(qd) = (PPM(q)+PPM(d)/2 PPM(d): schedule effectiveness score (100 ) /5on schedulerateat eachstage−
 

PPM(c): effort efficiency score ( ) / 4effort correspndence rate at each stage
 Internal efficiency 

PPM(c,w)=(PPM(c))+PPM(w)/2 PPM(w): resource efficiency score ( ) (2 (100 [ ]) / 6all factors rework per code− × −
 

But to select the optimal process improvement strategy, the organization’s vision 
and past experience of the optimal project improvement should be reflected. 

Therefore, this paper proposes SEF(SPICE Experience Factory) and OTEM (Op-
portunity Tree Enterprise Model) which can reflect SPICE experiences of process 
improvement and organization’s vision. 

3.3   DB Construction for SEF (SPICE Experience Factory) 

Based on the results of SPICE assessments conducted from 1999 to 2005 by KASPA, 
this section suggests SEF (SPICE Experience Factory) model which can present 
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effective process improvement items (root words) from experience data on process 
improvement and project performance results measured with PPM model.  

SEF Model Design Procedures 
1. Collect data on SPICE assessment results 
2. Classify general strengths and weakness for improvement, specific strengths 

and weakness for improvement from the collected data by process and by 
level, and then derive root works from each item 

3. Select meta data from the derived root word 
4. Design internal schema and construct DB 

This section describes the outline of the DB constructed according to the SEF 
model design procedure above. The DB is designed to satisfy the following three 
conditions. First, it should be scalable so as to add new assessment results. 

Second, it should provide necessary information to SEF (SPICE Experience Fac-
tory) model. Third, its confidentiality should be secured to protect information of the 
assessed organization. The DB satisfying the conditions above is composed of 4  
tables as seen in <Table 2>. 

Table 2. Composition of SEF DB 

Assessment Info Manages SPICE assessment information (assessed OU, assessment pe-
riod, assessment scope, assessment version International Standard ) 

Process Profile Saves rating results and accomplished levels by process 

Result Data 
Saves assessment results (Generally general strengths/ weakness for im-
provement, strengths / weakness for improvement for each process) and 
derived root word 

Root Metadata Saves and Manages root word and relevant category 
PPM Score PPM scores by SPICE  level 

3.4   DB Design 

For accumulation and utilization of SPICE assessment experiences, this paper de-
scribes the DB to reuse efficiently the analyzed assessment results. 

The DB was designed to satisfy following three conditions. First, it should be scal-
able to add new assessment results. Second, it should provide necessary information 
 

 

Fig. 3. Composition of DB Schema  
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to SEF (SPICE Experience Factory) model. Third, its confidentiality should be kept to 
protect information of the assessed organization.  The composition of DB schema 
representing structure of each table is shown in <Figure 3>.  

4   OTEM (Opportunity Tree Enterprise Model) 

This section proposes OTEM which can determine an effective process improvement 
route which is optimized for an organization’s vision, based on PPM results and SEF 
experience data.  

The composition and use-case of OTEM and OTF Model are illustrated in 
<Figure 4> and <Figure 5> respectively. 

4.1   Qualitative Questionnaire 

Qualitative questionnaire is designed to identify “vision weight” for each focus. Vi-
sion weight here reflects the extent to which the organization pursues the vision. 
Qualitative questionnaire consists of three steps as shown in <Table 4>. 

   

Fig. 4. Composition of OTEM design 

 

Fig. 5. Use-case of OTEM 
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Table 3. Decision-making Procedure to determine priority for improvement of OTEM 

1. Measure project performance through PPM model 
2. Input vision weight through qualitative questionnaire 
3. Calculate priority scores of 8 improvement items  
4. Input the calculated priority and PPM performance score in SEF 
5. Search the optimal strategy or method from SEF (SEF responds improvement items consisting of root 

words which are prioritized by process and by level.) 

Table 4. Structure of Qualitative Questionnaire 

Step 1: Input scores of visions of market share and financial performance by percent-
age from the point of view of business unit. 

Step 2: Input scores of visions of customer satisfaction, flexibility, and productivity by 
percentage from the point of view of core business process. 

Step 3: Input scores of visions of quality, delivery, cycle time, and waste by  
percentage from the point of view of development group. 

Like this, by obtaining viewpoints of each stakeholder through the qualitative ques-
tionnaire, an optimal improvement strategy can be developed which reflect all view-
points of them. 

4.2   Routes for Improvement 

This section proposes a model to find optimal routes for improvement. The model 
integrates project performance calculated through PPM and vision weight of stake-
holders obtained through qualitative questionnaire. OTF model is used to determine 
priority for improvement and performance scores to accomplish improvements in 
compliance with the organization’s vision, which is impossible with simple calcula-
tion alone through PPM.   

The existing 8 routes of OTF, however, were not adequate. So, this paper expands 
the number of them to 24 as shown in <Table 5>. 

Table 5. Route for improvement  

Route for improvement [Ri] Route for improvement [Ri] 

1. MCQ = [M]+[C]+[Q]score 13. MCC = [M]+[C]+[C]score 

2. MFQ = [M]+[F]+[Q]score 14. MFC = [M]+[F]+[C]score 

3. MPQ = [M]+[P]+[Q]score 15. MPC = [M]+[P]+[C]score 

4. FCQ = [F]+[C]+[Q]score 16. FCC = [F]+[C]+[C]score 

5. FFQ = [F]+[F]+[Q]score 17. FFC = [F]+[F]+[C]score 

6. FPQ = [F]+[P]+[Q]score 18. FPC = [F]+[P]+[C]score 

7. MCD = [M]+[C]+[D]score 19. MCC = [M]+[C]+[C]score 

8. MFD = [M]+[F]+[D]score 20. MFC = [M]+[F]+[C]score 

9. MPD = [M]+[P]+[D]score 21. MPC = [M]+[P]+[C]score 

10. FCD = [F]+[C]+[D]score 22. FCC = [F]+[C]+[C]score 

11. FFD = [F]+[F]+[D]score 23. FFC = [F]+[F]+[C]score 

12. FPD = [F]+[P]+[D]score 24. FPC = [F]+[P]+[C]score 
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4.3   Model to Draw Routs for Improvement Based on BSC Method 

This section proposes a method of mapping which applies Balanced Scorecard 
Framework in order to find optimal routes of improvement for software development 
companies. What we call BSC (Balanced Scorecard) is a method to determine future 
corporate value by adding perspectives of customer, internal business process, inno-
vation and learning to the existing performance measurement system used in Business 
Administration field which emphasizes only financial perspective.  

This paper maps the 4 perspectives onto 9 categories of PP(Performance Pyramid) 
and in turn, onto 9 categories of SPICE process so as to identify optimal routes of 
improvement. 

Composition and results of mapping table are shown in <Table 6>. 
The mapping process is determined according to weight of correlation among the 

attributes. 

Table 6. Calculation method of route for improvement 

No BSC Focus PP Category 
SPICE 

Category 
1 Customer Market ACQ 
2 Financial Financial SPL 

3 Customer 
Customer 

Satisfaction ENG 

4 
Innovation and 

Learning 
Flexibility OPE 

5 Internal Process Productivity SUP 
6 Customer Quality MAN 
7 Internal Process Delivery PIM 
8 Internal Process Cycle time RIN 

9 
Innovation  and 

Learning 
Reuse REU 

 

 

 

The calculation results using vision weight from qualitative questionnaire and pro-
ject performance scores can be seen in <Figure 6>. 

In <Figure 4>, P is the arithmetic score of the extent of project achievement when 
same weight is given to each vision. W is the weight value gained through qualitative 
questionnaire. CP is the value corrected by applying vision weight to the project 
achievement scores. CW is the value corrected by reflecting visions of upper level. 
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Fig. 6. Calculation of Vision Achievement 

Once the corrected value is calculated, an algorithm should be proposed to select 
the most appropriate route for improvement, using this value. By analyzing gap be-
tween current project performance and the organization’s vision through this algo-
rithm, the optimal route can be determined. The algorithm calculation method to find 
optimal routes for improvement is presented in <Table 7>. 

Table 7. Calculation method of route for improvement 

 Calculation method 
Route For improvement 24 Route for Improvement 

Vision Achievement Vision score of [business unit + Core business process +department group] 

Arithmetic Score 
Arithmetic  score of  

[business unit+Core business process+ department group] 

Vision Score 
Calibrated vision score of  

[business unit+Core business process+ department group] 
Priority of improvement 100-(Arithmetic score/300)*100 

The arithmetic score means the current performance score of the organization in 
selecting routes for process improvement.  

Here, items with lower scores mean their performance scores are also lower, so 
need more effort for improvement. If the vision score is higher, it can be considered 
that the organization attaches more importance to it. 

5   Conclusion and Hereafter Research  

Criteria for selecting routes for improvement with OTEM were determined by reflect-
ing following three results.  

1) Deriving objectives of all stakeholders and project performance of organization. 
2) Mapping the BSC onto the Performance Pyramid and 51 processes of SPICE. 
3) Deriving priority of areas of weakness for improvement. 

The priority of routes for improvement is determined by calculating both cases of 
arithmetically low scores and high scores in terms of importance.  

Stakeholders’ objectives are focused on the goal of improving organization’s pro-
ject performance in achieving its visions in terms of market and financial benefit. 

Scores of 4 work performance units (Quality, Delivery, Cycle time, and Waste) are 
calculated using PPM. Based on the scores, the priority of 24 routes for improvement 
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is output from OTF. When inputting this result to SEF, root words of issues for proc-
ess improvement are shown based on SPICE assessment results. 

The root words of issues for process improvement can develop the optimal criteria 
of the organization. 

From the results of this paper, following two advantages can be obtained. 
First, quantitative project performance of an organization can be measured using 

PPM model before it works to improve processes in earnest.  
Second, the optimal criteria for process improvement can be developed by deriving 

areas for improvement with OTF model and SEF model based on current performance 
of the organization, priority of improvement strategies which reflect stakeholders’ 
vision with OTF model and SEF and SPICE assessment data.  

Finally, more detail strategies can be derived because it expands the number of routes 
of improvement in OTF to 24 and the number of processes of SEF from 40 to 51. 

In the future, by collecting actual data through the OTEM prototype 
(http://otem.ksapa.org) which has been implemented with ASP .Net now, if the num-
ber of cases of actual data collection on PPM projects exceeds 30, data reliability can 
be analyzed on assumption of F-distribution because data of all models which can be 
analyzed by F-distribution shows normal distribution. In this case, 4 performance 
units need practical reliability verification through experiential case study by imple-
menting web-based tool using each typical performance. 
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Abstract. The Global System for Mobile Communications (GSM) is the most 
popular standard for mobile phones in the world. GSM phones are used by over 
the billion people across more than 200 countries. In spite of the tremendous 
market growth, however, there are major security drawbacks in the GSM sys-
tem. In this paper, we introduce the secure user authentication scheme to solve 
the problem: user authentication and location privacy. Also the proposed 
scheme provides partial anonymity, because of the usage of temporary identity 
and the new mechanism that the only authenticated VLR can use the MS’s 
IMSI. Besides, we introduce the modified scheme to reduce user authentication 
procedure without changing of the architecture of the original GSM system. 

1   Introduction 

In the last few years, the analog cellular mobile telephones have supported reliable 
and ubiquitous communication services to people, and they also provide the idea of 
the mobility feature in the future PCS. However, in such open environments, all 
communications are transmitted as cleartext without any protection to prevent secu-
rity threats, e.g., eavesdropping and illegal access. Therefore, to guarantee the security 
and satisfy the high quality requirement of more convenient and more various com-
munication services, the so-called second generation digital cellular mobile telecom-
munications networks have already been developed and rapidly growing, such as, 
Global Systems for Mobile Telecommunications (GSM) and Digital European Cord-
less Telecommunications(DECT) in several European countries. The Global System 
for Mobile communications, GSM is widespread across the world and has always 
been the standard of the Pan-European digital cellular system. GSM is undoubtedly a 
major achievement in modern cellular telephony. GSM is so convenient in that any-
one can use it to communicate with anyone else in almost any place at any time. 
There are a lot of subscribers across the world [1].   

However, the GSM system has major worries about security weakness: the privacy 
of radio transmission and the authentication of the user [2][3]. Privacy e.g., confiden-
tiality refers to the guarantee that the communication are not intercepted by an  
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eavesdropper. Authentication is carried out to ensure that any unauthorized user can-
not fraudulently obtain his/her required services from the home domains. In order to 
improve the security weakness in the GSM system, many researches proposed solu-
tions. Harn and Lin’s scheme [5] is to reduce the amount of information and eliminate 
the stored sensitive information in VLR for the GSM system. Lee et al. [6] presented 
the security mechanisms for the global architecture. For example, they proposed the 
confidentiality and key generation mechanism between one HLR and the other HLR. 
The architecture of the original GSM system was changed in many approaches 
[5][7][8]. Molva, Samfat and Tsudik [9] presented an efficient user authentication 
scheme with anonymity based on KryptoKnight [10]. Their scheme was based on the 
private key cryptosystem and focused on user authentication. Most of papers, how-
ever, do not provide user’s anonymity at all. Our scheme is based on the private key 
cryptosystem to achieve the goal that uses conventional GSM system largely. We use 
the temporary identity e.g., TID in order to providing secure user authentication and 
location privacy. In this paper, TID plays an important role in providing the partial 
anonymity. We also introduce new scheme to reduce the TMSI allocation procedure 
without change the architecture of the original GSM system. We organize this paper 
as follows. In section 2, we describe privacy concept and problems on privacy. We 
also specify current researches on privacy of GMS system. In section 3, we present 
new user authentication providing enhanced location privacy and the partial anonym-
ity in order to prevent the location privacy drawbacks of original network. We discuss 
and compare our protocols with the existed authentication approaches in many aspects 
of mutual authentication, anonymity, security, the reduction of bandwidth, and so on 
in section 4 and 5. In section 6, we conclude this paper. 

2   User Authentication Protocol in the GSM 

2.1   User Authentication Procedure 

In the GSM system, the subscriber is initially registered in the HLR(Home Location 
Register) with a unique identity, IMSI, and obtains one secret key, Ki, from the 
AuC(Authentication Center) during the registration process. HLR is a database used 
for mobile information management. All permanent subscriber data are stored in this 
database. VLR is the database of the service area visited by an MS(Mobile Station). 
Two location databases play important roles in subscribers’ registration and authenti-
cation [11]. The MS roams from one place to another and has access to the network in 
any place at any time.  

The authentication process to updating MS’s location with confidentiality is sum-
marized as follows:  

Step 1. The MS transmits the registration request(location update) to the new 
VLR(VLRn). The registration request includes the temporary mobile sub-
scriber identity(TMSI) and LAI(Location Area Identity). 

Step 2. Once the new VLR receives the TMSI, it sends a request to the old 
VLR(VLRo) asking for the authentication parameters for that MS. 
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Step 3. The old VLR sends MS’s IMSI parameter to the new VLR after searching 
for IMSI corresponding to TMSI and LAI in its database. 

Step 4. The new VLR forwards the IMSI to the HLR to asking for the MS’s 
authentication. 

Step 5. The HLR computes SRES and Kc by applying the MS's secret key Ki and 
a RAND number to the A3 and A8 algorithms, and then it sends the 
authentication triplet (RAND, SRES, and Kc) to the new VLR. 

Step 6. The new VLR sends the RAND to the MS, and asks the MS to compute 
the SRES and sends it back. 

Step 7. The MS computes the SRES and the Kc locally using that RAND number 
and the Ki through the A3 and A8 algorithms, then sends SRES back to 
the VLR and keeps Kc for later use. 

Step 8. The new VLR once receives the SRES from the MS, compares it with the 
SRES provided from the HLR. If the two are equal, the MS passes the 
authentication process. 

2.2   Security Drawbacks of User Authentication Protocol 

Since the GSM system does not adopt ciphering mechanism between VLR and 
VLR/HLR, an eavesdropper can monitor the physical channel that connects to the 
HLR and eavesdrops MS’s location updating information and information related 
security[4]. These drawbacks of GSM system enlarge the possibility of the privacy 
violation on users. Thus it is found that the authentication and location privacy proto-
col in GSM system have some drawbacks as follows[6][12]:  

• When the VLR updates the location of MS, IMSI is exposed and delivered 
throughout the network without any protection. This is the big problem in user 
authentication protocol. 

• Mutual authentication mechanism between MS and VLR does not provided. The 
GSM system only provides unilateral authentication for the MS. Using the chal-
lenge and response mechanism, the identity of a MS is verified. However, the 
identity of VLR cannot be authenticated. It is therefore possible for an intruder 
to pretend to be a legal network entity and thus to get the MS’ credentials. 

• The VLR must turn back to the HLR to make a request for another set of au-
thentication parameters when the MS stays in the VLR for a long time and ex-
hausts its set of authentication parameters for authentication. There is bandwidth 
consumption between the VLR and HLR. 

• Every MS in the VLR has n copies of the authentication parameters. The pa-
rameters are stored in the VLR database, and then space overhead occurs. 

• Authentication of MS is done in the VLR and this must be helped by the HLR 
of the MS for each communication. 

• When a user roams to another VLR, the location is updated by sending IMSI to 
the new VLR while the old VLR is not accessible and no correct subscriber data 
is available. It is possible that an unauthenticated third party may eavesdrop on 
the IMSI and identify this mobile user.  
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3   Secure User Authentication Protocol  

In this chapter, we introduce security-enhanced user authentication protocol to solve 
the problems that occur during TMSI allocation procedure in the GSM system.  
We name the proposed scheme as SUALPPA in the meaning that it provides the 
following major functions: Secure User Authentication, Location Privacy, and 
Partial Anonymity. 

3.1   SUALPPA 

The proposed scheme uses MS’s temporary identity e.g., TID for partial anonymity. 
Here, “partial anonymity” has literally the meaning that guarantees partially user 
anonymity in new user authentication scheme. In this paper, that is to say, the old 
VLR provides MS’s TID instead of MS’s IMSI to the new VLR before success of the 
new VLR authentication by the HLR of the MS. The new VLR can acquire MS’s 
IMSI only after authentication of the HLR. Thus user’s anonymity is provided until 
the new VLR is authenticated by the HLR. To avoid the location tracking, we use the 
TID, which is mapped by one-to-one with the IMSI. So the TID must be unique as an 
additional parameter to authenticate user instead of the IMSI. The relation between 
the TID and the IMSI is kept secretly only by the HLR and the MS. But, the parame-
ter TID itself is public information. And only the HLR can generate user’s new TID. 
User can take together a new TID during the registration process that he/she obtains 
one secret key Ki and the IMSI.  

The HLR gives the new VLR authorization to authenticate the MS. But, the new 
VLR processes authentication of a MS without knowing the secret key Ki of the MS. 
If the MS stays in the coverage of its new VLR for a long time, the VLR does not go 
back to the HLR to require another set of authentication parameters to identify the 
MS. The new VLR only uses the temporary key TKi of the HLR given with its gener-
ated RANDj for each call to compute the SRES and then identifies the MS, where 
RANDj is a random number generated by the new VLR in the subsequent calls. Only 
one RANDj is generated by the new VLR for each jth call no matter how long the MS 
stays in the coverage of the new VLR. This operation will be done only once in the 
first call when the MS visits at the new VLR.  

In order to endow the new VLR with MS authorization, the HLR of the MS re-
quires the legality of the new VLR. In this paper, we use a certification to check the 
legality of the new VLR. The HLR generates a certification of the VLR after finishing 
authentication of the new VLR. We notate a certification of the VLR as Auth_VLRV. 
Here, the certification Auth_VLRV is different from the general certification in the 
public cryptosystem. The compositions of the VLR certification, Auth_VLRV are T1, 
T2, Kvh, and RANDV. (Kvh, X3) and (Kvh, RANDV) pairs are inputted into the A3 
algorithm and the two 32-bit results are combined to obtain the result of Auth_VLRV. 
Here, Kvh is a secret key shared between the new VLR and the HLR. And X3 is pro-
duced by computation T1 XOR T2 XOR RANDV and the notation XOR means the 
XOR operation.  
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Table 1. Notation  

T1 Timestamp generated by the MS 
T2 Timestamp generated by the new VLR 

TID Temporary identity of the MS 
RAND1, RANDV  Random numbers generated by the new VLR 

RANDH Random number generated by the HLR 

The security of the proposed scheme is based on the conventional architecture of 
the GSM authentication mechanism e.g. A3, A5 and A8 algorithms. Despite that the 
inputs of A5 algorithm are made up of 64-bits and 22-bits in the original GSM sys-
tem, the output of A3 algorithm is designed to be 32-bits[12]. The length of TKi 
should be 64-bits in the proposed scheme. The method to generate a 64-bits TKi is to 
run two times A3 algorithm in the HLR and the MS. (Ki, RANDH) and (Ki, T1) pairs 
are inputted into A3 and the two 32-bit results are combined to obtain 64-bits of TKi. 
The proposed scheme will achieve the following main design goals:   

• Secure user authentication and location privacy  
• Mutual authentication 
• Secure distribution of a IMSI  
• Partial anonymity 

Also the proposed scheme has the following additional design goals.   

• The new VLR authenticates a MS  
• Reduction of the stored space in the VLR  
• Reduction of bandwidth consumption between the VLR and the HLR 

The procedures of SUALPPA are as follows. 

Step 1. The MS sends TMSI, LAI, and a time-stamp T1 to the new VLR. T1 is to 
authenticate the new VLR and prevents it from replay attack. 

Step 2. After receiving TMSI and LAI from the MS, the new VLR forwards TMSI 
and LAI to the old VLR in order to obtain the MS’s TID.  

Step 3. The old VLR sends the TID to the new VLR after searching for the TID 
corresponding to TMSI and LAI in its database. If there is no IMSI that is 
corresponded to the TID, then the session may be terminated. In the con-
ventional process in GSM, the old VLR sends an IMSI instead of a TID. 
So, there is a problem that the network entities can easily obtain the sensi-
tive information, IMSI. 

Step 4. The new VLR generates RANDV and a timestamp T2, which are used to 
authenticate the VLR itself to the HLR and computes Auth_VLRV accord-
ing to its generation method. And then the new VLR sends the TID along 
with its identification VLR_ID, T1, T2, RANDV and Auth_VLRV to the 
HLR. The HLR uses Auth_VLRv as an authentication parameter to 
authenticate the legality of the VLR. 

Step 5. Once receiving the parameters, the HLR checks if the identity VLR_ID is 
a legal VLR. And then the HLR computes X3 by using T1, T2, and 
RANDV transferred from the VLR. Since the HLR knows the secret key 
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Kvh shared between the VLR and the HLR corresponding to the VLR_ID, 
it can compute the value Auth_VLRV’ through A3 using (Kvh, X3) and 
(Kvh, X3) to authenticate the VLR. If the value Auth_VLRV’ and 
Auth_VLRV are same, the HLR believes that the new VLR is correct. And 
then the HLR computes the certificate of the new VLR to be sent to the 
MS, Auth-VLRH through A3 using Ki and T1. Also the HLR generates 
RANDH and computes TKi through A3 using (Ki, RANDH) and (Ki, T1). 
After generating TKi, the HLR computes A5(IMSI, TKi) through A5 us-
ing the secret key Kvh and the IMSI related to the transmitted TID. The 
HLR finally sends the identity of the HLR e.g., HLR_ID, Auth-VLRH, 
RANDH, T1, and A5(IMSI, TKi)  to the new VLR.  

Step 6. After checking the HLR_ID, the new VLR extracts MS’s IMSI and TKi 
using the secret key Kvh. By this processing, the VLR can know the IMSI 
and TKi, which is the temporary key to authenticate the MS. And then the 
VLR generates the random number RAND1. In the next call, the VLR 
should generate another random number. That is to say, as long as the MS 
stays in the coverage of the new VLR, the VLR does not need to go back 
to the HLR to require another set of authentication parameters. The VLR 
only generates a different RANDj for each jth call. The VLR sends T1, 
RAND1, RANDH, and Auth-VLRH to the MS. 

Step 7. Upon receiving the parameters, the MS first checks if T1 is the same as it 
was when last sent. If the result is valid, the MS computes Auth-VLRH’ 
through A3 using Ki and T1 and then compares Auth-VLRH’ with the re-
ceived Auth-VLRH. If two certification values are the same, the MS be-
lieves the new VLR and generates TKi according to the generation 
method. The MS continues through A5 using TKi and RAND1 as inputs to 
generate the SRESm, which is then sent back to the new VLR. 

Step 8. The VLR compares SRESm’ with SRESm. The VLR computes SRESm’ 
in advance before being transmitted SRESm from the MS. If they are the 
same, the authentication is finished. 

3.2   Modified SUALPPA  

In this section, we modify the proposed scheme to reduce the numbers of the authenti-
cation transaction. We notate the modified scheme MSUALPPA in table 2. The basic 
concept of MSUALPPA is the same as one of the first proposed scheme. However, 
there are two different points in the procedure. One difference is that the TID is added 
to the MS’s transfer parameter in the first step. Thus the MS sends the parameter T1, 
TMSI, LAI, and TID to the new VLR in the first step of the second scheme. The other 
is that the 2nd and 4th steps in the first proposed protocol are simultaneously per-
formed of the second one. So, the 3rd and 5th steps are automatically performed after 
being completed them respectively. In other words, the new VLR sends immediately 
the TID that is sent from the MS to the new VLR, to the HLR after completing the 1st 
step without waiting for the sending of the TID from the old VLR in the 3rd step be-
cause the new VLR has already the TID sent from the MS in the 1st step.  
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Table 2. Procedures of the proposed schemes 

Step SUALPPA  Step MSUALPPA 
1 MS VLRn:TMSI,LAI,T1  1 MS VLRn:TID,TMSI,LAI,T1 

 2 VLRn VLRo : TMSI, LAI 2 VLRn VLRo:TMSI, LAI 

  VLRn HLR: TID, VLR_ID, 
T1, T2, RANDV, Auth_VLRV  

 3 VLRo VLRn: TID  3 VLRo VLRn: TID 

=> 
 

 HLR VLRn: A5(IMSI, TKi), 
Auth_VLRH, HLR_ID, T1, 
RANDH 

4 VLRn HLR:T1,VLR_ID, 
TID,RANDV, Auth_VLRV, 
T2 

 4 VLRn MS: RAND1, 
RANDH, T1, Auth_VLRH 

5 HLR VLRn: Auth_VLRH,
HLR_ID, A5(IMSI, TKi), 
RANDH, T1 

 5 MS VLRn:SRESm 

6 VLRn MS: RAND1, T1, 
RANDH, Auth_VLRH 

   

7 MS VLRn:SRESm    

4   Cryptanalysis 

Owing to the fact that we adopt the architecture of the conventional authentication 
scheme in GSM, the security of the new scheme, which is the same as that of the 
existing authentication scheme in GSM, is based on algorithms A3, A5 and A8. In 
order to authenticate the legality of the new VLR and the MS, we add a time-stamp 
T1 and T2 to the user authentication protocol. The time-stamp T1 and T2 enhance the 
security of the proposed scheme against replay attack. Although an attacker can inter-
cept T1, T2, RANDV and Auth-VLRV and then forge the real VLR, the replay still 
cannot succeed because T1, T2, and RANDV are incorrect. The MS can also check if 
the T1 is the same as it was when sent the last time even if the fake VLR replays T1 
and Auth-VLRV.  

The MS verifies the new VLR by the Auth-VLRH transmitted from the HLR. No-
body can forge it to fool others, since the secret key Ki is known only to the MS and 
the HLR. Without the knowledge of Ki, Auth-VLRH cann’t be computed by anyone. 
Therefore, the security of the proposed protocol is based on Ki. Also, the Auth_VLRV 
is made stronger than the other certification schemes of the new VLR. For authenti-
cating the MS, the new VLR only generates a different RANDj to compute SRESm 
for every jth call. The security here is based on the HLR giving the new VLR the 
authorization to authenticate the MS. Nobody can suppose the value IMSI with the 
TID, since only the HLR knows the relation between the TID and the IMSI. Besides, 
there is no the exposure of the IMSI in wired channel, since the only authenticated 
VLR can use the IMSI, which is transferred in encryption mode to the VLR.  
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5   Discussions 

In this section, we shall demonstrate that our proposed schemes can achieve our re-
quirements.  

• Mutual authentication between the MS and the VLR: The HLR uses 
Auth_VLRV to identify the VLR and Auth_VLRH to transmit to the MS the fact 
that the VLR has been verified by the HLR of the MS. By authenticating Auth-
VLRH transmitted from the HLR, the MS can ensure that it is communicating 
with a legitimate VLR.  

• Reduction of bandwidth consumption: The HLR gives the VLR temporary se-
cret key TKi to authenticate the MS. As long as the MS stays in the coverage 
area of the new VLR, the VLR can use the TKi to authenticate the MS for each 
call. Since the new VLR does not go back to the HLR to require another set of 
authentication parameters, the signaling load is reduced between the VLR and 
the HLR.  

• Reduction in the storage of the VLR database: The VLR only stores one copy of 
authentication parameter instead of n copies (RAND, SRES, Kc).  

• The proposed schemes do not add any computations to it, nor is there any 
change in the original architecture of the GSM system in order not to lose sim-
plicity and efficiency advantages of the GSM system, which is widespread in 
the world. The security of the proposed schemes is still based on algorithms A3, 
A5 and A8.  

• Authentication of the MS by the new VLR: Authentication of a mobile user is 
done by the new VLR instead of the HLR except the first call for TMSI alloca-
tion, even if the VLR doesn’t know the subscriber’s secret Ki.  

• The only VLR that is authenticated by the HLR of the MS can use MS’s IMSI: 
The conventional papers and the GSM system assume that the VLR is a legal 
entity. In this paper, the HLR believes the new VLR according to the verifica-
tion result after authenticating it without any assumption. Thus the proposed 
protocols are more secure than the others. 

• Partial anonymity: Our approaches provide the mobile user with partial anonym-
ity by using the TID between the new VLR and the old VLR. The conventional 
approaches don’t provide partial anonymity at all. The procedure to provide par-
tial anonymity brings the effect to reducing encryption process, since the proce-
dures e.g., from the 1st to the 4th step that offer partial anonymity don’t use the 
encryption.   

• Secure location privacy: This is the most important goal in this paper. Our ap-
proaches used the TID instead of the IMSI between the new VLR and the old 
VLR. It is possible for the new VLR and any entities to acquire the IMSI only 
after the HLR authenticates them. When the HLR transfers the IMSI to the new 
VLR, the IMSI is sent in the encrypted mode by using the shared secret key be-
tween the HLR and the VLR. Thus the value IMSI isn’t exposed the unauthenti-
cated entities.  

The conventional protocols not only do not meet all our requirements, but they also 
change the architecture of the GSM authentication protocol. Our schemes keep the 
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advantage of not changing the architecture of the GSM system. Lee et al. [6] proposed 
the protocol that does not change its architecture. However, it doesn’t provide mutual 
authentication between the MS and the VLR. The GSM system doesn’t also support 
mutual authentication. Since the VLR doesn’t ask the HLR for another set of authen-
tication parameters in Lee et al.’s and our protocols, the bandwidth consumption is 
less than that of the original GSM protocol. In addition, the VLR requires storage of n 
copies of the authentication parameters in the original GSM protocol. In Lee et al.’s 
and our protocols, the VLR only requires storage of one copy of the authentication 
parameters instead of n copies in its database.  

Partial anonymity and the point that only verified VLR can use the IMSI are pro-
vided only in our paper. Also the subject of the IMSI assignment is done by the HLR 
instead of the old VLR. The procedure that the HLR sends the IMSI to the new VLR 
doesn’t need the additional computations to search and compute the IMSI, since the 
HLR already has the IMSI in its database and it uses the value IMSI in the original 
GSM system to check the correct MS. Thus the HLR has the responsibility on distri-
bution of the important information. In the original GSM system, there are at least six 
messages transmitted during location update for the MS. In our second proposed 
scheme, the number of data flows is reduced and it is shown in the table 2. The fol-
lowings are the meanings of the abbreviated words in table 3. MA: Mutual authentica-
tion between the MS and the VLR, RBC: Reduction of bandwidth consumption, RSV: 
Reduction of storage in the VLR, EVV: Encryption between the old VLR and the new 
VLR, PA: Partial anonymity, AI: Assignment of IMSI, UAV: The use of IMSI after 
authentication of the VLR, RF: Reduction of data flow in protocol, CAG: Change the 
architecture of the GSM system. 

Table 3. Comparison among GSM authentication protocols 

 GSM Ours1 Ours2 [6] [9] [12] 
MA N Y Y N Y N 
RBC N N N Y N Y 
RSV N Y Y Y N Y 
EVV N N N Y Y Y 
PA N Y Y N N N 

AI VLR HLR HLR VLR VLR VLR 
UAV N Y Y N N N 
RF - N Y Y Y N 

CAG - N N N N N 

6   Conclusions 

We have proposed the new user authentication schemes that can satisfy our require-
ments in order to overcome drawbacks of user authentication and location privacy in 
the original GSM system. Our schemes have some advantages addressed in section 4 
and 5 like other schemes. Also, our schemes provide additionally the partial anonym-
ity and the secure use of an IMSI by the only VLR that is verified by the HLR. Be-
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sides, our schemes offer the reduction of the total data flows by using a TID without 
changing the architecture of the original GSM system.  
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Abstract. The mobile video player that supports software decoders has a 
different structure from the video player that plays videos based on a hardware 
decoder. Therefore, this paper elucidates the design a mobile video player 
consisting of a network manager, displayer, event processor, data structure 
processor, and controller based on research regarding hardware restriction, a 
software development platform, and streaming implementation method, all of 
which were applied before implementing the video player at the WIPI platform. 
The mobile video player implemented based on the designs investigated during 
this research can be used as a tool to test function and the possibility of normal 
operation of a software decoder that targets an encoded visual, and also can be 
used as a tool to develop an improved software decoder. The design of a mobile 
video player in this paper follows from basic research on the construction of a 
mobile video total system based on the WIPI platform in the future. 

1   Introduction 

Platforms used in mobile phones exist in diverse forms, depending on the communi-
cation companies that produced them. In the case of Korea, GVM and SK-VM of SK 
Telecom, BREW and MAP of KTF, and KVM of LG Telecom correspond to such 
platform[1]. The problem with diverse platforms is that overlapped development of 
individual video player development and multimedia methods of the next generation 
for mobile phones waste development expenses. Therefore, an effort to standardize 
platforms has been made, and from this research the WIPI platform was developed.  
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The development of a mobile video player in a standard platform can reduce costs 
compared to the former method of developing each platform separately. Also, mobile 
a video player based on the standard platform has the strength of playing videos with-
out requiring an additional hardware chip because it can combine the video decoder 
with the software method. Therefore, there is need for a video player in a different 
form compared to the mobile video player combined with the former decoder based 
on a hardware chip, and the type of decoders must be distinguished according to mo-
bile phones along with the existence of a software decoder. Additionally, there is need 
for the design of an additional function other than the former mobile player based on a 
hardware decoder such as decoder manager.  

This paper analyzes the properties and structure of a mobile video player to support 
a software based decoder as the first level of implementation required to investigate 
the design and implementation of the WIPI platform[2] based mobile video player. 
Also, this paper outlines the design of a mobile video player appropriate for such 
conditions. 

2   Considerations for Designing Mobile Video Player 

A hardware executing application, platform that executes the software, network envi-
ronment, and oversees other basic content must be considered in all its complexity 
when designing and implementing a video player. 

The video player to be designed in this paper is the application executed in mobile 
phones including the WIPI platform among mobile phones[2]. Such a mobile phone 
has inferior resources compared to normal the PC environment that considers hard-
ware resources. Therefore, the following are the details to be considered in imple-
menting video player executed in mobile phones. 

First, the restriction of hardware; there is restriction in hardware function and dis-
play when operating the UI(User Interface) of a player[3]. Mobile phones have much 
a significantly more restricted display size than the size of display expressed in a 
normal PC environment. The video player designed in this paper is the application 
supported by normal mobile phones selected by the WIPI platform other than devices 
including operating systems such as WINDOWS CE selected by PDA-type mobile 
devices.  

Thus, the format of vide input and output is based on the video frame format of  
S-QCIF(Sub-Quarter Common Intermediate Format) or QCIF(Quarter Common In-
termediate Format) among CIF formats for the process of video input and output. The 
size of a LCD display of mobile phones includes mobile phones that have the size of a 
LCD display that can process video of such frame format. The video frame format is 
related to not only the display resolution, but also to power consumption used for 
decoder. Also, the hardware function defines CPU function of mobile phones nor-
mally used, and CPU currently used widely in mobile phones is ARM7 or ARM9 
versions. Considering that ARM9 has many aspects of video decoding through the 
decoder and execution of the player, ARM7 has comparably better functions. Thus, 
this research designed the platform based on functions of ARM9. 

Secondly, a platform that executes software should be considered. This paper aims to 
design and implement a video player in the WIPI platform. In other words, all functions 
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of the video player are designed with a focus on implementation based on Jlet in the 
WIPI platform. 

Thirdly, streaming needs to be considered since there is no allotment of large-scale 
memory unit as a data space for video playing due to hardware restrictions. For 
streaming, the research conducted for this paper designed parts of a network proces-
sor, and designed not only the network for streaming, but also file management part to 
take care of video data saved on the local memory. The file management part also 
plays an important role in player application since the data to be processed increases 
per second for streaming. 

In this way, there are many details to consider compared to a normal environment 
with abundant resources for many parts to design a mobile video player. Such consid-
erations must not be investigated one by one, but rather through a holistic approach. 
For example, the power consumption must be considered by considering not only the 
size of the LCD display, but also the fact that it involves mobile phones when select-
ing the video frame format of mobiles, and to process streaming data, the network 
speed and size of device memory must be considered and selected for the amount of 
momentary data process. 

3   Structure and Design of Mobile Video Player 

The structure of a mobile video player is composed of a network manager that exe-
cutes decoder search and a download function that can process video data and trans-
mit it to the decoder by receiving video data from a streaming server, displayer to 
highlight the decoded video data on display, an event processor to process all events 
that occur in the player, data structure processor to pass the data developed in decoder 
to the displayer, and controller to process all these together. 

 

Fig. 1. Video Player Structure 

3.1   Network Manager 

The network manager is divided into a RTP/RTCP[4][5] interface network controller 
to process streaming data, a file manager that processes data from streaming, and a 
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decoder manager to manage the downloaded decoder and download the appropriate 
decoder onto server.  

The network controller requests streaming data from the server and processes the 
data from the server. Also, it synchronizes, controls in sequence, and processes errors 
for video data. Data transmission are transmitted of UDP(User Datagram Protocol) 
through RTP(Real-time transport Protocol) module, and the control information 
transmits TCP(Transmission Control Protocol through RTCP(RTP Control Protocol) 
module. 

The file manager functions to prevent I/O bottleneck situation by appropriately 
processing data transmitted from mobile phones after streaming, and manages a 
buffer according to the capacity of memory unit of mobile phones. 

The decoder manager identifies an encoding format of video input that executed to 
process the decoder, which is a necessary factor for video play. This device conducts 
a search to determine whether or not the decoder is installed in mobile phones for 
video play according to the encoding format, or functions to download the decoder by 
connecting it to the decoder server if not installed. Such functions are executed 
through TCP transmission. 

 

Fig. 2. Overall Module of Network Manager 

 

Fig. 3. Detailed Module of Network Controller 



Design of Mobile Video Player Based on the WIPI Platform 897 

3.2   Displayer  

The displayer functions to output video display decoded data on mobile phones using 
the WIPI platform card, which is output after delivering a transmitted unit of mobile 
data NAL(Network Abstract Layer) from mobile phones after streaming through the 
network. Also, the displayer has skin for video players. 

3.3   Event Processor 

The event processor functions to deliver VCR events(play, pause, stop, jump) made 
through a device key developed in players through RTSP module to servers[6], and 
plays a role in processing all events that develop in the video player. 

3.4   Data Structure Processor 

The data structure processor defines standard structure of data transmitted to the dis-
player as module to process data delivered to the displayer from the decoder, and 
functions to manufacture data format output from the decoder. This functions to 
buffer communication between decoder and displayer as an inner module. 

3.5   Controller 

The controller functions to take care of errors that can develop in the application and 
life cycle processes of video player application. In other words, the controller controls 
each function of the video player and processes overall application. 

The decoder function is excluded from the mobile video player designed in this 
paper. The decoder forms a component format being downloaded independently. This 
means that the decoder does not include a chip in mobile phones in regards to hard-
ware, or implementation in regards to software. If the decoder is implemented in such 
software format, diverse videos can be played that follow the encoding standard 
through the suggested video player. 

4   Conclusion and Further Studies 

The video players implemented in recent mobile phones are mainly video player for-
mats developed according to each platform through a hardware decoder selected by 
each communication company. However, mobile phones that include the WIPI plat-
form have been gradually and continuously launched as the WIPI platform has been 
confirmed as the mobile standard platform of the next generation. Such changes in the 
environmental conditions mean that each communication company is moving away 
from the environment of individual development. Moreover, the suggested mobile 
video player has the strength of adopting easily in diverse kinds of mobile phones 
since it does not depend on a hardware chip to decode the encoded video. 

This paper suggests details that must be considered before implementing the mo-
bile video player that has such strengths, and designs a mobile video player executed 
in the WIPI platform based on such considerations. 
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Based on the results of this research, solutions to problems encountered while im-
plementing the WIPI platform provided in mobile phones based on actual ARM9 
were identified, and an improvement in the technology for implementation in the 
future was achieved. The representative problem involves the weakness of not being 
able to elicit the hardware function 100% since the WIPI platform graphic package is 
a standardized package for all mobile phones. Therefore, there is need to research the 
coding format to elicit maximal graphic functions by analyzing the compilation proc-
ess when mobile video controller application is downloaded after being compiled 
according to the hardware of each device, and to implement a player accordingly. 

References 

1. Si-woo Byun and Sook-eun Byun, “A study on WIPI Platform for Efficient Mobile Busi-
ness,” Korea Information Science Society, Vol. 4, No. 2, pp. 79-93, 2003.  

2. Mobile Standard Platform WIPI 2.0.1, Specification No. KWISFS.K-05-003, Sep. 2004.  
3. Jae-Wook Yeou, Jae-Il Jung, Yong-Kyung Shin, and Sang-Wook Kim, “The MPEG-4 

Video Player for PDA,” Korea Information Science Society, Vol. 29, No. 2, pp. 145-147, 
Oct. 2002.  

4. “RTP:A Transport Protocol for Real-Time Applications,” Request For Comments(RFC) 
1889, Internet Engineering Task Force, Jan. 1996.  

5. Real Time Streaming Protocol, Request For Comments(RFC) 2326, Internet Engineering 
Task Force, Nov. 1998.  

6. Hyung-Kook Jun and Pyeong-Soo Mah, “Design and Implementation of MPEG-4 Media 
Player Supporting QoS and Retransmission,” Korea Information Science Society, Vol. 29, 
No. 2, pp. 343-345, Oct. 2003. 



M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 899 – 908, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Discovering Patterns Based on Fuzzy Logic Theory 

Bobby D. Gerardo1, Jaewan Lee1, and Su-Chong Joo2,∗ 

1 School of Electronic and Information Engineering, Kunsan National University 
68 Miryong-dong, Kunsan, Chonbuk 573-701, South Korea 

{bgerardo, jwlee}@kunsan.ac.kr 
2 School of Electrical Electronic and Information Engineering, Wonkwang University 

344-2 Shinyong-dong, Iksan, Chonbuk 570-749, South Korea 
scjoo@wonkwang.ac.kr 

Abstract. This study investigates the formulation of fuzzy logic as integrated 
component of the proposed model in data mining in order to classify the dataset 
prior to the implementation of data mining tools such summarization, 
association rule discovery, and prediction. The novel contribution of this paper 
is the fuzzification of the dataset prior to pattern discovery. The model is 
compared to the classical clustering, regression model, and neural network 
using the Internet usage database available at the UCI Knowledge Discovery on 
Databases (KDD) archive. Our test is anchored on parameters like relevant 
measure, processing performance, discovered rules or patterns and practical use 
of the findings. The proposed model indicates adequate performance in 
clustering, higher clustering accuracy and efficient pattern discovery compared 
with the other models. 

1    Introduction 

The current trend shows that intelligent system uses fuzzy logic and neural network 
theories to minimize uncertainty of data and in addition, the latter could provide fair 
learning performance by modeling human neural system mathematically [1].  

Fuzzy logic had been claimed as one of the better techniques in connection with 
the human reasoning and decision making purposes. The fuzzy theory was coined by 
Zadeh in the paper fuzzy sets [2]. This fuzzy logic is a relatively young discipline, 
both serving as a foundation for the fuzzy logic in a broad sense and of independent 
logical interest, since it turns out that strictly logical investigation of this kind of 
logical calculi can go rather far. The use of fuzzy theory [3] could extend to business 
and finance, traffic control, automobile speed control, and earthquake detection. 

In the other perspectives, varieties of data mining tools had been developed to 
address major applications in academic, business or industrial purposes. Some 
examples of these tools are used for concept description, discovering patterns, 
classification, prediction, and cluster analysis. Some constraints that most researchers 
observed in the data mining tasks are calculation speed, practical value of the methods 
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used, reliability of the approach for computation, heterogeneity of database, and large 
amount of data to compute. 

Despite of the efficiency of some neural network algorithms [1], [4], [5] in 
classification or clustering, it is noted that the performance or computation time is 
sometimes unbearable. This study will introduce the selected intelligent system 
theories and propose a modified model using one of the theories as integrated 
component of the data mining system. We will investigate the formulation of fuzzy 
logic as integrated component of the proposed model in order to classify the original 
dataset prior to implementation of other data mining tools such summarization, 
association rule discovery, and prediction. 

The novel contribution of this paper is the fuzzification of the dataset prior to 
pattern discovery, this is presented in section 3. The model will be compared to the 
classical clustering, regression and neural network using the database available at the 
UCI KDD archive [6]. Our test is anchored on parameters like relevant measure, 
processing performance, discovered rules and practical use of the findings. 

2   Related Studies 

One of the essential processes in data mining is the association rule discovery 
rendered on from simple to complex database repositories in the distributed system. 
Association rule mining tasks are finding frequent patterns, associations, or causal 
structures among sets of items in transactional databases, relational databases, and 
other information repositories. Data mining uses various data analysis tools such as 
from simple to advanced mathematical algorithms in order to discover patterns and 
relationships in databases.  

Cluster analysis is used for data analysis in solving classification problems.  The 
goal of cluster analysis is categorization of objects so that the degree of correlation is 
strong between members of the same cluster and weak between members of different 
clusters.  Such classification may help formulate hypotheses concerning the origin of 
sample, describe a sample, predict the future behavior of population types, and 
optimize the functional processes on classes within the population [7], [8].  

The k-means algorithm is one of a group of algorithms called partitioning methods. 
This algorithm is primarily used for clustering tasks. Its means are used as the new 
cluster points and each object is reassigned to the cluster that it is most similar [9].  

2.1   Intelligent System Theories 

The most prominent theories in intelligent systems are fuzzy logic, neural network 
and regression theories, which will be discussed in the subsequent sections. 

The Fuzzy Theory. Fuzzy systems are an alternative to traditional notions of set 
membership and logic that has its origins in ancient Greek philosophy, and 
applications at the leading edge of Artificial Intelligence. Yet, despite its long-
standing origins, it is a relatively new field, and as such leaves much room for 
development [10]. Fuzzy theory had been utilized in various fields like in dynamic 
control environment, traffic accident prediction, information retrieval system, 
navigation systems for cars, automatic operations of trains and water level controller.  
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One significant application is in expert system where the theory is used for decision 
support, financial plan, diagnostics systems and information retrieval. In the study of 
Saint-Paul et al. [11] about general purpose database summarization, they used fuzzy 
set-based methods to construct robust summaries from datasets, using linguistics 
variables. Their process yields summary hierarchy which provides views on the data 
at different levels of granularity through perfectly understandable high level 
descriptors. In the study of Lee et. al. [1], the neural network, fuzzy, quantification 
and regression models were compared for accident frequency prediction.  They noted 
that fuzzy and neural network models were superior to the other models mentioned. 

The study on expert system using fuzzy logic shows improved performance based 
on the network traffic detection [3]. Their system has a knowledge base that stores 
rules used by the fuzzy inference engine to get a new fact from them. 

Natural language abounds with vague and imprecise concepts [10], such as "Clark 
is heavy," or "It is very cold today." Such statements are difficult to translate into 
more precise language without losing some of their semantic value .The main notion 
about fuzzy systems is that truth values (in fuzzy logic) or membership values (in 
fuzzy sets) are indicated by a value on the range [0.0, 1.0], with 0.0 representing 
absolute falseness and 1.0 representing absolute truth. For example, let us consider the 
statement: "Barry is old." If Barry's age was 72, we might assign the statement the 
truth value of 0.76. The statement could be translated into set terminology as follows: 
"Barry is a member of the set of old people." The probabilistic approach yields the 
natural-language statement, "there is a 76% chance that Barry is old," while the fuzzy 
terminology corresponds to "Barry's degree of membership within the set of old 
people is 0.76". Brule [10] defined the membership function for fuzzy set as follows: 

Definition. Let X be some set of objects, with elements noted as x. Thus, X={x}. A 
fuzzy set A in X is characterized by a membership function  mA(x) which maps each 
point in X onto the real interval [0.0, 1.0]. As mA(x) approaches 1.0, the "grade of 
membership" of x in A increases. 

A study in information retrieval [4] uses fuzzy theory to cluster information. Its 
method is partitioning a given set of documents into groups using a measure of 
similarity which is defined on every pairs of documents. Similarity between 
documents in the same group should be large, while it should be small for documents 
in different groups. In a related study, similar technique was used in bioinformatics 
and medical science research. For instance, Dembele and Kastner [12] used the Fuzzy 
C means in partitioning of data. Other methods like K-means or self-organizing maps 
only assign each sample to a single cluster. In addition, these methods do not provide 
information about the influence of a sample for the overall shape of the clusters.  

In our approach we integrate the fuzzy logic to cluster the dataset prior to mining so 
we can determine the clustering of sample data, which will indicate acceptable 
criterion values for its membership to a cluster. Furthermore, each group of data 
would likely reveal association and denote influence of a sample to a given cluster. 

The Neural Network. There are many innovative researches in the application of NN 
to information retrieval as cited in [4]. Their particular study on information retrieval 
deals with the use of neural network to handle vagueness and uncertainty in data. On 
the other hand, the study on traffic accident predictions [1] also used NN to provide 
fair learning performance on the model that they proposed. 
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In general, the NN approach to clustering tends to represent each cluster as a 
prototype. The prototype of the cluster does not necessarily have to correspond to 
particular data example or object. The attributes of an object assigned to a cluster can 
be predicted from the attributes of the cluster prototype. Self-Organizing Map is one 
of the most popular neural network models. It belongs to the category of competitive 
learning networks. As cited by Hollmen [5], the Self-Organizing Map is based on 
unsupervised learning, which means that no human intervention is needed during the 
learning and little is needed to be known about the characteristics of the input data.  

Another NN model is the Multilayer Perceptron (MLP). This class of networks 
consists of multiple layers of computational units, usually interconnected in a feed-
forward way. Each neuron in one layer has direct connections to the neurons of the 
subsequent layer. In many applications the units of these networks apply a sigmoid 
function as an activation function. Multi-layer networks use a variety of learning 
techniques, the most popular being the back-propagation.  

Regression Theory. Another theory used for intelligent system is the regression 
analysis. Its primary application is predicting continuous values rather than the other 
data types. Linear regression is the simplest form of regression analysis. The simplest 
form of a regression model contains a dependent variable also called outcome 
variable and a single independent variable also called factor. 

2.2   Data Mining Processes and the Association Rule Algorithm  

There are varieties of data mining algorithms that have been recently developed to 
facilitate the processing and interpretation of large databases. One example is the 
association rule algorithm, which discovers patterns in databases. The use of such 
algorithm is for discovering association rules. All rules that meet the confidence 
threshold are reported as discoveries of the algorithm. 

3    Architecture of the Proposed Data Mining System  

Based on the literatures that had been reviewed, we developed the proposed 
architecture for the data mining system as shown in Figures 1 and 2, respectively. The 
preprocessing stage as shown by funnel symbol in the figure includes data cleaning 
that performs data extraction, transformation, and loading. 

Fuzzy 
Clustering 

Partitioned data 

Phase 2 

Database 
Aggregated 
Data Cubes 

Phase 1 

Pre-processing Other 
Data Mining 
Techniques 

Phase 3 

Result  

Fig. 1. The Proposed 3-Stage Data Mining Process 
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This stage also detects missing or outlier data and applies necessary filtering. In 
addition, another filtering process to transform inappropriate data is rendered on this 
stage just incase the data type being preprocessed is not suitable to the algorithm that 
is used. This will result to an aggregated data cubes as illustrated in the same figure. 
The Phase 2 in Figure 1 shows the implementation of the classification while Phase 3 
is the implementation of data mining process to generate association rules. 

The refinement of the processes is presented in Figure 2. In Phase 2 the fuzzy 
processes are indicated by the bubbles as shown in the fuzzy clustering box. 
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Fig. 2. Process view of the fuzzy clustering and the pattern discovery 

Phase 3 is the final stage in which the association rule algorithm will be employed. 
The refinement of the process shows that the frequent itemsets will be calculated and 
compute for the association rules using algorithms for support and confidence. The 
output is given by the last rectangle showing the discovered rules. 

4    The Fuzzy Algorithm and Performance Analysis 

4.1   Fuzzy Algorithm 

The Concept of Fuzzy K-Means. The Fuzzy K-Means Clustering is an extension of 
the K-means clustering method. This particular clustering uses the method called the 
Fuzzy K-means. If we assume that all the data points are not known, then we can use 
the Sequential K-Means by gradually obtaining such data points over a period of time. 
The goal is to find such partitions of a set of n samples which maximize the criterion 
function like the distance [9]. Fuzzy clustering can be applied as an unsupervised 
learning strategy in order to classify data. 

The concept of Fuzzy comes from the Fuzzy logic, is an extension of Boolean logic 
dealing with the concept of partial truth. Whereas classical logic holds that everything 
can be expressed in binary terms (0 or 1, yes or no), fuzzy logic replaces Boolean 
truth values with degrees of truth [11]. Degrees of truth are often confused with 
probabilities. However, they are conceptually distinct; fuzzy truth represents 
membership in vaguely defined sets not likelihood of some event or condition. 
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Fuzzy K-Means Algorithm. For each iteration of the classical k-means procedure, 
we assumed that each feature vector belongs to exactly one cluster. We can relax this 
condition and assume that each sample Xi has some graded or "fuzzy" membership in 
a cluster μj. The probabilities of cluster membership for each point are normalized as:  
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where the distance,
2

ijij xd μ−= is calculated between each sample Xi and cluster μj. 

The pseudo code of the fuzzy clustering is presented below: 

1. begin  
2.     initialize n; μ1 ... μc; P(ωi | xj), where i = 1,..., c and j = 1, ..., n  
3.     normalize probabilities of cluster memberships  
4.     do  
5.         classify n samples according to nearest μi  
6.         recompute μi  
7.         recompute P(ωi | xj)  
8.     until no change in μi & P(ωi | xj)  
9.     return μ1 ... μc  
10. end  

This shows that the graded membership, which fuzzy K-means offers, improves the 
convergence of the algorithm [13]. This implies that the convergence is better than the 
classical K-means algorithm. 

4.2   Accuracy Measure 

To optimize the process, we will use the fuzzy clustering agent prior to the association 
mining. This process is shown by the fuzzifier box in Figure 3. This will enable to 
cluster highly correlated attributes in groups which will result to an aggregated data as 
indicated in the same figure. The fuzzification is a process using membership function 
in order to classify the data placed in the input data box into clusters (see Figure 3).  

The membership accuracy (MA) according to predefined clusters can be measured 
using the equation provided in the literature [3]. The MA is equal to correctly classified 
patterns (CCP) divided by total patterns (TP), where 1.0 being the highest MA and 0 is 
the lowest. The formula for membership accuracy is shown in Equation 4. 
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TP

CCP
MA =                                                        (4) 
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Fig. 3. Dataflow diagram of the proposed Fuzzy mining model 

4.3   Performance Analysis 

We used our previously generated dataset to test the proposed model. It contains 30 
attributes and 500 instances of transactional dataset synthetically and randomly 
generated. A total of 4 clusters had been identified and it is presented in Table 1. In 
summary, cluster 1 has a total of 15 cases, cluster 2 has 100 cases, cluster 3 has 109 
and cluster 4 has 276 cases. For classical clustering, cluster 1 has 15 cases, cluster 2 
has 99, cluster 3 has 108 cases and cluster 4 has 271 cases. 

Table 1. Comparison of fuzzy and classical clustering 

Models C1 C2 C3, C4 
 Rules Time Rules Time Rules Time Rules Time 
Data using 
Fuzzy clustering 

2/ 15 0.340 2/100 0.344 2/109 0.34 2/276 0.359 

Classical 
clustering 

2/15 0.344 2/99 0.344 2/108 0.344 2/271 0.360 

W/O Clustering 74 Rules, 0.968 seconds 
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Fig. 4. Performance comparison among the models 

Table 1 shows the comparison of the fuzzy, classical clustering and the non-
clustered dataset. It is noted that the former performs faster on pattern discovery than 
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the other methods as indicated by the processing time. The discovered best rules on 
each cluster indicate commonness of the rules obtained in the other clusters and the 
un-clustered dataset. Figure 4 shows that the accuracy of the fuzzy model which 
accounted to 100.0 % with classifying time of 2.0 seconds. It can be noted that for the 
same dataset, the classical k-means reveals faster processing time (1.0 sec.) but lower 
correctly classified instances (58%). For NN and SLR, it have values of (100%, 28 
sec.) and (100%, 5 sec.), respectively. Then it follows that the membership accuracy 
is 1.0 for Fuzzy, NN and SLR while 0.58 for K-Means. This implies that the latter has 
a lower membership accuracy value than the other models. And this further implies 
that the fuzzy model shows higher MA and good classifying time. 

5   Experimental Evaluations 

The experiment was performed on the Internet usage dataset available at the UCI 
Knowledge Discovery on Databases (KDD) archive [6]. The dataset contains 70 
attributes and 10,104 instances or observations. It comes from a survey conducted by 
the Graphics and Visualization Unit at Georgia Institute of Technology and it is about 
the "general demographics" of Internet users. The evaluation platforms used in the 
study were IBM compatible PC, Window OS, Java, Python and an open source Weka 
[14] machine learning algorithms for data mining. 

5.1   Clustering and the Discovered Patterns 

This procedure attempts to identify relatively homogeneous groups of cases based on 
selected characteristics. Table 2 shows that a total of 4 clusters had been identified 
and the group membership of each case is partially indicated in the same table. The 
table uses all the instances and classified using the fuzzy algorithm. A corresponding 
4 clusters had been identified and the discovered rules based on 95 percent support 
threshold are also indicated in the same table. A 99% confidence had been set prior to 
the experiment. This implies that the same confidence for the best rules was obtained.  

The result shows only the first five rules generated for each of the cluster. In 
cluster 1, the first rule means that V36 (computer platform) is associated to V62 
(webpage creation) with support of 95% and confidence of 99%. The second rule 
means that V37 (primary language) is associated to V62 (webpage creation) with 
confidence of 99% while the third rule means that V36 (computer platform) and V37 
(primary language) is associated to V62 (webpage creation) with confidence of 99%. 
The same fashion of explanation could be done to other rules. 

It is essential to learn that there would be an improvement in processing time since 
the computation is based on chunks of data, i.e. processing of clustered instances. It is 
also interesting to note the difference of computing time as revealed by the graph 
below, showing the comparison of the original and clustered dataset. 

Shorter processing time had been observed when computing for smaller clusters 
implying faster and ideal processing period than dealing with the entire dataset. The 
result of the processing time comparison is shown in Figure 7. 
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Table 2. Summary of cluster assignment and discovered rules 

 Un-clustered 
Dataset 

Clustered Instances 
 

Clusters  All  1 2 3 4 
Member 
Instances  

10,104 5,394 68 4,344 298 

Best Rules 
Generated  

V60 V62  
V36 V60 V62  
V32 V60 V62  
V32 V36  V60 V62 
V37 V60 V62 

V36  V62 
V37  V62 
V36 V37  V62 
V32  V62 
V32 V36  V62 

V27  V20 
V20  V27 
V32  V20 
V20  V32 
V34  V20 

V36  V62 
V37  V62 
V36 V37  V62 
V32 V62 
V32 V36  V62 

V62  V36 
V36  V62 
V32  V36 
V32  V62 
V37  V36 

Time  to process 
rules (sec.) 

10 .0 4.0 0.5 4.0 0.5 
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Fig. 5. Comparison of processing time 

The result further implies that the blending of fuzzy clusters and association 
algorithm specifically isolate groups of correlated cases. This resulted to some 
partitions where we could conveniently analyze specific associations among clusters. 
In addition, the rules obtained per cluster indicated similarities of rules obtained for 
the entire dataset. It is imperative to generalize, although, not generally proven that 
since each cluster constitute higher correlations among the instances then the patterns 
obtained for such cluster will bring more meaning during analysis.  

6   Conclusions 

The preceding results were implemented using the approach shown in an example in 
section 4 and the model is tested on a dataset obtained from UCI database repository. 
The experiment reveals efficiency in relation to convenience and practicality of 
analyzing the results based on the discovered rules. It can be noted that the discovered 
best rules on each cluster indicated commonness of the rules obtained from the other 
clusters and the un-clustered dataset. 

The results used the blending of the proposed fuzzy clustering and data mining 
algorithms. Higher clustering accuracy and better processing time have been observed 
using the proposed model. Shorter processing time had also been observed in 
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computing for smaller clusters implying faster and ideal processing period than 
dealing with the entire dataset. 

We have provided examples, performed experiments and generated results but more 
rigorous treatment maybe needed if dealing with more complex and other types of 
databases. Although, we were not able to rigorously prove the specific behaviors of 
rules obtained per cluster versus the entire dataset, it remains as the future task of this 
study. Other future investigations will include scalable fuzzy clustering and to 
carefully compare it with other existing intelligent system models.  
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Abstract. In the current marketplace, there are maturity models, standards 
methodologies and guideline that can help an organization improve the way it 
does business. Software process assessment models, ISO/IEC 15504 and 
CMMI provide a tool to assess your organization’s software development 
capability. Experienced assessors make these assessments. However these 
models don’t supply systematic metrics for software process assessment. 
Therefore the assessors have used their subjective estimations for quantitative 
measurement in their software process assessment. This paper defines the 
basic metrics and presents the standard metrics in categories of process 
defined by ISO/IEC 15504 to assess software process quantitatively and 
objectively. In addition, presents an essential guideline to identify your 
organization’s condition by suggesting a process maturity assessment metrics 
to apply the standard metrics to your organizations. 

1   Introduction 

The quality of a product depends on quality of a process is a known fact. Many 
industrial software organizations have put effort to improve their software process, 
which based on ISO/IEC 15504, CMMI. To improve the quality of software and 
their organization’s software development capability and productivity, various ap-
proaches have been tried [3][11]. Process assessment enables to identify the process 
capability, and based on the resulted assessment you can expect an enhancement of 
the process by identifying your process strengths, weaknesses and risks and pre-
venting them. This paper intends to present the methods of how to design standard 
metrics and apply them, on which you can assess the main process defined by an 
assessment model in order to measure an achievement of the process goal in their 
performing organization and an achievement of their activities quantitatively. In 
chapter 2, a representative software process capability assessment model will be 
introduced, in chapter 3, ISO/IEC 15504 process assessment metrics will be de-
fined, process maturity assessment metrics will be presented in chapter 4, and the 
last chapter 5 will conclude this paper. 



910 S.-M. Hwang and H.-G. Yeom 

2   Software Process Capability Assessment Model 

An organization having higher development maturity has better software process in the 
overall areas of their organization and they can implement software more consistently. 
Software process capability refers to the ability of the organization to produce these 
products predictably and consistently. A capability level is a set of process attributes 
that work together to provide a major enhancement in the capability to perform a proc-
ess. Each level provides a major enhancement of capability in the performance of a 
process [1]. 

2.1   ISO/IEC 15504 

Alike CMMI, ISO/IEC 15504 also assesses process maturity by identifying present 
process condition to support organization’s process enhancement activities [10]. It 
defines a Process Assessment Model (PAM) that supports the performance of an 
assessment by providing indicators for guidance on the process purpose [2]. 

Table 1 shows the process defined by ISO/IEC 15504. 

Table 1. ISO/IEC 15504 Process 

PRIMARY Life Cycle Processes ORGANIZATIONAL Life Cycle Processes 
1. Acquisition Group 
ACQ.1 Acquisition 
Preparation 
ACQ.2 Supplier selection 
ACQ.3Supplier monitor-
ing 
ACQ.4Customer accep-
tance 

2. Supply Group 
SPL.1 Supplier tendering 
SPL.2 Contract agreement 
SPL.3 Software release 
SPL.4Software acceptance 

1. Management Group 
MAN.1 Organizational alignment 
MAN.2 Organization management 
MAN.3 Project management 
MAN.4 Quality Management 
MAN.5 Risk Management 
MAN.6 Measurement 

3. Engineering Group 
ENG.1 Requirement elicitation 
ENG.2 System requirement analysis 
ENG.3 System architectural design 
ENG.4 Software requirement analysis 
ENG.5 Software design 
ENG.6 Software construction 
ENG.7 Software integration 
ENG.8 Software testing 
ENG.9 Software installation 
ENG.10 System integration 
ENG.11 System testing 
ENG.12 System & software maintenance 

2. Process Improvement Group 
PIM.1 Process establishment 
PIM.2 Process assessment 
PIM.3 Process improvement 
3. Resource & Infrastructure Group 
RIN.1 Human resource management 
RIN.2 Training 
RIN.3 Knowledge management 
RIN.4 Infrastructure 
4. Reuse Group 
REU.1 Asset management 
REU.2 Reuse program management 
REU.3 Domain engineering 

4. Operation group 
OPE.1 Operational use 
OPE.2 Customer support 

  

SUPPORTING Life Cycle Processes 

1. Configuration control Group 
CFG.1 Documentation Management 
CFG.2 Configuration Management   
CFG.3 Problem Management  
CFG.4 Change Request Management 

2. Quality Assurance Group 
QUA.1 Quality assurance 
QUA.2 Verification 
QUA.3 Validation 
QUA.4 Joint review 
QUA.5 Audit   
QUA.6 Product Evaluation 
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2.2   CMMI 

SW-CMM was sunset because SEI decided not to supply SW-CMM used for last 10 
years till end of 2003 any more and to distribute only CMMI after 2005[4]. CMMI 
provides a framework for introducing new disciplines about systems engineering 
and software engineering as needs arise [12]. CMMI process can be simplified as a 
Figure 1. 

 

Fig. 1. CMMI Process 

3   ISO/IEC 15504 Process Assessment Metrics 

3.1   Basic Metrics Definition 

To maximize the effect of organization management a metrics is required which 
measuring the process performance of the software project quantitatively. For an 
organization, to be qualified by ISO/IEC 15504 or assessed Level 4 or above by 
CMMI quantitative process management must be followed and all process perform-
ance (basic performance, management performance) has to be measurable [1]. 

The measures in quality process management consist of the size of product, dead-
line, man month, cost, resource, modification, risk and defect, which are basic ele-
ments for the metrics [7]. 

3.2   ISO/IEC 15504 Standard Metrics Design 

Based on the basic performance of 48 number sub-processes categorized in ISO/IEC 
15504 a standard metric definition can be defined on the basis of basic metrics[8][9]. 
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Table 2. Basic Metrics 

Category Metrics name formulas 
Compliance of planed 
process 

(number of executed process /number of 
planned process)*100 

Process 
Progress ratio compli-
ance of planned 

(actual ratio of progress/planned ratio of 
progress)*100 

MM MM (actual mm/planned mm)*100 
Cost Cost ratio (actual cost/planned cost)*100 

Productivity 
Productivity in each 
process 

Analysis: number of requirement /mm 
Design: number of design item/ mm 
Implementation: (fp or loc)*mm 

Size 
Compliance of product 
size 

(actual size/planed size)*100 

Resource 
Compliance of Computer 
resource 

(actual computer resource/estimated computer 
resource)*100 

Requirement 
Ratio of CR (number of changed requirement/number of 

initial requirements)*100 
Ratio of risk occurrence (number of realized risk/number of fined 

risk)*100 
Quality 

Ratio of fault remove (number of removed fault/number of discov-
ered fault)*100 

Table 3. Standard Metrics Definition-Example 

Metric Actual Size Ratio vs Expectation 
Metric ID M001 Category Size ISO/IEC 15504 CUS.2 Supply process 

Reporting Time plan-close Lower bound 50 Upper bound 150 
Formulas A/B*100 Unit % 

Information of measured value 
A Actual Size 
B Expectation Size 

Guidance for application 

Outline 

Measure the accuracy of the project size assessment. 
Size unit is measured by KSLOC(1,000 Source Line of Code), include an 
annotation and except the blank line.  
Whenever the expectation size can be estimated or re-estimated, it must be 
measure. The actual size must be measured after the test level. 

Analysis Method 
Whenever it is re-estimated, analyze the addition and reduction situation of 
the size, compare and analyze the actual size with the estimated value after 
coding. 

Indicator A graph of broken line 

Explaining as the 
Result 

85 =< Ratio =< 115 : The appropriate estimating for the size 
Ratio>115: The underestimating for the size. This ratio may made the cost 
and schedule increase, which measure to keep the schedule through the 
changing cost and additional MM as reschedule. 
Ratio<85: The overestimating for the size. Arrange the unnecessary cost 
and manpower as reschedule. 
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The components of metric definition are metrics name, metrics ID, category be-
longing to basic metrics, related ISO/IEC 15504 processes, reporting time of metrics 
measured, allowable maximum and minimum scope of relevant measured values, 
calculation for measured value, value unit and related measures, method to analyze 
related metrics semantically, indicators to express those meaning effectively, result 
analysis showing the meaning of measured results and according to those results indi-
cations and procedures need to be taken[8]. 

3.3   ISO/IEC 15504 Group Process Measurement Metrics 

3.3.1   Engineering Group Process Measurement Metrics 
To measure Engineering Group process 23 numbers of metrics are defined [6]. By 
using one of those metrics, ENG.1 Requirement Elicitation we define a metrics shows 
an equivalent rate of requirements allocated to software and system requirement list 
checking if there is enough system resource for balance. Table 4 below show the 
metrics definition. 

Table 4. Requirement Elicitation Process Measurement Metrics Definition 

Metric Compliance of System Requirement  Item 

Metric ID ENG01 Category Requirement 
ISO/IEC 
15504 

ENG.1 Require-
ment Elicitation 

Reporting 
Time 

Before 
ENG.2 

Lower bound 50 Upper bound 100 

Formulas A/B*100 Unit % 
Information of measured value 

A a number of software requirement analysis  
B a number of software requirement in the system requirement analysis list 

    
Guidance for application 

Outline 
Indicate system requirement for balancing with assigned requirement in soft-
ware. 

Analysis 
Method 

(a number of software requirement analysis / a number of software requirement 
in the system requirement analysis)*100 

Indicator A graph of broken line 
Explaining 

as the Result 
The more ratio approach to 100, the more system requirement is balanced. 

3.3.2   Configuration Control Group Process Measurement Metrics 
To measure Configuration Control Group process 4 numbers of metrics are defined.  

The metrics of verified configuration item rate in comparison of all is shown in 
Table 5. 
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Table 5. Configuration Management Process Measurement Metric Definition 

Metric Verified Configuration Item Rate 

Metric ID CFG02 Category Process ISO/IEC 15504
CFG.2 Configuration 

Management 

Reporting 
Time 

Before 
CFG.3  

Lower bound 50 Upper bound 100 

Formulas A/B*100 Unit % 
Information of measured value 

A verified configuration items 
B total configuration items 
   

Guidance for application 

Outline 
It shows the observance degree of  the configuration management work which 
is completed 

Analysis 
Method 

(a number of verified configuration items/ a number of total configuration 
items)*100 

Indicator A graph of broken line 
Explaining as 

the Result 
it confronts to the configuration item possibility of being defined and as ratio of the item 

which is verified in 100 near recording process accomplishment  it is high the meaning 

4   Process Capability Assessment Metrics 

To measure a process capability resulted in SPA (Software Process Assessment) 
quantitatively is very difficult. The properties of process which determining the 
process capabilities are formed with qualitative actions. For the better quantitative 
assessment to a given process capability we suggest PCM (Process Capability 
Metrics). 

Through the indicators measuring achievement of PA in each capability levels we 
set questions, which can check those indicators to identify each process capabilities.  

PCMT (process capability metric table) is defined for assessors can input assess-
ment point into each question. It is shown in Figure 2. 

For capability assessment, PA, GPI, GRI, GWPI and so forth are defined in its 
level and assessors fill each items with assessment point by gathering each process 
performance achievement. GPI item is a mandatory item to be filled. Others can be 
optional by assessor consultation. 

Making a PCMT table, you can gather relevant PCM result when you consider the 
following conditions: 

Assessment has to cover one step higher target then your objective target 
GPI item is a mandatory item to be filled. Others can be optional by assessor 
consultation 
An average assessment point by many assessors can make assessment for same 
item. 
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The defined PCM for process capability is 

 

 

Fig. 2. Process Capability Metric Table (PCMT) 

5   Conclusion 

In this paper we suggest the metrics in each processes enables organizations to 
predict a direction for active process enhancement and to quantize present process 
condition specifically and to identify if the goal of process can achieve. This objec-
tive process metrics based on ISO/IEC 15504, which has not been introduced in 
previous process assessment models, can be expected to measure process capability 
and to identify the risk, problems, and condition of process performance by using 
these metrics. 
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Fig. 3. PCMT Application Method 
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Abstract. Recently, software quality evaluation based on ISO/IEC 9126 and 
ISO/IEC 14598 has been widely accepted in various areas. However, these 
standards for software quality do not provide practical guidelines to apply the 
quality model and the evaluation process of software products. Thus, we present 
a quantitative evaluation model using the ISO/IEC 9126 quality model in the 
Component Based Development (CBD) process. Particularly, our evaluation 
model adopts a quantitative quality model which uses the weights of quality 
characteristics obtained through carefully selected questionnaires for 
stakeholder and Analytic Hierarchical Process (AHP). Moreover, we have also 
examined the proposed evaluation model with applying the checklists for the 
artifacts of the CBD to a small-scale software project. As a result, we believe 
that the proposed model will be helpful for acquiring the high quality software. 

1   Introduction 

Recently, software quality evaluation based on the ISO/IEC 9126 [1] software 
product quality model and the ISO/IEC 14598 [2] software product evaluation process 
have been widely accepted in various areas. However, these standards do not provide 
practical guidelines to apply the quality model and the evaluation process of software 
products. This fact makes it difficult to use these standards in real software projects. 

In the acquisition process, requirements of quality evaluation are sometimes 
missing in some Request for Proposals (RFPs) or Proposals. Most activities of quality 
management have been focused on detection and correction of defects through a field 
overseeing, review meetings, tests, and audits. The standards for software quality are 
not considered in most quality assurance activities in real projects. Thus, the 
inadequate management of software quality causes un- expected defects in test and 
operation phases. In a worst case, it will result in the failure of delivery or the increase 
of maintenance cost. 

In software quality management, there are extensive research works on software 
quality model and evaluation process. The issues focused are metrics on COTS 
(Commercial Off The Shelf) based systems [3], metrics and models for cost and 
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quality of component-based software [4], quality models in software package 
selection [5], web application quality with WebQEM [6], and ontology for software 
metrics and indicators [7]. However, the research works to evaluate artifacts from 
software development process using the standard quality model and evaluation 
process are not well known. 

The Ministry of National Defense of Republic of Korea (ROK- MND) announced 
the Component Based Development (CBD) process for defense software in 2005 [8]. 
The ROK-MND has a goal to adopt the CBD in research and development projects. 
But the quality management was not the scope of the study on the CBD, though it is 
as important as development process. Thus, we present a software quality evaluation 
model to support the Component Based Development (CBD) of the ROK-MND. 
Particularly, the quantitative evaluation model is refined from the ISO/IEC 9126 
quality model.  

The rest of this paper is organized as follows. In section 2, we survey ISO/IEC 
9126, ISO/IEC 14598, and the CBD of ROK-MND as the related works. In section 3, 
we present a quantitative evaluation model with weights of quality characteristics 
which are obtained by carefully selecting questionnaires for the stakeholder and 
Analytic Hierarchical Process (AHP) [9]. In section 4, we describe a case study for 
our proposed approach through a trial evaluation of the CBD artifacts from a small-
scale project. In section 5, we conclude the results of our research and discuss the 
further works. 

2   Related Works 

In this section, we describe the ISO/IEC 9126 software product quality model, the 
ISO/IEC 14598 software product evaluation process and the CBD of the ROK-MND. 
First of all, the quality model in the ISO/IEC 9126 has been developed through the 
models from Boehm [10], McCall [11], Evans [12], etc.. A quality model gives a 
general purpose framework for approaches to development process quality, product 
quality, the life cycle and items to be evaluated. A software evaluation process uses a 
quality goal, a quality model, quality characteristics and their metrics in order to 
evaluate software products. Now, we focus on the standard quality model of ISO/IEC 
9126 for our works. 

The ISO/IEC 9126 describes software product quality and consists of four parts 
such as quality model and metrics with respect to external attributes, internal 
attributes, and quality in use. The quality characteristics are classified into subcharac- 
teristics. This standard also describes six quality characteristics and guidelines for its 
use, which might be useful not only for evaluating a software product but also for 
defining quality requirements and other usage. The 6 characteristics are as follows: 
functionality, reliability, usability, efficiency, maintainability, and portability. 
Moreover, they are refined into 27 subcharacteristics such as suitability, accuracy, and 
so on.  

The software quality evaluation process in ISO/IEC 14598 is composed of several 
phases such as establishing evaluation requirements, specifying evaluation, designing 
an evaluation plan, and executing evaluation. In the establishment phase of quality 
requirements, the degree of quality requirement is defined using quality 
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characteristics and their available subcharacteristics, which are necessarily defined 
before development. And the quality requirements of a product can be differently 
applied to its components according to the properties of the components. 

Table 1. The Component Based Development (CBD) process 

Phases Activities Artifacts 
Glossary 

Requirement definition (1R1) 
Requirement specification 

Architecture definition (1R2) System architecture definition 
Usecase specification 

Analysis 
(1R) 

Requirement analysis (1R3) 
Class specification 
Component catalog 
Component architecture definition 
Interface interaction specification 
Interface specification 
Component specification 

Preliminary design (2D1) 

Data design 
Component design 

Design 
(2D) 

Detailed design (2D2) 
Class specification 
Test plan 

Test preparation (3T1) 
Component test design 
Physical database 
Component code 
Component test design 

Implementation (3T2) 

User interface code 
Integration test design 

Implementation 
and Test 

(3T) 

Integration test (3T3) 
Integration test result 
System installation plan 

System analysis (4S1) 
System installation report 

Delivery 
(4S) 

Acceptance report (4S2) Training report 

In the specification phase of an evaluation, appropriate metrics should be provided 
not only for product characteristics but also for interactions between a product and its 
environment. Moreover, a measurement scale, ranks and final criteria for an 
evaluation should be provided. In the design phase of evaluation, we need to produce 
an evaluation plan which describes the evaluation methods and the schedule of the 
evaluation actions. Also it should be consistent with the measurement plan. Finally, in 
the execution phase of an evaluation, actual measurement is performed. The results of 
the measurement are compared with criteria and assessed in an overall point of view 
to make a final decision. 

The CBD of ROK-MND is composed of 4 phases, such as analysis, design, 
implementation and test, and delivery. Each phase is decomposed into activities and 
artifacts. Table 1 shows the CBD process for a small-scale development project. Here, 
we use some identifiers to represent phase order, phase acronym, and activity number 
(e.g., 1R, 2D, 3T, 4S, etc.). An identifier of the full CBD process consists of phase 
order, phase acronym, activity number, task number, and artifact order. For example, 
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the identifier, 2D11a, represents an artifact, component catalog, from a task, 
component identification, in an activity, preliminary design, in the design phase. 

3   A Qualitative Quality Evaluation Model 

In this section, we present a quantitative quality evaluation model in order to evaluate 
a software product based on ISO/IEC 9126 and to compare the user's quality goal 
with the measured value. The overall model explains the relationship among user's 
quality goal, measured quality values, quality characteristics, subcharacteristics, and 
their external and internal metrics. The internal metrics denote the software attributes, 
while the external metrics denotes software behaviors. 

3.1   An Overall Model for Quality Evaluation 

In the requirement phase, users establish their quality goal from needs with respect to 
quality in use. The needs of a system determine the external quality goal in the 
specification phase and the internal quality goal in the design and development 
phases. The external quality goal determines the internal quality goal. As the quality 
in use of a system is measured through external metrics in the operation phase, the 
external quality is measured through external metrics in the system integration and 
testing phases. But the internal quality is measured at the design and development 
phases. 
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Fig. 1. The quantitative quality evaluation model 

On the contrary, the internal quality indicates the external quality and the external 
quality indicates the quality in use. The quality goal values can be the criteria for the 
artifacts under evaluation. Fig. 1 shows the quantitative quality evaluation model.  

In an artifact evaluation, we select quality characteristics, subcharacteristics, 
metrics and their weights which reflect the output from the establishment phase of 
evaluation requirements. First of all, we describe our evaluation approach using 
internal metrics. The evaluated value eval(P, QSCij) is as follows, where QSCij is the 
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jth subcharacteristic of the ith characteristic of a product P, IQ_Mk is the kth internal 
quality metric, 1≤  k ≤  l, and l is the number of internal metrics for a product P. 

 
(1) 

And the evaluated value eval(P, QCi) is as follows, where QCi is the ith 
characteristic of a product P, weight(QSCij, Phase) is the weight factor of the 
subcharacteristic of QSCij in the development phase Phase, 1≤ j ≤ m, Σj=1,m 
weight(QSCij, Phase) = 1, and m is the number of subcharacteristics of a 
characteristic QCi. 

 

(2) 

As a result, the internal quality measurement value IQ_M_Val through internal 
metrics is calculated as follows, where weight(QCi, Phase) is the weight factor of the 
characteristic of QCi in the development phase Phase, 1≤ i≤ n, Σi=1,n weight(QCi, 
Phase) = 1, and n is the number of characteristics of a product P. 

 

(3) 

On the other hand, the external quality measurement value EQ_M_Val is measured 
through external metrics as the internal quality evaluation value. Moreover, we can 
estimate EQ_M_Val from IQ_M_Val. 

3.2   Weights of Quality Characteristics 

In this clause we present the result of our questionnaire to determine weights of 
quality characteristics. We have made up questions for 50 people. They are carefully 
selected to include personnel concerned with entire life cycle, stakeholder, careers of 
people and the reliability of answers. The procedure to obtain the weights of quality 
characteristics is as follows. First, we analyze the respondents. Next, we analyze the 
weights according to the respondents. And then, we extract the weights of quality 
characteristics according to the phases of software development life cycle. Finally, we 
perform similar work to obtain weights of quality subcharacteristics. 

The respondents are composed of four groups such as 17 acquisition managers 
(34%), 12 developers (24%), 11 users (22%) and 10 maintenance engineer (20%), and 
work for governmental organization, research institute for information technology, in-
house development division of a government organization, and a corporation. They 
also have careers related with software such as 13 people (26%) with more than 10 
years, 11 people (22%) between 7 and 9 years, 14 people (28%) between 3 and 6 
years, and 12 people (24%) with less than 3 years of experience. 

We have also inquired the recognition degree of respondents on importance of 
quality evaluation and suitability of quality evaluation using quality characteristics. 
As a result, 44 respondents (88%) have answered that software quality evaluation is 
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important. And 37 people (74%) have said that quality evaluation using quality 
characteristics is suitable. Moreover, we also found that 43 people (86%) understand 
the contents of ISO/IEC 9126. Hence, we believe that the data collected is reliable 
considering the structure and capability of the respondents. 

We have analyzed the collected data using AHP[9] to analyze weights of quality 
characteristics in software development life cycle. The Expert Choice is used as a tool 
to support AHP and the MS-Excel is used to process general data such as formation 
and careers of respondents, and the degree of recognition of quality evaluation. 
Particularly, AHP takes advantage of the reliability and consistency of analysis 
regardless of the size of samples.  

Through AHP analysis, we have extracted the weights of quality characteristics in 
accordance with software development life cycle. The weight of a quality 
characteristic is based on phases such as planning, design, coding, testing, and 
delivery. Table 2 shows a weight profile of quality characteristics. Similarly, weights 
of subcharacteristics are also provided through AHP analysis. These weight values are 
just reference data to set up weights of quality characteristics. Evaluators can adjust 
these weights for their applications. Moreover, these weights can be refined according 
to applicable domain. Thus, it will produce various profiles of weights. 

Table 2. A weight profile of quality characteristics 

Characteristics Planning Design Coding Testing Delivery 
Functionality 0.169 0.164 0.211 0.165 0.126 
Reliability 0.200 0.193 0.168 0.197 0.159 
Usability 0.188 0.174 0.151 0.182 0.140 
Efficiency 0.167 0.168 0.165 0.151 0.160 
Maintainability 0.136 0.158 0.156 0.158 0.238 
Portability 0.140 0.143 0.149 0.146 0.177 

4   A Case Study 

The proposed approach is applied to a small-scale project which has the development 
period of 100 days after the contract and which develops a web-based system to 
assure interoperations between a legacy system and a new system. The small project 
adopts the CBD. In the evaluation requirement specification phase, the artifacts under 
evaluation are identified. Then, quality characteristics and their subcharacteristics are 
selected to meet the evaluation goal of the subjective artifact. And then in the 
evaluation specification phase, proper quality metrics for subcharacteristics are 
selected carefully. 

In the trial evaluation, we have developed 15 checklists for artifacts of the CBD 
such as requirement specification, usecase specification, and so on. A checklist can be 
created by the following steps during the software quality evaluation process, and also 
incorporates the mechanism of the quantitative quality evaluation model described in 
the clause 3.2. A checklist example for a requirement specification of the CBD is 
depicted in Table 3. 

This checklist has the fields, quality characteristics, subcharacteristics, inputs A 
and B, measurement formula, the measured value of a metric, the weight value, the 
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measured value of a characteristic and the total measured value. Here, if we assign 
input values, we can obtain the result instantly through the measurement formula. The 
measured value is also obtained through multiplying the weight value by the 
measured value. 

Table 3. A checklist example for a requirement specification of the CBD. Ch(Characteristic), 
Subch(Subcharacteristic), m(metric), w(weight), M(Measured value). 

Ch, Subch, m Check item w, M Score 
Total quality    
Functionality  0.169  0.853 

Suitability  0.050   0.871 
X = 1 - A1 / B1 0.825    
A1 = Number of functions 

in which problems are 
detected in evaluation 

14    

 
 

Functional 
adequacy 

B1 = Number of functions 
checked 80    

X = 1 - A1 / B2 0.844    
A1 = Number of functions 

in which problems are 
detected in evaluation 

14    

  

Functional 
implementation 
completeness B2 = Number of functions 

described in requirement 
specifications 

90    

X = 1 - A2 / B2 0.944    
A2 = Number of functions 

which is not implemented  5    

  

Functional 
implementation 

coverage B2 = Number of functions 
described in requirement 
specifications 

90    

  ...... ...... ......    

The rating level established is classified into five levels such as excellent, good, 
marginally acceptable, marginally unacceptable, and poor. And the rating level is 
related with score range from 0 to 1. These rating levels are classified into two rating 
categories. Table 4 shows the established rating levels. 

In the evaluation plan design (E3D) phase, we have established a brief evaluation 
plan with the checklists for the selected artifacts of the CBD. This plan includes the 
information on schedule, place, and method to achieve the objectives of the plan. 
Next, in the evaluation execution (E4E) phase, we have measured the value for each 
metric in a checklist. And then, the measured value is evaluated using the rating levels 
shown in Table 4. 

We have conducted the trial evaluation using the checklists for four artifacts of the 
CBD with respect to 6 characteristics. Fig. 2 depicts the result of the trial evaluation. 
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The measured value for the functionality of the class specification shows the highest 
value of 45%. The other values are distributed below 42%. Thus, the overall quality 
value marks low quality in the initial phase of the CBD. Moreover, we can find that 
the measured values for reliability, maintainability, and portability characteristics are 
0%. This evaluation result is unsatisfactory to the assessment criterion 70% and even 
to the required quality goal at the requirement phase 80%. Thus, the overall artifacts 
have been rejected in the trial evaluation. 

Table 4. The established rating levels 

Rating levels Score range Categories 
Excellent Above 0.800 
Good 0.700 ~ 0.799 
Marginally acceptable 0.600 ~ 0.699 

Satisfactory 

Marginally unacceptable 0.500 ~ 0.599 
Poor Below 0.500 

Unsatisfactory 

Through the result in Fig. 2, we have some findings as follows. First of all, user 
does not specify requirements properly in the initial phase. The quality score of 
requirements specification is 2.9% ~ 28.2% and that of Usecase specification is 
13.2% ~ 43.2%. And most non-functional requirements show 0%. And this project is 
focused on implementation due to the very short duration, 100 days. Thus, the 
artifacts are managed loosely.  

Here, our model shows the possibility of practical use in real projects. The 
checklist has been used effectively to find defects, shortages, and missing 
requirements in the early phase of the development process. And we can obtain a 
positive effect such that the defects can be corrected promptly using the result of the 
trial evaluation. 

0%

20%

40%

60%

Functionality Usability Maintainability Reliability Efficiency Portability

Glossary Requirement
specification

Usecase
specification

Class
specification

 

Fig. 2. The result of a trial evaluation 
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Furthermore, we can find that the requirements are not specified properly. Only 
functional requirements and the usability as a non-functional requirement are 
specified. Moreover, important non-functional requirements such as reliability, 
efficiency, and portability are missed. We can estimate that the requirements under 
evaluation are specified by novices without involving requirement experts. Thus, 
project manager can consider additional training or involving requirement experts. 

Meanwhile, we found some complementary points as follows. First, we need to 
assure the relationship between the metrics and subjective artifacts. Particularly, it is 
not easy to select proper metrics among 68 internal metrics and 178 external metrics. 
Second, we need to develop various profiles for checklists according the applicable 
areas such as web-based, embedded, distributed software. 

5   Conclusions 

Recently, the importance of high quality software development has become more 
important than ever. We need to manage quality of software continuously throughout 
software development life cycle. Most previous research works [3]-[7] on software 
quality evaluation are focused on COTS-based software or deliverable software 
products with quality model and metrics. However, this paper has presented a 
quantitative quality evaluation approach with respect to the Component Based 
Development (CBD) methodology of ROK-MND. We have incorporated the ISO/IEC 
9126 quality model and the ISO/IEC 14598 software product evaluation process into 
our proposed approach. The standard quality model includes quality characteristics, 
subcharacteristics, and quality metrics.  

Particularly, the proposed quality evaluation approach uses the quantitative quality 
model with weights of quality characteristics and subcharacteristics based on 
questionnaires given to the expert groups which include all personnel in software 
development life cycle. The data from questionnaire have been processed through 
Analytic Hierarchical Process (AHP) technique. The weights of quality characteristics 
are tailored according to applicable domain by expert group and then they are merged 
into the quantitative quality evaluation model. The quantitative quality model is 
incorporated into the software quality evaluation process for the CBD.  

We have also shown the viability of the proposed quality evaluation approach 
through a case study. The result shows the possibility of practical use in real projects. 
The evaluation model provides checklists supported by standard metrics. Hence, we 
can find missing requirements in the early phase of a development process. And we 
can differentiate software products various classes using the proposed evaluation 
process. 

However, we need further works for general application to real projects. We 
require more elaboration on finding the appropriate size of software with respect to 
the overhead in preparing for an evaluation. And we need to assess the effectiveness 
by applying several types of software products (e.g., embedded, commercial, and 
developed software) and to elaborate on the metrics and their weights continuously. 
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Abstract. In our research we have created a model for automatically converting 
components created in different languages to web services. The components 
that are developed in various languages are deployed dynamically (just in time) 
in the web servers by using custom built deployers. Using this model the users 
can access the components that reside in the server using open internet stan-
dards, without having to worry about the language and platform restrictions. We 
then present the Interoperable Component Specification Model(ICSM) for the 
Web services environment.  

1   Introduction 

The current trend in the IT world is focused towards providing a service oriented 
software solutions. Service oriented architecture provides a way for developing and 
deploying software components as well defined services. Component based develop-
ment and web services technologies provides a backbone for a true service oriented 
architecture. If the software components are provided as services, they will provide a 
high degree of reuse. The current research work focuses mainly on automatically 
converting components into web services, and deploying them dynamically by using 
custom deployers. 

The proposed model highly reduces the client side execution and increases the effi-
ciency of web servers by deploying only those components which re in demand as 
web services on receipt of client’s request. Dynamic generation of web services from 
a component requires knowledge of the language and the platform of the component. 
The component functionalities may be converted into a web service based on the 
language and features of the language in which the component is implemented. Dy-
namic generation of web services depends on the nature of the component and the 
appropriate tool or technology must be used to generate a web service dynamically. 
We have developed custom deplorers to handle the clients request for components in 
different languages. The proposed model combines the best aspects of component 
based development and web services. 

For CBD to be successful, components should be properly specified, easy to under-
stand, sufficiently general, easy to reuse, easy to adapt, easy to maintain, easy to de-
ploy, and easy to replace. We show the shortcomings of WSDL(Web Services De-
scription Language) which is the standard technology used to describe Web services 
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components, and propose an extension to WSDL that enhances its semantic 
power.  And, we show that the specification model in ICSM can be easily applied in 
the Web services environment.  

2   Related Work 

Components are pieces of software that can be combined to build a bigger whole (i.e., 
another component, subsystem, or system). Component-based development(CBD) is 
an approach to software development in which software systems can be built by 
adapting, assembling, and wiring together existing components. The major goals of 
Component-based Software Engineering(CBSE) are the provision of support for the 
development of systems as assemblies of components, the development of compo-
nents as reusable entities, and the maintenance and upgrading of systems by customiz-
ing and replacing individual components.  

There are several tasks involved in CBD – specifications, development, storage, 
deployment, retrieval, composition, deployment, testing, and maintenance. This set of 
tasks defines the CBD life cycle. The details of a task are dependent upon the specific 
component model being followed. A component model defines how a component is 
specified and how components are composed. It includes the set of component types, 
their interfaces, and, additionally, a specification of the allowable patterns of interac-
tion among component types. 

Web services offer a platform independent solution for system integration in a dis-
tributed environment. Web services have been positioned as a key enabler to Enter-
prise Application Integration and B2B integration. By using XML as an on-wire stan-
dard, Web Services resolve the interoperability problem that was a problem for earlier 
distributed systems such as RMI, DCOM, and CORBA. Web Services are loosely 
coupled, self-contained, and modular software components delivered over the Inter-
net. Web Services technology is compliant with open industry standards, like XML 
and HTTP. A Web services application can be easily located and invoked across the 
Internet. The key benefits of Web Services include lower overall integration costs, a 
higher degree of reusability and potential for new revenue streams.  

3   Dynamic Web Service Generation 

To dynamically generate a web service from a component requires knowledge on the 
language and the platform of the component. There are various tools and technologies 
available to create web services. The component functionalities may be converted into 
a web service based on the language and features of the language in which the com-
ponent is implemented. Dynamic generation of web service depends on the nature of 
the component and the appropriate tool or technology must be used to generate a web 
service dynamically. 

Figure 1 shows a logical view of the Web services architecture with the fundamen-
tal technologies involved in implementing Web Services.  
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Fig. 1. Web Services Logical View 

The Web services architecture is based upon the interactions between three pri-
mary roles: service provider, service registry, and service requestor. These roles inter-
act using publish, find, and bind operations. The service provider is the business that 
provides access to the Web service and publishes the service description in a service 
registry. The service requestor finds the service description in a service registry and 
uses the information in the description to bind to a service. In this view of the Web 
services architecture, the service registry provides a centralized location for storing 
service descriptions. The following shows short descriptions of each technology in-
volved in the Web services: 

• XML provides the format for transferring information/data between a Web Ser-
vices provider application and a Web Services client application.  

• SOAP(Simple Object Access Protocol) provides standard communication chan-
nel. It is an XML-based mechanism for messaging and RPC.  

• WSDL(Web Service Description Language) is a standard meta-language to de-
scribe the services offered. It is an XML equivalent of IDL.  

• UDDI(Universal Description Discovery and Integration) is used for registering and 
locating Web Services. It provides a “Yellow page” directory of Web Services.  

These technologies are emerging as Web services standards and will enable system-
to-system integration that is easier than ever before. More and more web services be-
come publicly available. They can be found in XMethods, BindingPost, and Microsoft.  

WSDL describes a Web service-the services provided, where to locate them, and 
other supporting information. One of the advantages of WSDL is that it allows 
separating the abstract functionality description offered by a service form message 
format and communication protocol. WSDL supports both functional and non-
functional descriptions. A functional description defines details on what operations 
are available, how and where to invoke them, and what the syntax of the resulting 
messages will be. Non-functional descriptions include details on policies, like secu-
rity or transactions.  

A web service is created for the component desired by the client. When the com-
ponent is selected, then the main web service can create a dynamic web service using 
the component DLL. Then the address or WSDL file of this newly created web ser-
vice can be given back to the client. When the client is done with the method calls, 
either a message can be sent to the consumer or the dynamic web service to terminate 
the web service. Thus the web service is created, used and then deleted when required 
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by the client. Web services can be developed in any language and used by programs 
written in any language or on any platform. All the client needs is a valid WSDL file. 

3.1   Steps for Converting Components into Web Services (Figure 2) 

1) Client searches the registry to find the component which matches its search 
criteria. 

2) If component is found, it contacts the service provider. 
3) The service provider pulls out the component from the repository. 
4) If it is a java component, it is dynamically converted into web service by using 

steps described in the diagram for converting java components to web services. 
5) If the component is a C++ component, it is dynamically converted into web service 

by following steps described in the diagram for converting C++ components to web 
services. 

6) The URI of the WSDL file is sent back to the client.  
7) The client can now access the component as a web service using SOAP mes-

sages. 

The current problem is to convert the already existing components into web ser-
vices dynamically i.e. the components should be stored in the repository and should 
be converted and deployed as web services only when there is a need to use this com-
ponent. The prototype of the proposed model is implemented by taking a java compo-
nent and a C++ component and converting them dynamically into web services.  

 

Fig. 2. Dynamic Web Service generation  

4   Converting C++ Component into a Web Service 

STEPS: 

• The Header file of the C++ Component is edited to define the new service. 
• The modified header file and the cpp file are then fed to the soapcpp2 compiler. 
• The compiler generates a wsdl file and studs and skeleton for deploying that co-

mponent as a web service. 
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The process of converting a C++ component into web service is shown in figure 3. 
The gSOAP toolkit is used to create web services in C++. The gSOAP Web services 
development toolkit offers an XML to C/C++ language binding to ease the develop-
ment of SOAP/XML Web services in C and C/C++. 

 

Fig. 3. Flowchart for converting C++ components to Web Service 

The soapcpp2 compiler available in the gSOAP toolkit is used to convert an exist-
ing C++ component into a web service. In order to convert a C++ component into a 
web service, the header file the C++ file has to be edited to define the web service 
method operations and the data types. Now the edited header file can be compiled 
using soapcpp2 compiler to create a stub and skeleton for the C++ web service and a 
SWDL for this new web service. The step in converting a C++ component into a web 
service is shown in figure 4. 

 

Fig. 4. Server side Development and Deployment 
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The Web service module was integrated into the CBD workbench, the java and the 
C++ components which were initially stored in the repositories were converted into 
web services on receipt of a client’s request. When the request arrives, the main web 
service creates and dynamic web service using the component DLL. The RUI of the 
web service is then sent to the client, and the clients were able to access these 
components using SOAP messages. Since the components are converted into web 
services, they provide high interoperability, as they follow open internet standards. 

The client’s request for the different components were successfully served, The 
components are successfully converted into corresponding web services based on the 
request, the proposed model worked fine for the java and C++ components, and the 
model can also be extended to convert components of other languages to web ser-
vices. The only additional step is converting that particular component into a web 
service, based on the client’s request. 

5   ICSM Component Model 

Figure 5 illustrates the overall structure of our component model. A protocol is the 
sequence of messages that constitutes the interaction of two components. If the proto-
cols of two components are not compatible, the components can not interoperate di-
rectly. The use of protocols to describe component interaction fosters structured, safer 
and potentially verifiable information exchange between components.  

 

Fig. 5. Protocol Specification 

In Figure 5, note that each interface specification is shown as a box with a pointed 
end headed toward its component. This implies that each interface specification lists 
only the methods provided by each component but not the methods requested from 
each component. As will be shown later, the protocol specification will provide an 
ordered list of the methods invoked by each component. In a sense, the protocol 
specification will work as a connector in an architectural framework. If we list meth-
ods both requested and provided in the interface specification, the assembly specifica-
tion would still not have information about dependencies among the methods. Note 
that the protocol specification is illustrated with arrows pointing in each direction. It 
supports messages in both directions. The following shows the UML diagram of our 
component model. A component itself may exist as either in binary or in source code 
form, but the specification must exist in a form that users of the component can freely 
inspect and study before deciding to use the component. 
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As shown, an instance can be implemented by several different components, but only 
one interface per component. CORBA’s CCM allows one interface per component, but 
COM model supports multiple interfaces per component. However, an interface in 
COORBA can inherit from multiple interfaces, so essentially both CCM and COM 
support multiple interfaces per component. In ICSM, we model a component itself as a 
class that has exactly one interface, but it can be implemented with a set of classes.  

The Interface Specification lists  

• full method signatures - the methods provided by the component, and  
• behavior - the roles played by the component and pre/post-conditions for each 

method . 

The Protocol Specification lists  

• parties (or roles) involved in the protocol,  
• messages exchanged,  
• sender/receiver of the message, and  
• sequence of messages sent/received. 

Note that the behavior specification in the interface is sometimes called a contract, 
and the interface is purely considered a syntactic entity. But in our model, an interface 
contains both syntactic and semantic entries. The following uses a formal set notation 
for the interface and protocol specifications.  

 

 

6   Behavioral and Protocol Specification in WSDL 

Consider an example in the banking domain. The following shows a withdrawal at-
tempt from a user to a Bank service via an ATM machine.  

 

Upon a Withdraw request, the Bank service first has to verify the account, and then 
checks the balance of the user’s account and then withdraws the cash amount from the 
account. The Bank service provides many banking related operations, including 
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verifyAccount, checkBalance, and withdrawCash. The Bank service can be described 
as a Web service with WSDL as shown in Figure 6.  

Currently, WSDL is mostly used to define the “signature” of the web service. 
Without support for behavioral and collaboration aspects, WSDL has the same prob-
lem as IDLs. One approach to support the behavioral specification is to provide an 
English-like description in WSDL for the behavioral aspect. However, this approach 
is subject to errors and is hard for other Web services tools to process. A better ap-
proach is to provide an extension to WSDL to effectively describe the behavior.  

  

Fig. 6. WSDL Description of Banking Service Fig. 7. Banking Service Specification 

For the collaboration aspect, message sequences can be described either in BPEL 
(Business Process Execution Language) with Web services orchestration, or by pro-
viding an extension to WSDL with state modeling. In the next section, we show our 
approach to extend WSDL to support the behavioral and collaboration aspects of Web 
services component specification. 

The interface definition can be embellished with additional behavioral and protocol 
specification using ICSL as shown in Figure 7. The pre and post-conditions in inter-
faceSpec is similar to contracts used in OCL. The Withdraw protocol lists the parties 
(or roles) involved in the protocol. Note that multiple components can take the role of 
Banker - ATM or on-line banking software. The protocol specification also shows the 
information of the sender/receiver of each message and the messages sequence by using 
the state transition model. The WSLD extension shown in Figure 8 includes behavior 
and protocol element. They both conform to the rules of XML syntax (or well-
formed). It shows the language used for the behavioral specification is ICSL. The 
protocol element in WSDL helps eliminate the message sequences ordering problem. 
The tool that reads this specification should be able to access the ICSL tool which can 
interpret and process the pre and pose-conditions for each operation.  
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Fig. 8. Extended WSDL Specification 

7   Conclusions and Future Work 

In this paper, we have created a model for automatically converting components cre-
ated in different languages to web services. We have motivated and laid the ground-
work for the integration of the Web services and Component Based Development. 
Web services represent a evolution of the Web to allow applications to interact over 
the Internet in an open and flexible way. Interoperability between different systems is 
one of the primary reasons for using Web Services. Web Services are gong to play an 
important role in the future of distributed computing, significant impacting applica-
tion and system development.  

Also, to address that one component can interact with another, we presented ICSM 
and its support of behavioral and collaboration aspect among components. The 
prominent use of XML and the need for integrating business enterprise applications 
have led to the success of Web services. One of the major thrusts for web services has 
been the promise of easy application integration by creating a WSDL representation 
for any applications (including legacy), which can then be registered to a central reg-
istry for later use by a thirdparty looking for an application.  

The major contribution of this paper is an extension of the Web services compo-
nent model to support semantics lacking in WSDL. The current Web services tools 
would not know how to deal with the extension. A proper mechanism is needed to tell 
the Web services tool to refer to a proper tool to process the semantic extension. We 
are working on refining the extension semantics and investigating a proper way of 
integrating the processing the semantic information under the Axis Web services tool.  
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Currently, the WSDL extension for the behavior and protocol elements is manually 
generated. We are considering tool support to automatically generate the WSDL 
codes from the specification written in ISDL. 
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Abstract. An ontology is a formal, explicit specification of a domain.
An important benefit of using an ontology during software development
is that it enables the developer to reuse and share application domain
knowledge using a common vocabulary across heterogeneous software
platforms and programming languages. One of the most important com-
ponents of ontologies is concept hierarchy, which models the informa-
tion on the domain of interest in terms of concepts and subsumption
relationships between them. However, it is extremely difficult and time-
consuming for human experts to discover concepts and construct concept
hierarchies from the domain.

In this paper we introduce Formal Concept Analysis(FCA) as the
basis for a practical and well founded methodological approach to the
construction of concept hierarchy. We present a semi-automatic tool,
FCAwizard, to support the concept hierarchy construction. Based on
the FCAwizard, we are now exploring a data-driven approach to con-
struct medical ontologies from some medical data contained in clinical
documents. We discuss the basic ideas of our work and its current state
as well as the problems encountered and future directions.

1 Introduction

An ontology is an explicit specification of a conceptualization [1]. One of the
most important components of ontologies are concept hierarchies, which model
the information on the domain of interest in terms of concepts and subsumption
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relationships between them. In object oriented systems this hierarchy is referred
to as class hierarchy that is the cornerstone of inheritance, subtype polymor-
phism and software reuse, etc [2]. In knowledge-based systems research, this
hierarchy is often termed an ontology that has many applications in many ar-
eas including natural language translation, medicine, standardization of product
knowledge, electronic commerce, and semantic webs [3]. Recently, this concept
hierarchy or ontology information can be modelled in UML class diagrams and
Object Constraint Language(OCL) constraints [4, 5]. Software design artifacts,
such as UML class diagrams, and even source code can be generated directly
from ontologies, thus effectively speeds up the software development process.
Moreover, in the early phases of software analysis and modeling, ontologies may
lay the ground for better integrated application systems and for better reusable
models and application components [6].

An ontology is based on the concept hierarchy to represent the concept gener-
alization structure generated from the underlying data. Concept hierarchies play
an important role as the backbone of object-oriented systems as well as some
knowledge-based systems, etc. In each of these systems, the developer attempts
to capture the main concepts and concept hierarchies of the domain relevant
to that system. However, manual construction of concept hierarchies is a com-
plex and time-consuming process. It is extremely difficult for human experts to
discover concepts and their generalization structures from given data. One solu-
tion to the problem is to build concept hierarchy automatically or at least, use
semi-automatic methods based on the formal concept analysis.

Our aim in this research is to adopt the FCA as a framework for the identifying
concepts and the construction of ontological concept hierarchies. More specifi-
cally we shall present a novel and data-driven approach to the semi-automatic
construction of ontological concept hierarchies from given data of a domain of
interest. The rest of the paper is organized as follows: in Section 2, we introduce
some basic notions of the formal concept analysis. In Section 3, it is presented
not only an overview of construction of ontological concept hierarchy, but also a
semi-automatic tool, “FCAwizard”, for concept hierarchy construction. Lastly,
we conclude the paper, giving the current state, the problems encountered and
future directions of our research in Section 4.

2 Basic Notions

Formal Concept Analysis(FCA) is a method mainly used for the analysis of data,
i.e. for investigating and processing explicitly given information. Such data are
structured into units which are formal abstractions of concepts of human thought
allowing meaningful comprehensible interpretation. FCA was introduced as a
mathematical theory modeling the concept ‘concept’ in terms of lattice theory
[7, 8]. This approach arose independently of ontologies, resulting in a different
formalization of concepts.
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2.1 Contexts and Concepts

FCA starts with a formal context that is comprised of a set of objects, a set of
attributes and a relation describing which objects possess which attributes. In
the formal definition, the set of objects is denoted by O, and the set of attributes
is denoted by A.

Definition 1. A formal context is a triple (O,A,R), where O is a set of
objects and A is a set of attributes, and R ⊆ O×A is a binary relation between
O and A. In order to express that an object o is in a relation with an attribute
a, we write (o, a) ∈ R and read it as “the object o has the attribute a”.

Table 1 shows a formal context of some animals that is based on the set of objects
O and the set of their attributes A as follows: O = {sea-turtle, dog, cat, cow},
A = {four-legged, land-living,water-living, livestock, pet} and the incidence rela-
tion R is given by the cross table. Let (O,A,R) be a context. For O ⊆ O, we
define intent(O) := {a ∈ A|∀o ∈ O : (o, a) ∈ R}, and, dually for A ⊆ A, we de-
fine extent(A) := {o ∈ O|∀a ∈ A : (o, a) ∈ R}. The function intent maps a set of
objects into the set of attributes common to the objects in O(intent : 2O → 2A),
whereas extent is the dual for attributes sets(extent : 2A → 2O). These two func-
tions form a Galois connection between the objects and attributes of the context.

Table 1. Formal context for animals

four-legged land-living water-living livestock pet
sea-turtle × ×

dog × × ×
cat × × ×
cow × × ×

The central notion of FCA is the (formal) concept. Objects from a context
share a set of common attributes and vice versa. Concepts are pairs of objects
and attributes which are synonymous and thus characterize each other. Concepts
can be imagined as maximal rectangles in the context table. If we ignore the
sequence of the rows and columns we can identify even more concepts. The
formal definition of concept is given in the following:

Definition 2. Let (O,A,R) be a context. A formal concept is a pair (O, A)
with O ⊆ O is called extension, A ⊆ A is called intension, and

(O = extent(A)) ∧ (A = intent(O)).

In other words a concept is a pair consisting of a set of objects and a set of
attributes which are mapped into each other by the Galois connection. The set
of all concepts of the context C = (O,A,R) is denoted by B(C) or B(O,A,R),
i.e., B(C) = {(O, A) ∈ 2O × 2A|O = extent(A) ∧ A = intent(O)}. For example,
all concepts of the context of Table 1 are as follows:
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Fig. 1. Concept lattice and the corresponding ontological concept hierarchy for the
context of Table 1

({sea-turtle, dog, cat, cow}, {four-legged}), ({dog, cat, cow}, {four-legged, land
-living}), ({dog, cat}, {four-legged, land-living, pet}), ({cow}, {four-legged, land
-living, livestock}), ({sea-turtle}, {four-legged,water-living}), (Ø, {four-legged,
land-living,water-living, livestock, pet}).

The set of formal concepts is organized the partial ordering relation ≤ -to be
read as “is a subconcept of”- as follows:

Definition 3. For a Formal Context C = (O,A,R) and two Concepts c1 =
(O1, A1), c2 = (O2, A2) ∈ B(C) the subconcept-superconcept relation is given
by (O1, A1) ≤ (O2, A2) ⇔ O1 ⊆ O2(⇔ A1 ⊇ A2).

This relationship shows that the dualism exists between attributes and objects
of concepts. A concept c1 = (O1, A1) is a subconcept of concept c2 = (O2, A2) iff
the set of its objects is a subset of the objects of c2. Or an equivalent expression
is iff the set of its attributes is a superset of the attributes of c2. That is, a
subconcept contains fewer objects and more attributes than its superconcept.
The set of all formal concepts of a context C with the subconcept-superconcept
realtion ≤ is always a complete lattice1, called the (formal) concept lattice of
C and denoted by L := (B(C),≤). Figure 1 shows the concept lattice and the
corresponding ontological concept hierarchy for the Animal context of Table 1.

2.2 Many-Valued Contexts

FCA may be applied to data in which objects are interpreted as having attributes
with values. That is, in real world, the attribute is not only a property that an
object may have nor not have. Attributes can have values. For example, the
“color” attribute may have many values such as “yellow”, “green” or “red”.
We call them many-valued attributes, in contrast to the one-valued attributes
considered so far. In this case the basic data is stored in a many-valued context.
1 That is, for each set of formal concepts, there exists always a unique greatest common

subconcept and a unique least common superconcept.
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Definition 4. A many-valued context (O,A,V ,R) is a set of objects O, a set
of attributes A, a set of possible values V, and ternarry relation R ⊆ O×A×V,
where the following holds: (o, a, v1) ∈ R ∧ (o, a, v2) ∈ R ⇒ (v1 = v2).

(o, a, v) ∈ R indicates that the object o has a value v for the attributes a. Every
attribute a ∈ A can be regarded as a partial function a : O → V , dually every
object o ∈ O can be regarded as a partial function o : A → V . A many-valued
context is called complete if every attribute a ∈ A is a function(equivalently,
every object o ∈ O is a function). Like the one-valued context, many-valued
context can be represented as a matrix, the rows of which are labeled by the
objects and the columns of which are labeled by the attributes. However the
entry in row o and column a has attribute value a(o). Table 2 shows an example
of a many-valued context for some fruits.

Table 2. An example of many-valued context

kind color habitat price
fruit 1 apple yellow Korea $1.15
fruit 2 grapefruit yellow France $7.25
fruit 3 kiwi green New Zealand $4.70
fruit 4 apple red Korea $2.15

In order to get concepts out of this many-valued context and draw the con-
cept lattice, we have to transform the many-valued context into a one-valued
context according to certain rules. The new one-valued context is called the de-
rived context. The concepts of derived one-valued context are interpreted as the
concepts of the many-valued context. The process of transformation is called
conceptual scaling. And this process is not uniquely determined, but depends
on the transformation rules. Formally, a many-valued context is transformed by
constructing a scaling for each attribute. The scales are used to construct one-
valued contexts for each attribute which are then combined or joined to form a
one-valued context which represents the original many-valued context.

Definition 5. A scale for an attribute a ∈ A from a many-valued context
(O,A, V ,R) is a one-valued context Sa = (Oa,Aa,Ra) with Aa ⊆ V is a set of
values of the attribute a ∈ A and Oa = {v ∈ V|(o, a, v) ∈ R} ⊆ Aa.

The simplest version of scaling is called plain scaling. In the case of plain scal-
ing the derived one-valued context is obtained from the many-valued context
(O,A,V ,R) and the scale context Sa, a ∈ A as follows: The object set O remains
unchanged, every many-valued attribute a is replaced by the scale attribute of
the scale Sa.

Definition 6. Let K = (O,A,V ,R) be a complete many-valued context. Then
K

n = (O,N ,J ) is called drived context via plain scaling of K if

N = {(a, v) ∈ A×V|∃o ∈ O : a(o) = v},J = {(o, (a, v)) ∈ O×N|(o, a, v) ∈ R}.
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Table 3. Some examples of Scale contexts

Scolor yellow green red
yellow ×
green ×
red ×

Sprice cheap mid-range expensive
0 ≤ price < 2 ×
2 ≤ price < 4 ×
4 ≤ price < 6 ×
6 ≤ price < 8 ×

Table 4. Derived context Ccolor and Cprice

Ccolor yellow green red
fruit 1 ×
fruit 2 ×
fruit 3 ×
fruit 4 ×

Cprice cheap mid-range expensive
fruit 1 ×
fruit 2 ×
fruit 3 ×
fruit 4 ×

If we imagine a many-valued context as represented by a matrix, we can visualize
plain scaling as follows: Every attribute value a(o) is replaced by the row of the
scale context Sa which belongs to a(o).

To make this situation clearer consider a many-valued context in table 2 and
take scale contexts(Scolor and Sprice in Table 3) for the attributes color and price,
respectively. Now we can do plain scaling with the scale contexts. As shown in
Table 4, we can derive one-valued contexts Ccolor and Cprice from the original
many-valued context according the scales.

When transforming a many-valued context (O,A,V ,R), there will be a one-
valued context for each attribute ofA. Therefore, if |A| ≥ 1, the multiple contexts
need to be combined to form one unified context. Apposition is the operation
that combine multiple contexts having the same set of objects in common.

Definition 7. Let C1 = (O,A1,R1) and C2 = (O,A2,R2) be contexts. The
apposition of C1 and C2 is defined as C1|C2 := (O, Ȧ1 ∪ Ȧ2, Ṙ1 ∪ Ṙ2), where,
Ȧj := {j} × Aj and Ṙj := {j} ×Rj for j ∈ {1, 2}.

Table 5. Context table for the apposition of derived contexts Ckind |Ccolor |
Chabitat |Cprice .(where, Ap=Apple, Gf =GrapeFruit, Kw=Kiwi, Ye=Yellow, Gr=Green,
Re=Red, Kr=Korea, Fr=France, Nz=New Zealand, Ch=Cheap, Mr=Mid-range,
Ex=Expensive ).

Ap Gf Kw Ye Gr Re Kr Fr Nz Ch Mr Ex
fruit 1 × × × ×
fruit 2 × × × ×
fruit 3 × × × ×
fruit 4 × × × ×
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Fig. 2. Concept lattice for the context of Table 5

Table 5 shows a context table as a result of the apposition of derived contexts
that can be derived from scale contexts and the many-valued context of table 2.
Figure 2 shows the concept lattice generated from the many-valued context.

3 Building Ontological Concept Hierarchy

3.1 Concept Lattice Construction

A concept lattice (a concept hierarchy) can be represented graphically using line
(or Hasse) diagrams. These structures are composed of nodes and links. Each
node represents a concept with its associated intensional description. The links
connecting nodes represent the subconcept/superconcept relation among them.
This relation indicates that the parent’s extension is a superset of each child’s
extension. Attributes propagate along the edges to the bottom of the diagram
and dually objects propagate to the top of the diagram. More abstract or gen-
eral nodes occur higher in the hierarchy, whereas more specific ones occur at
lower levels. Now, we can summarize the above considerations as an algorithm
to construct concept lattice in Algorithm 1: GenerateConcepts and BuildCon-
ceptLattice.

Based on the definitions and algorithm, we implement a semi-automatic tool,
FCAwizard, to support both building concept lattice and scaling of many-
valued context for the ontological concept hierarchy construction. FCAwizard
creates concept lattices in a number of steps(see figure 3): first it builds one-
valued context(in case of many-valued context, some scalings and appositions
should be done); from this it creates a list of formal concepts. They are then
put into the algorithm to build the concept lattice, and displayed to a line
diagram(Hasse diagram) format. Now given a concept lattice L := (B(C),≤) of a
formal context C = (O,A,R), we transform it into the corresponding ontological
concept hierarchy (N, E) as follows:
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Algorithm 1. GenerateConcepts and BuildConceptLattice
// INPUT : a formal context C := (O, A, R)
// OUTPUT : Concept Lattice L := (B(C),E≤)
for all o ∈ O do

B(C) ← B(C) ∪ (extent(intent(o)), intent(o));
end for
for all c ∈ B(C) do

for all o ∈ (O − extent(c)) do
X ← extent(c) ∪ {o};
if (extent(intent(X)), intent(X)) ∈ B(C) then

B(C) ← B(C) ∪ (extent(intent(X)), intent(X));
end if

end for
end for
for all c1 ∈ B(C) do

for all c2 ∈ B(C) − {c1} do
if (c1 ≤ c2) ∧ (  ∃c3 ∈ B(C) − {c1, c2}[(c1 ≤ c3) ∧ (c3 ≤ c2)]) then

E≤ ← E≤ ∪ {(c1, c2)};
end if

end for
end for

N = O ∪ {Y |(X, Y ) ∈ B(C)},
E = {(o, Y1)|(extent(intent(o)), intent(o)) = (X1, Y1)}

∪ {(Y1, Y2)|(X1, Y1) ≤ (X2, Y2)}

3.2 FCAwizard and Its Applications

Our new tool, FCAwizard is based on ConExp [9] which does not have any
scaling features for the many-valued context, but is easy to use and has power-
ful visualization system. We extend ConExp by implementing some additional
functions for the editing of many-valued context and the scaling procedures.
FCAwizard provides three scaling approaches: (1) Nominal scale is simple and
plain scaling approach and can be used by all kinds of values. (2) Manual scale is
very powerful scaling approach that can express scaling methods in every detail.
Since it gives order to string values, it can process string values in the manner of
numeric values. (3) Automatic scale is the most useful scale approach. It divides
values automatically and then, applies ordinal or interordinal scaling. Figure 3
shows some screenshots of FCAwizard.

FCAwizard is successfully applied to analyze some medical domain data. We
show some applications of FCAwizard to verify the potentiality and usability
of our tool in medical domain. We analyze clinical chemistry test result of one
patient as shown in Figure 3. It examines the urine specimen. By using FCAwiz-
ard, this context can be analyzed and scaled several ways. However, we mainly
inspect the change of daily health state, hence checkup dates are used as objects
and each test results are used as attributes. It forms many-valued context that



A Data-Driven Approach to Constructing an Ontological Concept Hierarchy 945

Fig. 3. Screenshots of FCAwizard

has a numeric values. Figure 3 shows the line diagram and interesting results.
It is quite readable and can be easily checked daily changes of patient records
based on the concept lattice(concept hierarchy).

4 Conclusions

In this article, we present our research-in-progress concerning FCAwizard, the
semi-automatic tool for ontological concept hierarchy construction. Our work is
based on the concept lattice of the Formal Concept Analysis which allows to con-
struct a “well defined” ontological concept hierarchy with maximally factorized
properties. Within the framework of Formal Concept Analysis, ontologies can be
considered(under some constraints) as (many-valued) contexts. Therefore, FCA
can help structure and build ontologies. This is because FCA can express ontol-
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ogy in a lattice. The lattice is easy for people to understand and can serve as a
guideline for ontology building.

As an application of FCAwizard, we present some results of clinical chem-
istry test. From the result, we show its usefulness and potentiality in medical do-
main. FCAwizard is a helpful tool for medical domain users to analyze various
medical data without mathematical understanding of Formal Concept Analysis.
So, it can be also applied various medical data and other related domain data.
FCAwizard is still being developed, but we have a plan to collect feedbacks and
build concept hierarchies by analyzing various medical data using FCAwizard.
From the concept hierarchies, we can acquire well-structured facts and knowl-
edges in medical domain. It would be helpful for building of various ontologies
in medical domain.
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Abstract. This paper introduces a retrieval method based on conceptual graph. A 
hyperlink information is essential to construct conceptual graph. The information 
is very useful as it provides summary and further linkage to construct conceptual 
graph that has been provided by human. It also has a property which shows 
review, relation, hierarchy, generality, and visibility. Using this property, we 
extracted the keywords of web documents and made up of the conceptual graph 
among the keywords sampled from web pages. This paper extracts the keywords 
of web pages using anchor text one out of hyperlink information and makes 
hyperlink of web pages abstract as the link relation between keywords of each 
web page. I suggest this useful retrieval  method providing querying word 
extension or domain knowledge by conceptual graph of keywords. 

1   Introduction 

At present, a retrieval engine is essential to search for the information in the internet.  
However, it does not present a satisfactory solution to user's desire for the 
information. Most of retrieval engines store keywords of web documents, which are 
indexed. Retrieval results differ according to the selection and combination of words, 
because they are presented through matching to user's queried words. User makes 
efforts of reading many web documents to find out one which can satisfy his/her 
desire for the information among listed web documents. 

The most frequent words are considered as keywords in keyword extracting method 
of web documents[1]. Keyword extracting method through context analysis has time 
and technical limit to have to process a natural language. The list of web documents 
which have only user's queried words and keywords in a retrieval result has a limit 
listing unnecessary web documents due to the words of the same, redundant, or various 
meaning. A retrieval method based on concept has been researched to provide 
concerned documents or domain knowledge using concept in order to complement the 
limit [2, 3, 4].  
                                                           
* This paper was supported by research funds of ChonBuk National  University.  
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    Hyperlink is drawn up by author of web document, and it is composed of anchor 
text and link to referred web document. When we move to another web document 
from an web one, we refer to anchor text. Anchor text is recognized implicitly as the 
representation of the contents of web document connected by hyperlink. Keyword 
extracting method using an explanation described by author is more accurate and 
effective than the extraction through context analysis. Anchor text is a good 
information for web document. Existing anchor text in web document, however, was 
not connected to the web one of hyperlink, but to the web one of anchor text[5]. 

Hyperlink information has used only literal meaning, and it has overlooked the 
relationship between web documents[6,7]. 
     In this paper, keywords of web documents can be extracted quickly using anchor 
text of hyperlink information. Hyperlink between web documents is abstracted into a 
link between keywords of each web one. We present a method which makes possible 
concept-based retrieval providing query extension or domain knowledge by 
construction of concept graph of keywords.  

2   Concept-Based Retrieval 

Concept is the process of expanding a particular word to a similar word or a relational 
one. Concept-based retrieval is the method which makes possible similar, redundant, 
and hierarchical representation of word with retrieval expansion using conceptual 
relationship of words by analyzing word meaning without relying on its spelling only. 
The method is similar to human way of thought, and it is more effective than other 
retrieval one. Existing retrieval methods list concerned web documents through 
simple matching queried words to words in web documents. In the method, the 
selection and combination of words is important, because the listed contents are 
different according to the selection and combination of words. In case of simple 
matching, no classification of similar and redundant words increases amount of listed 
documents.  
    Concept extracting method is divided into a classification of documents in a 
predefined concept, and the clustering with automatic generation of concept without 
predefined concept. 

INQUERY and EXCITE are the system to classify document using predefined 
concept. INQUERY system uses the method to map concept to document using 
modified bayesian network, after it conceptualizes predefined terminology dictionary 
using LEX[8]. EXCITE system uses easily extensible “Intelligent Concept 
Extraction” using modified "Latent Semantic Indexing” without counting on 
computational ability of computer [4]. The system which generates and extracts a 
concept automatically without predefined concepts draws up and constructs thesaurus 
and concept respectively based on the contents of documents using genetic algorithm 
and self-organized network [5]. The method which is extensible makes an automatic 
classification, but it requires so much time for initial work. In addition to the method, 
standardization of IETF is proceeding for concept-extracting work in retrieval system 
based on additional entry of information for concept extraction by web document 
author with meta tag added to HTML [6]. The method is so fast in retrieval engine 
without the necessity of concept-extracting work, and it does not degrade the 
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performance even with increased storage of documents. In case of web documents 
without the information, however, other methods should be used. Concept is used for 
retrieval expanding inputted query or using various methods to represent concept. 

Query informs the system of the fact user intends to retrieve. There are queries of 
extensive subject, details, and similar documents[8]. Extensive subject query means 
that it is searched for easily from many documents full of the concerned facts. For 
example, documents resulting from query like "search for the information about web 
browser" can be represented in various words. Automatic and effective method, 
however, should be provided, because many concerned documents make accurate 
results difficult. Detail query is the most of queries made to a retrieval engine. 
Necessary information of it is contained in a few documents only. If the words are 
changed, the result is difficult to be searched for. Query of similar documents 
produces the result by measuring the similarity of document. The query requires 
natural language process rather than simple word matching. The weakness of details 
query is that a single query cannot deal with tremendous amount of data processed by 
each retrieval system. With a single query, threshold of the result is much higher than 
one of the result determined by the system. Therefore, it should have multiple queries, 
not a single query. In order to make multiple ones, we should have basic knowledge 
or clear understanding about the things we want to know. 

In this paper, we present a more effective method in processing extension of details 
query and wide-ranged subject query. Extracted keywords should be detailed for 
processing details query. This paper uses simple keywords. It also uses information 
visualization technology for representation of the result.   

Information visualization is the technology to help to understand information 
easily, and to support user's decision, by diagrammatize it after analyzing the 
information of large scale database. 

3   Concept Graph-Based Retrieval 

We propose the method which makes possible concept-based retrieval in extracted 
keywords with composition of concept graph using association and hierarchy of 
characteristics of hyperlink, after the keywords of web document are extracted 
quickly and easily by using abstraction of hyperlink information. Hyperlink is drawn 
up by an author of web document. It is composed of a link to referred web document 
and its simple explanation. The method to extract keywords using the explanation 
described by the author is more accurate and effective than keyword extraction 
through context analysis. Hyperlink between web documents also composes concept 
graph of keywords of each web page. Concept graph introduces information 
visualization to concept. It is made by connecting words only which have a particular 
kind of concept. It is diagrammatize with relationship of the words. In this paper, it is 
used for extending query or providing domain knowledge. 

3.1   Concept Extracting Method 

This paper uses anchor text and title tag of web document for extraction of web 
document keywords. Anchor text is drawn up directly by an author. All the web 
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documents have anchor text(generality). Therefore, anchor text can be applied to 
keyword extraction of all the web documents. Title of web document is obtained 
using <Title> tag, and anchor text is obtained in the other web document 
linking(referring to) the web one. Anchor text is not drawn up by the author of incited 
document, but abstracted by an author of inciting one. Its title is extracted directly by 
the author of incited document. The title is only one, but anchor text is more than one 
in case many web documents are incited. Keywords are extracted with each words 
weighted. Extracted keywords can be more accurate, because they are based on not 
mechanical method but anchor text drawn up by author. 

3.2   Query Processing 

Conceptualized contents are not stored statically, but generated dynamically in 
execution of query. That is because the construction of concept graph for all the 
queries has the restriction of time and space. The method to process a query is that 
web documents having X as a keyword are searched for, after a particular word X is 
inputted. This document is defined as sibling web page. Web document which is 
connected in hyperlink from sibling web page is defined as hyper web page. The 
keyword of hyper web page is defined as hyper word. Concept graph is composed of 
query and the keywords with more accurate concept among hyper keywords. Query 
processing algorithm is as follows[Fig. 1]. 

 

 
1. input Query  

 2. If Query is in index 
     Collect URLs with query  
     Store The URLs in m_URLKey 
     Else Return 
 3. For each URL stored in m_URLKey 
     1. Obtain hyperlink information which URL has 
     2. Store hyperlink information in m_DestURLKey 
 4. For each URL stored in m_DestURLKey 
     1. Obtain keywords which URL has 
     2. Store keywords in m_listKeyword(hyper keyword list) 
 5. List sorting by keyword frequency 
 6. Make string of specified format for representation of concept graph with words 

of query and concept 
 7. Send parameter to Java Applet 

 

Fig. 1. Query Processing Algorithm 

4   System Design 

Basically system is composed of spider, indexer, query processor, and visual 
interface. Spider stores collected web pages in database, indexer extracts and indexes 
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keywords based on contents of database, query processor processes query, and visual 
interface shows result of query in visual effect [Fig. 2]. 
    A whole system is divided largely into off-line batch job and on-line processing. 
Off-line batch job constructs index with collected web pages, finally produces index 
file system. On-line processing shows result of concept graph using index file system 
with user's query. The processing to collect data is necessary persistently, and it takes 
so much time because of tremendous amount of data. The processing can be done in 
batch irrespective of user's response. On the contrary, system response time should be 
fast for query processing. Because of that, collection and query processing are 
separated for off-line and on-line respectively. Its whole operation is as follows: web 
pages are collected in off-line and stored in database, and then index file is generated 
through indexer. Retrieval system gets query through web server. And then query 
processor accesses to index file through index engine, draws up concept graph, and 
provides result of retrieval for user. 

  

 

Fig. 2. System Components 

4.1   Indexer 

Indexer is the program which constructs index file system for retrieval service from 
database composed of webpage and hyperlink. If SQL statements are used for 
retrieval service, it takes much time for join and select, and much redundant 
information from database occurs for storage of hyperlink information. An unique 
index is constructed to reduce redundancy. Its structure is composed of indexes of 
URL and keyword in order to access hyperlink information quickly and easily. URL 
Index table plays a role of extracting quickly information for given URL, and it is 
made of simple hash function. Keyword index table stores information about a list of 
URLs with given keyword and about the number of given keyword in whole 
documents.  
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5   Experiment and Evaluation 

In case of query of major concept, concept graph is composed of the words with 
equivalent relationship of each other, not with hierarchical relationship. That is, in 
case of “computer", the words of “science", "university", and "information" are 
represented[Figure 3]. In case of “science", that internal circle is represented large 
means that query connects many web pages concerned with “science". In case of 
“information", internal circle is represented relatively small. It means that query has 
not much relationship with “information", but more relationship with other word. 

 

 

Fig. 3. Example of Concept Graph with Major Concept Query 

    When it is made of the word to major concept like "computer" in keyword-based 
retrieval engine, a query is likely to be insignificant with so many results represented. 
This system, however, helps to select easily detailed concept to be searched for by 
providing concerned concept graph. Query of minor concept as a word concerned 
with detailed concept has a characteristics of low level category among concepts 
existing in index file.  
    Extracted word as keyword used frequently are not of no value unconditionally. 
The word of major concept like “university" appears frequently in concept graph, 
because it is connected to many concepts. The word of major concept, however, has 
no meaning for extension of query. It can be extended to query of college to study 
“neural network" and college for particular people. And unreachable webpages occur 
among URLs obtained as a result, because webpages appear and disappear so fast in 
web. The best advantage of this paper is to generate concept without thesaurus. It 
takes so much time to construct thesaurus, and method and space for storage are 
necessary. There is much difficulty in applying promptly all the words generated 
newly in the area developing rapidly like internet. With thesaurus, however, elaborate 
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concept with no error can be extracted. It requires tremendous time and efforts to 
make thesaurus as in general-purpose service of large capacity like retrieval system, 
and it is difficult to apply the thesaurus made like that. That is because thesaurus 
should be made for the words of all the field. Therefore, construction of thesaurus for 
application of concept in retrieval system of general purpose should be automatic, or 
concept should be extracted in other methods. The method proposed in this paper has 
the restriction that document should be on web site, because concept or keyword 
cannot be extracted from document without hyperlink. At present, information of 
Korean language cannot be processed due to analysis of Korean language morpheme. 

6   Conclusion 

In this paper, internet retrieval method is proposed using concept graph. In this paper, 
hyperlink information is used to compose concept graph. Hyperlink information has 
useful information, because author abstracts and links concerned anchor text in 
hyperlink. We extract keywords of web pages using hyperlink characteristics and 
compose concept graph between them. Weighted multiple keywords are extracted 
using anchor text of abstracted information of hyperlink, and concept graph is 
composed by abstraction of the relationship between web pages through hyperlink 
into the relationship between multiple keywords. Keyword extraction method using 
hyperlink has an advantage to extract simple keywords by using abstraction 
information drawn up by an author, and experimentally keywords of web pages can 
be searched for relatively exactly. Keyword extraction of much more web pages is 
possible, because it can be extracted by hyperlink information of web pages only 
without processing main text of particular web pages for keyword extraction. Concept 
graph has an advantage to represent domain knowledge of a real world without 
thesaurus by representing relationship between keyword nodes. User can extend query 
without enough knowledge about it. Its disadvantage is that unnecessary information 
is represented in concept graph with redunancy of keywords without stemming. 
Concept cannot be also extracted from documents without hyperlink information. For 
future work, more effective method which is not simple frequency, and multiple 
query processing, need to be researched in selection of concerned words for concept 
graph. The method is also necessary for drawing multiple-stepped graph as well as 
single-stepped graph. 
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Abstract. EJB, providing specification for development and deployment of 
component based application, permits distributed development as a central 
element of J2EE environment that automatically manages transaction 
management, persistence, and concurrency control, which are the most 
complicated components in an enterprise environment. In this paper, we aim to 
resolve DAOs transaction logic complexity and performance reduction of 
components in the EJB based legacy system. Therefore, this paper describes the 
design and implementation of IDAO that applies iterator pattern. IDAO achieves 
an effect that reduces the complexity of transaction logic, system overload by 
database connection, and reduction of performance through container managed 
transactions. 

1   Introduction 

A component system which is highlighted at the present time divides a large and complex 
problem into small parts by a certain standard and solves them first then constructs a 
solution from the simple bases. Such a component development transacts the affairs and 
their related data as one unit according to the object-oriented theory. A need for this 
originated from the constraints of present technology which can't adapt to the changes of 
business environment and technology, and the problems of business integration or 
distributed environment, portability, need of light weight, ability of a developer and 
non-automated development process. The main purpose of the component development 
is reuse of an existing design for other situations repeatedly to facilitate a remarkable 
improvement in development productivity and quality. It also increases its reliability with 
its easiness of exchange when the center control is difficult and by improving 
productivity by reuse of a design and its implement and using an efficient tested code. 
Java newly produced EJB(Enterprise JavaBeans), a next generation standard of 
component technology for enterprise application. In this paper, DAO(Data Access 
Object) which encapsulates the access of the EJB-based legacy system will be studied. 
Iterator pattern applied IDAO(Integrated DAO) also will be recommended to solve 
complexity, a problem caused by the legacy system, of DAO transaction logic, 
unnecessary formation of DAO and system overloading and to access the database 
efficiently. The IDAO is implemented for an efficient access to the database which can 
reduce the complexity of transaction operation through container management 
transaction. So, it reduced overloading and degradation of the system performance.  
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This paper has been organized as follows: Section 2 focuses on DAO in the legacy 
system and problems from DAO. Section 3 focuses on the application process of 
iterator pattern and design of IDAO. Section 4, a workflow of IDAO implementation 
process shows the implementation process of iteratpr pattern applied IDAO and the 
implementation of IDAO where the iterator pattern is actually applied will be 
explained. The last section 5 provides conclusions and outlines future works. 

2   Limitations of the DAO Pattern 

A purchasing process of a product after a buyer connects to the product server of a 
shopping mall through Web-browser at e-commerce. A customer connects to the 
product server and reads information on products, purchase form, offered by the 
shopping mall. Among the purchasing process, each necessary DAO in the product 
purchasing process after a customer connects the products server of the shopping mall 
through Web browser will be studied. First, a user puts his/her ID and password in for 
conformation. Then Account DAO checks if they are matched with the ones in Account 
DB. If they are matched then displays a product catalog on the screen. If not, a checking 
process for confirmation is conducted again. In catalog of products list, Catalog DAO 
of products catalog access Catalog DB and retrieves the corresponding data. To check 
the stock of the wanted products, Inventory DAO in the repository accesses to 
Inventory DB, checks if the products are in the stock and transfers the information to 
the user then he/she can order them. At the time, Order DAO accesses Order DB and 
preserves the information on the purchasing in it. Figure 1 shows a process through 
which the information preserved in Cart DB is brought and displayed using stateless 
session bean because at the time the information is inquired only. 

Therefore, each corresponding DAO will be studied. DAO expresses XML and an 
object for an individual purpose of database vender. DAO is used to encapsulate access 
to the database and is suitable for a large scale arrangement. It implements an individual 
vendor and resource and makes it move easily from the bean management persistence to  
the container management persistence. An example of the corresponding contents to  
 

Fig. 1. DAO structure of legacy system 
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DAO architecture of legacy system, as noted in Figure 1, Catalog DAO source will be 
studied. Catalog DAO class Figure 2 encapsulates all the SQL produced by Catalog EJB 
and maps the data preserved in database as a necessary object for Catalog EJB. 

public class CatalogDAO { 
    private Connection con; 
    public CatalogDAO(Connection con) { 
        this.con = con; 
    } 
    public Category getCategory(String categoryId)  
    throws SQLException { 
     String qstr = "select catid, name, descn  
     from " + DatabaseNames.CATEGORY_TABLE  
     + " where catid = '" + 
       categoryId + "'"; 
        Statement stmt = con.createStatement(); 
        ResultSet rs = stmt.executeQuery(qstr); 
        Category cat = null; 
        while (rs.next()) { 
            int i = 1; 
            String catid = rs.getString(i++).trim(); 
            String name = rs.getString(i++); 
            String descn = rs.getString(i++); 
            cat = new Category(catid, name, descn); 
        } 
        rs.close(); 
        stmt.close(); 
        return cat; 
    } 
      …………………… 
  
public class CatalogImpl implements CatalogModel {
    public Category getCategory(String categoryId) { 
        Connection con = getDBConnection(); 
        try { 
            CatalogDAO dao = new CatalogDAO(con); 
            return dao.getCategory(categoryId); 
        } catch (SQLException se) { 
            throw new GeneralFailureException(se); 
        } finally { 
            try { 
                con.close(); 
            } catch (Exception ex) { 
           throw new GeneralFailureException(ex); 
   ………………… 
 

Fig. 2. Catalog DAO architecture 
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Catalog entity bean is offered by Catalog EJB which is inherited from CatalogImpl. 
It is the first screen list, presented to a user after he/she enters the user ID and password 
and allows him/her to choose products. To display a product list for the user, the 
database is accessed and each necessary method is prompted for information on the 
products through Catalog DAO. First, information on categoryid, name, descn through 
getCategory(), information on product list, price list and prices through getProduct() 
and information on ID of the chosen products, price list and price through getItem() is 
acquired. The information on the chosen products is repeatedly conducted through 
searchProducts() and notifies the user of the present condition of the products, in 
particular whether they are in stock or out of stock. getQueryStr() shows information on 
selling, returning, restoration and all of the goods which is information of all selling 
division, input at icons for the user's convenience. 

Construct of the whole components can be predicted by mentioning corresponding 
contents of catalog entity bean, a part of the purchasing process of the user in a 
e-commerce site, drawn in Web application. The whole set of components consists of 
several components and each component accesses the database through its DAO. This 
causes some problems. First, when DAO operates the corresponding data the operation is 
conducted at different transactions, which induces complexity of the transaction logic and 
causes system overloading. Second, DAO connected to each bean forms unnecessary 
DAO as it becomes instant when the bean becomes instant. Third, it decreases 
performance of the system by occupying a lot of memory with unnecessary DAOs. 

3   Design of IDAO Applying Iterator Pattern 

3.1   Process of Applying Iterator Pattern 

Design pattern is a record of information on a design defined well in the past, which can 
be applied again for a similar situation in the future [5]. If a design pattern is applied to 
a design of EJB component, designing time and communication time between 
developers are reduced and safety and performance of the system is increased by 
applying an efficient and useful design pattern. Gamma divides the design pattern into 
production, pattern, construct and behavior pattern. If it is divided for a purpose which 
reflects what the pattern does and according to a defined range when the pattern is 
applied first to an object or a class.  

The IDAO offered in this paper is an applied iterator pattern, a behavior pattern. It is a 
most useful pattern and one of the simplest patterns. It claims a method and defines 
interface to access an object in the order in a collection. A class which accesses the 
collection through the interface exists individually while implementing class of the 
interface. As a result, if the iterator pattern is applied, it can offer a method defined 
through a collection of data elements without displaying the conducting method of the 
collection [8]. The IDAO offered in this paper is an applied iterator pattern. Figure 3 
shows the process of being component of the iterator pattern [9]. 

The component is checked by requirements and constraints of a special application 
and design pattern chooses a suitable pattern for interaction with the component. The 
instance formation information preparing stage of design pattern includes relation  
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Fig. 3. Component process of iterator pattern 

between design pattern elements, design elements and chosen design pattern. Design 
pattern elements include the events caused by the component and services offered by 
the component and these are related to the elements included in the design pattern. 
Instance formation of the pattern is used to change the design pattern to abstract 
solution in the part of software design specification [10]. The design verification stage 
is divided into special application constraints verification and pattern coherence 
verification. First, at the special application constraints verification stage, coherence of 
the structure, interaction are verified and service offered by the component is also 
verified. Next, at the stage of pattern coherence verification, whether or not the design 
pattern instance formation has the same constraints as the first design pattern is 
verified. At the wrapper formation stage, it acts as a component decorator. Interaction 
between all the components is conducted through the wrapper. Component process of 
iterator pattern Figure 3 is adapted to IDAO offered in this paper. Figure 4 presents the 
results of this study. 

User interface classes consisted of IDAOs are explained as combination class of 
IDAO Figure 4. The instance of IDAO requires expression of IDAOItem objects in the  
collection encapsulated by IDAOCollection objects. Objects of IDAO can't access 
objects of IDAOCollection. Instead, IDAO gets an object implementing IDAO 
IteratorIF interface which defines a method of bringing contents of IDAOItem objects 
caused as a result. Figure 5 shows an applied source of iterator pattern applied to IDAO 
based on figure 4. Skeleton code is shown for implementation of the design. 
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Fig. 4. Structure of iterator pattern applied IDAO

public interface IDAOIteratorIF { 
  public boolean hasNextIDAOItem(); 
  public IDAOItem getNextIDAOItem(); 
  public boolean hasPreIDAOItem(); 
  public IDAOItem getPreIDAOItem(); 
  }  
public class IDAOCollection { 
  public IDAOIteratorIF iterator() { 
    return new IDAOIterator(); 
  } // iterator() 
  public class IDAOIterator implements IDAOIteratorIF {
    public boolean hasNextIDAOItem() { 
    ...... 
    } // hasNextIDAOItem() 
    public IDAOItem getNextIDAOItem() { 
    ...... 
    } //getNextIDAOItem() 
    public boolean hasPreIDAOItem() { 
    ...... 
    } // hasPreIDAOItem() 
    public IDAOItem getPreIDAOItem() { 
    ...... 
    } // getPreIDAOItem() 
  } // class IDAOIterator 
  ...... 
} // class IDAOCollection 
 

Fig. 5. Iterator pattern applied to IDAO 
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When the skeleton list of IDAOCollection class is examined, it includes iterator() 
which is used to get repeated objects on the contents of IDAOCollection object. 
IDAOCollection class also includes instance private class of iterator method. It is 
possible to make one DB connection and reduce necessarily formed instance of an 
object according to the kinds of data by offering IDAOIteratorIF, single interface which 
can access various kinds of data using iterator as above. In other words, in the previous 
case, access was conducted using many objects, such as Account DAO, Catalog DAO, 
Inventory DAO and Order DAO, according to the kinds of data even though the access 
to the data was the same but now it is simplified as IDAO. The amount of transaction 
processing can be reduced by allocating the transaction which causes transaction 
overloading in IDAO methods only according to each DAO method by using an iterator 
pattern applied IDAO. 

3.2   Design of IDAO Applying Iterator Pattern 

Iterator pattern applied IDAO is through component process of  design pattern. It is a 
structure of improved IDAO to solve complex transaction logic, unnecessary DAO 
formation and system overloading. When the IDAO pattern is accessed at each 
component, the IDAO which has a character of each DB accesses corresponding DB in 
real-time. Use of combined IDAO reduces complexity of transaction operation in 
container management transaction more than operating contents of numbers of DAOs 
in transaction, so as a result it can reduce system overloading. It is also expected to 
increase performance, scalability and efficiency. 

4   Implementation of IDAO Applying Iterator Pattern 

4.1   Implementation Process Workflow of IDAO 

Implementation process workflow which was applied to implement EJB-based IDAO 
present in this paper is shown Figure 6. 

Boxes are a series of action, workflow, producing meaningful artifacts. First, if a 
user's requirement is transferred to requirements definition workflow, it gets usecase 
model and business conceptual model as a result of a previous stage and transfers them 
to specification workflow. The specification workflow, then, forms component 
specification and component architecture using information of technological 
constraints such as legacy system, package, database, special architecture or use of the 
tools. The results of specification workflow are used in component supply workflow to 
determine component purchase or development. They also offer guide lines for exact 
combination of the components in the assembling workflow and are used as necessary  
inputs for formation of test scenario in the test workflow. In the supply workflow, a  
component is developed, purchased from the third-party component supplier or a  
necessary component can be used by reuse, integration and refining of a legacy 
component or a software. Unit test on a component is conducted before the component 
assembling in the workflow. A component is properly integrated with the legacy 
system or user interfaces to make a suitable application for a user's requirements in the  
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Fig. 6. Implementation process workflow of IDAO 

component assembly workflow. Various types of testing, such as unit testing, module 
testing, component testing which are components, groups of components, server 
system or whole system, are conducted in the component test workflow before 
appropriate data for users' requirements are transferred. After preparation is conducted 
for distribution of the component, when the information of server location with a help 
of distribution wizard all the works related to distribution such as drawing up of 
developer descriptor are automatically conducted. 

4.2   Implementation of IDAO Applying Iterator Pattern 

A part of the source of iterator pattern applied IDAO is shown in Figure 7. The source 
improves performance of entity bean by integrating the access code of a component 
implemented in J2EE platform by applying an iterator pattern to the data. 

In other words, frequently formed connection of DB is maximum suppressed during 
a life cycle of the entity bean by including the access code. In the case of transaction,  
database connection of DAO is united to getConnection() method to reduce processing  
units of transaction. The management of the connection is delegated to the Web 
application server and it causes pooling of the connection. As a result, this reduces  
performance degradation of the system and overloading by reducing database 
connection number. The class applied in IDAO also makes input objects as a filter form 
using methods such as setInput() and getInput(). It requires the work that is to be  
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package IDAOClass 
  
public class DAOClass { 
  public DAOClass() { 
   } 
  public IDAO getInput(Object obj) { 
   } 
  public IDAO getOutput(Object obj) { 
   } 
  public void setInput(Object obj) { 
   } 
  public void setOutput(Object obj) { 
   } 
 } 

package IDAOClass; 
  
import java.rmi.RemoteException; 
import javax.rmi.PortableRemoteObject; 
import javax.naming.InnitialContext; 
import javax.ejb.CreateException; 
  
public class IDAOFactory extends IDAOIterator { 
  IDAO iDao = null; 
  DAOClass daoclass = null; 
  
  public static Connection getConnetion() throws        javax.naming.NamingException { 
    InitialContext initial = new InitialContext(); 
    Object objref =                                   initial.lookup(JNDINames.CONNECTION_EJBHOME); 
    return (Connection)  
      PortableRemoteObject.narrow(objref, 
        Connection.class); 
 } 
  
public static IDAO getDAOClass(DAOClass daoclass) { 
  iDAO = daoclass.getInput(daoclass); 
  return (IDAO) iDAO; 
 } 
public static void create(IDAO iDAO) { 
  iDAO.create(iDAO.GetInput(daoclass)); 
 } 
public static void store(IDAO iDAO) { 
  iDAO.store(DAO.GetInput(daoclass)); 
 } 
public static void remove(IDAO iDAO) { 
  iDAO.remote(iDAO.GetInput(daoclass)); 
 } 
} 
  

 
Fig. 7. Iterator pattern applied IDAO source 
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conducted through many DAOs to be processed through only one method and doesn't 
cause unnecessary DAO formation. Thus, it improves extension and efficiency of the 
system. 

4.3   Assessment of IDAO 

The IDAO was offered to solve complexity of DAO which is used to encapsulate DB 
access in the legacy system, unnecessary DAO formation and system overloading. The 
IDAO is applied iterator pattern which announces a method to access objects in order in 
collection. As a result of applying the iterator pattern, a class accessing simply the 
collection through an interface exists individually with a class which implements the 
interface. So, the IDAO offers a defined method through a collection of data elements 
without showing a conducted method on the data collection. The IDAO is compared 
with legacy system on performance measure elements, and the results of this 
comparison are presented in Table 1. The degree of system overloading, complexity of 
transaction and efficiency of the method depend on the number of DB connection, 
transactions and DAOs. 

Table 1. Legacy system and performance measure elements 

      Pattern 

Contents 
DAO IDAO 

number of DB connection number of DAO object one 

number of  transaction  

processing 
number of DAO object method IDAO method 

number of DAO  number of DAO object one 

Table 2. Performance comparison of DAO and IDAO 

          Pattern 

Contents 
DAO IDAO 

system overloading high relatively low 

complexity of transaction logic high low 

call time long short 

memory efficiency bad good 

unnecessary DAO productivity yes no 

performance improvement and scalability no support support 
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When the DAO of legacy system is compared with IDAO based on Table 1, a 
performance comparison table such as Table 2 can be made. The number of methods 
which participates in transaction is reduced. Unnecessarily repeated logic is reduced by 
not having many DAO objects. The IDAO improves system performance by 
minimizing complexity of transaction operation, unnecessary DAO formation and 
system overloading by having one DB connection. 

5   Conclusions and Future Works 

The Iterator pattern, behavior pattern of design pattern, applied IDAO is discussed in 
this paper to reduce the complexity of transaction logic, unnecessary DAO formation 
and system overloading that occur in DAO which encapsulates access of DB in 
EJB-based legacy system. The IDAO reduces the complexity of transaction through a 
container management transaction for efficient access of DB and reduces system 
overloading and degradation. The design of IDAO which can be applied in an 
e-business system with new Java technology such as JMS or connector architecture and 
a design of optimized IDAO related with a special product such as Web-Logic of BEA 
must still be conducted. 
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Abstract. A high coupling between components makes it difficult to build the 
modulation of software and the reuse of components, and to manage the system 
due to the ripple effect by software change impact. Thus, a coupling metric is 
required to measure the coupling between components in order to design 
software effectively. In this paper, we propose an approach to improving the 
existing component-based coupling metrics by considering the dependency 
about the structured relationships and the method call types between classes. In 
addition, we prove the theoretical soundness of the proposed metric by the 
axioms of briand et al. and suggest the accuracy and practicality of the proposed 
metric through a comparison with the conventional metrics. 

1   Introduction 

The high coupling between components makes it difficult to build the modulation of 
software and the reuse of components, and to manage the system due to the ripple 
effect by software change impact. That is, the more coupling between components is 
low, the more software in maintenance phase can be managed effectively and 
components can be reused effectively. Moreover, a quantitative measuring method 
that uses a software metric, can assist developers in finding a potential defect in the 
software development phase, and to correct the defects[2]. Thus, a coupling metric is 
required to measure the coupling between components in order to design a more 
independent component effectively. Existing coupling metrics to measure the quality 
of components are not measured precisely, because they are applied without any 
modification or with some modification of object-oriented metrics. Accordingly, a 
coupling metric applying the characteristics of components is required. 

In this paper, we propose an approach to improving the existing component-based 
coupling metrics by considering the degree of static dependency by the structured 
relationships between classes and the degree of dynamic dependency by the method 
call types between classes. The proposed coupling metric measures the coupling of 
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components precisely. Our coupling metric is used to identify more independent 
components and to assist designing of high quality components in software 
development phase. It reduces software development time and efforts.  

2   Related Works  

The CBO (Coupling Between Object Classes) and RFC (Response For a Class) by 
Chidamber-Kemerer[3] are widely known, and are object-oriented coupling metrics. 
The CBO can be defined as the number of other classes that are related to a class. 
When the RS is a Response Set, RFC can be defined as RFC = |RS|, in here, 

}{}{ ii RallMRS = . }{M  is a set of method, which is defined in the class, }{ iR is a 
set of method, which is called by the method of i . The more number of called 
methods are increased, the more performing a test and debugging of a class is 
complicated, and maintaining is also difficult. A representative object-oriented 
coupling metric proposed by Henderson-Sellers[4] is the MPC (Message Passing 
Coupling). The MPC is defined as a number of send operations in a class. A greater 
increase in sending operations defined in a class leads to a more complex test and 
debugging process, and also to difficult maintenance.  

A component-based coupling metric proposed by Lee[5] is used to identify 
components, and it is defined by a static coupling metric applying static relationships 
between classes and a dynamic coupling metric applying the number of method calls 
between classes. Koh[6] defines a component-based coupling metric based on the fact 
that how the classes between the components is shared by the methods to perform 
functions. Therefore, the existing component-based coupling metrics are very similar 
to object-oriented coupling metrics.  

But there are wide structural differences between the object-oriented system with 
classes being a unit of reusability, and the component-based system in which a 
component with a group of classes closely related to each other becomes a unit of 
reusability. Also, there are wide differences in the unit of function. That is, a class 
executes functions by referring the included methods and attributes in the class, but 
a component executes functions by interactions between the included classes in the 
component. In addition, the function of components is to be implemented by 
referring to the creation, deletion, and modification of internal or external classes 
because the component consisted of a number of classes. Therefore, the 
component–based coupling metric must be regarded, not only as the number of 
classes that are related between components, but also the type and number of 
message calls. That is, measuring the component’s coupling with object-oriented 
metrics themselves is inadequate. Currently, some component coupling metrics[5,6] 
exist. But most of them are applied without any modification or with some 
modification of object-oriented metrics[3,4]. Accordingly, component metrics 
require the application of the characteristics of components for measuring the 
coupling accurately. Therefore, we propose a coupling metric applying the static 
dependency by a structure of classes and the dynamic dependency by the number 
and types of method call between classes. 
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3   A Component-Based Coupling Metric 

This chapter defines the static and dynamic dependency between classes and a 
component-based coupling metric applying them, and suggests the theoretical validity 
of the proposed coupling metric according to a framework proposed by Briand [7].  

3.1   A Static and Dynamic Dependency Between Classes 

This section defines types of the static and dynamic dependency between classes, to 
measure the component coupling more precisely. They are applied to our component-
based coupling metric. 

[Type 1] The strength of static dependency according to structural relationships 
between classes follows the rank of aggregation > inheritance > association.  

[Type 2] If classes are in an association relationship, the strength of dynamic 
dependency according to dynamic relationships between classes is different 
according to method call types of create, delete, write, and read.  

Method call types can be classified as follows; <A, B, R>, where A and B are 
classes, and R is relationship. 

1. In case of a class A sends a message to create the object of a class B. 
2. In case of a class A sends a message to delete the object of a class B. 
3. In case of a class A sends a message to write in object of a class B. 
4. In case of a class A sends a message to read the object of a class B. 

In the case of 1 and 2, the structure of the object in class B is changed by class A, 
so that other objects referring to the object of class B are totally influenced in 
structural aspect. In the case of 3, the other objects referring to the object of class B 
are impacted only in values because the values of the object in class B are altered only 
without changing its structure. In the case of 4, the other objects referring to the object 
in class B do not undergo any influences because the structure and state of the object 
in class B by class A is not changed. 

[Type 3] Even if bi-direction method call exists between classes, the strength of 
dependency between classes is different according to method call types.  

If <A, B>  R and the object of class A sends a message to create the object of 
class B, then B is dependent on A. The creation of the object of class B structurally 
affects other objects manipulating the class B. However, if the class A sends a 
message to read the object of class B, the class A does not affect the object of class B 
at all because the class A is simply reading the data of the object by class B. The 
dependency relationships between classes rely on a direction of method calls by the 
method call types. Therefore, we must consider method call types by the direction of 
method calls. The dependency types by the direction of method calls are as follows. 

1. In case that the class A invokes methods on the class B or the class B invokes 
methods on the class A. 

2. In case that the class A and B invoke methods on each other.  

In 1, the strength of dependency between classes relies on types of method calls. In 
2, although the existing research[3] defines that there is unconditionally strong 
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dependency in the presence of bi-directional method calls, this paper defines that the 
strength of dependency depends on the method call types by type 2.  

[Type 4] The connectivity strength between classes according to the number of 
method calls increases linearly.  

The connectivity strength between classes is different according to the number of 
method calls. Namely, between classes, several times of method calls have much 
higher connectivity strength than only one time of method call has. Therefore the 
connectivity strength between classes by the number of method calls increase linearly.  

3.2   A Component-based Coupling Metric 

This section defines a component coupling metric using the static and dynamic 
dependency types between classes defined in the section 3.1. 

[Definition 1] Components in a System 
A system consists of finite components. If the system is referred to as S and the 
involved components in the system S are referred to as )1( liBCi = , the system 

S is defined as follows. 

{ }lBCBCBCS ,,, 21=  

[Definition 2] Classes in a Component 
Since the components of a system, )...1( liBCi = are composed of the limited number 

of classes C , components )...1( liBCi = are defined as follows.  

},...,,{ 21 imiii CCCBC =  

[Definition 3] Methods of the Class 
A component consists of a group of classes and interactions between classes or 
components depend on the method calls in which each class includes. So, the methods 
of each class )..1)(( kjCM j = are defined as follows.  

},...,,{)( 21 jnjjj mmmCM =  

[Definition 4] Method Calls between Classes 
Interactions between classes depend on method calls between classes. If methods 

)(),( yg CMmCMm ∈∈′  exist for different classes )1(),1( myCmgC yg ≤≤≤≤ , and 

the method m′ calls m or the method m′  is called by the method m, it is defined as 
),( mm′ . 

[Definition 5] Interactions by Types of Method Call between Classes 
Interactions between classes depend on types of method call between classes. 

If methods )(),( yg CMmCMm ∈∈′  exist for different classes ),1( mgCg ≤≤  

)1( myCy ≤≤ , interactions by the types of method call between classes are defined as 

follows. 
),'( mmC : In case that the class gC and class yC send a message to create data each other. 

),'( mmD : In case that the class gC and class yC send a message to delete data each other. 
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),'( mmW : In case that the class gC and class yC send a message to write  data each other. 

),'( mmR : In case that the class gC and class yC send a message to read  data each other. 

[Definition 6] A Coupling between Classes(CC) 
The structural relationship between classes includes association, generalization, and 
aggregation relationship, and the connectivity strength of static dependency by the 
structural relationship between classes is different according to types of each 
structural relationship by Type 1of 3.1. But the connectivity strength of static 
dependency by the structural relationship between classes is decided to the types of 
method call. For example, in a aggregation relationship (that is, class A contains 
classes, B and C), if an instance of class A is created, deleted, written, or read, the 
same operation is applied to the instances of classes, B and C. That is, in a 
aggregation relationship, invoking an operation on an instance of class A has a direct 
impact on the instances of classes, B and C. The inheritance relationship is the same. 
Accordingly, the degree of static and dynamic dependency between classes is decided 
to the number of method calls and types of method call: create, delete > write > read.  

Thus, the coupling between classes can be defined by applying the weights 
according to the types of method call(create, delete > write > read), and by 
considering the number of method calls. If methods )(),( jjii CMmCMm ∈∈  exist 

for different classes )1(),1( mjCmiC ji ≤≤≤≤ , a coupling metric CC between 

classes is as follows. 

++

+=

∈∈ ∈∈

∈∈∈∈

)(),( )(),(

)(),()(),(

),(),(

),(),(),(

jCMjmiCMim jCMjmiCMim
jirjiw

jCMjmiCMim
jid

jCMjmiCMim
jicji

mmRWMmmWWM

mmDWMmmCWMCCCC

 

Where : 

callmethodoftypesaboutWeightsreadrWMwritewWMdeletedWMcreatecWM :)(),(),(),(  

Therefore, the coupling metric between classes means the sum of the 
multiplications of the number of method calls according to the types of method call 
between classes and the weights according to the type of method call, respectively. 

 
[Definition 8] A CouPling of a Component (CPC) 
The coupling of a component kBC , )( kBCCPC is defined by applying a Coupling 
between Classes(CC), a coupling of a component is as follows.  

=
∉∈ kBCjCkBCiC

jik CCCCBCCPC
,

),()(  

[Definition 9] A Coupling Between Components (CBC) 
The coupling of ),( ml BCBCCBC between components for the two components of 

ml BCandBC is defined by the couplings for the classes of mmll BCCandBCC ∈∈ , 

which are included in each component. Therefore, the coupling between components 
is defined as follows.  



 A Coupling Metric Applying the Characteristics of Components 971 

 

=
∈∈ mBCmClBClC

mlml CCCCBCBCCBC
,

),(),(  

3.3   A Theoretical Soundness of the Proposed Coupling Metric 

This section suggests the theoretical soundness by applying a framework proposed by 
Briand et al to our coupling metric.  

[Property 1] Non-Negativity  
0)(,)( ≥∀ kBCCPCkBC  

Proof: 0),()(
,

≥=
∉∈ kBCjCkBCiC

jik CCCCBCCPC  

[Property 2] Null value 

0)(0),(,)( =→=∉∀∈∀∃∀ kBCCPCjCkiCCCkBCjCandkBC
ki

CthatsuchkBCfor  

Proof:  If 0),( =
j

C
ki

CCC , then .0)( =
k

BCCPC  

[Property 3] Monotononicity 

)()(),(),(

,)(

kBCCCPkBCCPCjCkiCCCjCkiCCC

kBCjCandkBC
ki

CthatsuchkBCfor

′≤→′≤

∉∀∈∀∃∀
 

Proof:   If ),(),( jCkiCCCjCkiCCC ′≤ ,  

then 
∉∈

′≤
∉∈

k
BC

j
C

k
BC

ki
C

j
C

ki
CCC

k
BC

j
C

k
BC

ki
C

j
C

ki
CCC

,
),(

,
),( . 

Hence )()( kBCCCPkBCCPC ′≤ . 

 
[Property 4] Merging of components 

)()}(),({0),(

,),,(

iBCCPC
k

BCCPC
j

BCCPCjCiCCCandkBCjBCiBC

kBCjCandjBC
i

CthatsuchkBCjBCiBCfor

≥→≠=

∈∀∈∀∃∀∀∀
 

Proof:  

.)()(

,
),(

,
),(

,
),(

,
),(

,
),(

,
),()(

kBCCPCjBCCPC

kBCjCkBCiC jCiCCC
jBCjCjBCiC jCiCCC

kBCiBCjCkBCiC
jCiCCC

kBCiBCjCjBCiC
jCiCCC

kBCjBCjCkBCjBCiC
jCiCCC

iBCjCiBCiC jCiCCCiBCCPC

+=

∉∈
+

∉∈
≤

∉∈
+

∉∈
=

∉∈
=
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=
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Hence { } .)()(),( iBCCPCkBCCPCjBCCPC ≥  

[Property 5] Disjoint components aditivity 

)()}(),({0),(

),,(

iBCCPC
k

BCCPC
j

BCCPCjCiCCCandkBCjBCiBC

kBCjCandjBC
i

CthatsuchkBCjBCiBCfor

=→==

∈∀∈∀∃∀∀∀
 

Proof:  Assume that kBCjBCiBC =  and 0),( =kBCjBCCC . 

∉∈
=

∉∈ jBCjCjBCiC jCiCCC
kBCjBCjCjBCiC

jCiCCC
,

),(
,

),(   

and     
∉∈

=
∉∈ jBCjCkBCiC jCiCCC

kBCjBCjCkBCiC
jCiCCC

,
),(

,
),(  

So, 
∉∈

+
∉∈ kBCjBCjCkBCiC

jCiCCC
kBCjBCjCjBCiC

jCiCCC
,

),(
,

),(  

∉∈
+

∉∈
=

kBCjCkBCiC jCiCCC
jBCjCjBCiC jCiCCC

,
),(

,
),(  

Hence .)()()( kBCCPCjBCCPCiBCCPC +=  

4   A Comparison of Proposed Metric with Existing Metrics 

We have selected an online book ordering system[10] to apply the proposed 
component coupling metric, analyze the conventional metrics and the proposed 
coupling metric in this paper, and evaluate the effect of the proposed metric. The 
CBO[3] proposed by C.K, MPC (Message Passing Coupling)[4] proposed by 
Henderson-Sellers, and coupling metrics[5] proposed by Lee, existing metrics were 
used as the objects for comparison. We show a class diagram and derived component 
architecture in Fig.1, and present the number of method calls, which is analyzed by 
method call types between classes, to execute the function of online book ordering 
system in Fig. 2. 

        

     Fig. 1.  Class Diagram and Components              Fig. 2. Types and Number of Method calls 
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Fig. 3 presents the measurement results of )( kBCCPC about all possible cases of 

candidate components by the compounding of classes. As shown in Fig. 3, the result 
of proposed metric(CPC) coincides our instinct.  

 

Fig. 3. The Coupling(CPC) of Candidate Components 

Next, let a class be defined as a candidate component, and compare the coupling by 
),( ml BCBCCBC  between components in Table 1. The result of Table 1 shows that 

the coupling between the components by H.S.’s MPC and C.K.’s CBO is the same 
with the number of method call. Lee presents a high coupling when aggregation and 
generalization relationships between components existed. In the case of the 
association relationship, however, the result of the coupling between components 
proposed by Lee presents the same value as the number of method calls. The results 
are not coincided with our intuition. Because, in case of conventional metrics, the 
types of method call between classes is not considered and, in case of object-oriented 
metrics, the static dependency by the structural relationship between classes is not 
considered. As shown in Table 1, the result of proposed metric(CBC) coincides our 
instinct.  

 
Table 1. The Coupling(CBC) between Components 

CBC(BCl, BCm) Proposed CBC Lee's CBC H.S's CBC # of method call 
CBC(A, B) 10 10 2 2 
CBC(B, C) 5 5 5 5 
CBC(C, D) 14 20 4 4 
CBC(C, E) 12 4 4 4 
CBC(E, F) 2 2 2 2 

 

As noted in Table 1, the candidate components of system with the lowest average 
coupling are (AB), (CDE), (F), and can be represented as (user, account), (Order, 
Order Details, Shopping Cart), and (Book) according to the coupling metric proposed 
in this paper. This result is coincided with our institution. Because the coupling metric 
proposed in this paper considers both static and dynamic dependency between 
components by applying the static and dynamic dependency between classes.  
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Table 2 shows the results of comparison between our cohesion metric and the 
existing metrics. 

Table 2. Comparison Results between our Metric and existing Metrics 

 
Metrics 

Factors               

Object-Oriented 
Metrics 

Existing 
Component-

Based Metrics 

Our 
Metric 

Number of Method Calls Yes Yes Yes 

Types of Method Calls No No Yes 

Dynamic Dependency between Classes Partially Partially Yes 

Static Dependency between Classes No Partially Yes 

Functional Property of Component No Partially Yes 

Accuracy of Result by Coupling Metric Average Average High 

5   Conclusion Remarks 

This paper proposes a component-based coupling metric, which reflects the 
characteristics of the component by the static and dynamic dependency applying 
method call types between classes, and presented results of its comparison to verify 
the accuracy of the proposed coupling metric. We proved the theoretical soundness of 
the proposed metric by the axioms of briand et al. We verified that the coupling 
metric proposed in this paper through the comparison with existing coupling metrics 
measures the designed components more precisely and quantitatively. Our coupling 
metric suggested in this paper can reduce software development time and efforts 
designing more independent components by measuring the identified components in 
the analysis phase or design phase. And Our maintenance efforts for software system 
are reduced. 
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Abstract. Today, in accordance with the bigger complexity of the system, the 
security concerns of a system have increased rapidly. One of the main concerns 
of the high security information system is the security evaluation to define the 
security function. Security evaluation of information security system is broadly 
used with respect to Common Criteria (CC) as ISO standards (ISO/IEC 
15408:1999).  The standardization of process assessment results is a key point 
for solving the problems. This paper suggests XML-based approach to intro-
duce the establishment of compatible environments for process improvement on 
the Web. In this paper, we focus on creating SPIE (Software Process Improve-
ment Environments) for wide acceptance of process improvement on the Web. 
SPIE DTD was defined to satisfy assessment output requirements in the 
ISO/IEC 15504. SPIE provides interoperability between applications that ex-
change process assessment results in machine-understandable XML format on 
the Web. 

1   Introduction and Motivation 

As CC(Common Criteria) presents common requirements about the security function 
and assurance means of the system, it makes enable mutual comparison among the 
evaluation results of the security system that performs independently. CC Evaluation 
Assurance Levels (EALs) have seven levels, from EAL1 to EAL7. The higher EAL 
levels (5, 6, and 7) are sometimes referred to as the high-assurance levels. These lev-
els require some application of formal methods to demonstrate that the appropriate 
level of assurance has been met.  

Researchers as well as practitioners agree to that the quality of a software product 
relies highly on the quality of the software process. Therefore, recent research efforts 
in software engineering focus on Software Process Assessment and Improvement 
(SPAI). Numerous approaches like the CMM, Bootstrap, SPICE, AMI were devel-
oped. Currently, ISO/IEC 15504 (SPICE) provides a framework for the assessment of 
software processes and has been progressed as a full International Standard . SPICE is 
a major international initiative to support the development of an International Stan-
dard for Software Process Assessment. The methods of Software Process Assessment 
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are coming more generally into use in the management of software development, 
acquisition and utilization, in the face of substantial evidence of the success of such 
methods in driving improvements in both quality and productivity. At the same time, 
there has always been recognition that process assessment can be a strong and effec-
tive driver for process improvement. Much empirical evidence has accumulated dem-
onstrating the benefits that can be derived from an assessment-based software process 
improvement[1,2,3].  

Especially software process improvement is based on process assessment results 
and its effective measurement. Large companies are widely deploying Web-based 
software process support and improvement environments. These environments [4] 
will support people from physically distributed locations who collaborate in the Soft-
ware Process Improvement project of the specific organization on the Web. Process 
assessment results have been recorded in ad-hoc manner. This makes the problem that 
process improvement support environments are not compatible. The standardization 
of process assessment results is a key point for solving this problem.  

In this paper, we focus on creating SPIE(Software Process Improvement Environ-
ments) for wide acceptation of process improvement environments on the Web .    

2   Background 

2.1   Overview of ISO/IEC 15443 

As mentioned earlier, the objective of ISO/IEC 15443 is to present a variety of assur-
ance methods, and to guide the IT Security Professional in the selection of an appro-
priate assurance method to achieve confidence[5,6].  

In pursuit of this objective, ISO/IEC 15443 comprises the following: 

a framework model to position existing assurance methods and to show their rela-
tionships; 
a collection of assurance methods, their description and reference; 
a collection of assurance elements which may be part of such methods or which 
may individually contribute to assurance; 
a presentation of common and unique properties specific to assurance methods and 
elements; 
qualitative, and where possible, quantitative comparison of existing assurance 
methods and elements; 
identification of assurance schemes currently associated with assurance methods; 
a description of relationships between the different assurance methods and ele-
ments; and 
a guidance to the application, composition and recognition of assurance methods. 

ISO/IEC 15443 is organized in three parts to address the assurance approach, 
analysis, and relationships as follows: 

Part 1, Overview and Framework, provides an overview of the fundamental 
concepts and general description of the assurance methods and elements. This mate-
rial is aimed at understanding Part 2 and Part 3 of ISO/IEC 15443. Part 1 targets IT 
security managers and others responsible for developing a security assurance pro-
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gram, determining the assurance of their deliverable, entering an assurance assess-
ment audit (e.g. ISO 9000, SSE-CMM, ISO/IEC 15408), or other assurance activities. 

Part 2, Assurance Methods, describes a variety of assurance methods and ap-
proaches and relates them to the assurance framework model of Part 1. The emphasis 
is to identify qualitative properties of the assurance methods and elements that con-
tribute to assurance, and where possible, to define assurance ratings. This material is 
catering to an IT security professional for the understanding of how to obtain assur-
ance in a given life cycle stage of product or service. 

Part 3, Analysis of Assurance Methods, analyses the various assurance methods 
with respect to relationships and equivalency, effectiveness and required resources. 
This analysis may form the basis for determining assurance approaches and making 
trade-offs among the various factors for given security applications. The material in 
this part targets the IT security professional who must select assurance methods and 
approaches. 

2.2   Overview of Common Criteria 

The multipart standard ISO/IEC 15408 defines criteria, which for historical and con-
tinuity purposes are referred to herein as the Common Criteria (CC), to be used as the 
basis for evaluation of security properties of IT products and systems. By establishing 
such a common criteria base, the results of an IT security evaluation will]be meaning-
ful to a wider audience[7].  

The CC will permit comparability between the results of independent security 
evaluations. It does so by providing a common set of requirements for the security 
functions of IT products and systems and for assurance measures applied to them 
during a security evaluation. The evaluation process establishes a level of confidence 
that the security functions of such products and systems and the assurance measures 
applied to them meet these requirements. The evaluation results may help consumers 
to determine whether the IT product or system is secure enough for their intended 
application and whether the security risks implicit in its use are tolerable. 

The CC is presented as a set of distinct but related parts as identified below. 

Part 1, Introduction and general model, is the introduction to the CC. It defines 
general concepts and principles of IT security evaluation and presents a general model 
of evaluation. Part 1 also presents constructs for expressing IT security objectives, for 
selecting and defining IT security requirements, and for writing high-level specifica-
tions for products and systems. In addition, the usefulness of each part of the CC is 
described in terms of each of the target audiences. 

Part 2, Security functional requirements, establishes a set of functional compo-
nents as a standard way of expressing the functional requirements for TOEs (Target of 
Evaluations). Part 2 catalogues the set of functional components, families, and 
classes. 

Part 3, Security assurance requirements, establishes a set of assurance comp-
onents as a standard way of expressing the assurance requirements for TOEs. Part 3 
catalogues the set of assurance components, families and classes. Part 3 also defines 
evaluation criteria for PPs (Protection Profiles) and STs (Security Targets) and 
presents evaluation assurance levels that define the predefined CC scale for rating 
assurance for TOEs, which is called the Evaluation Assurance Levels (EALs). 
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In support of the three parts of the CC listed above, it is anticipated that other types of 
documents will be published, including technical rationale material and guidance 
documents. 

2.3   XML Application  

XML (eXtensible Markup Language) is a simplified subset of SGML that is intended 
to use on the Web [8].  XML is more powerful than HTML because it is extensible. 
Users can define new tags, attributes, and are not limited to the finite set that never 
seems to satisfy anyone. XML has many advantages. The first one is that XML is 
platform and system independent. It works as well on one computer as it does on the 
others. XML is designed to work with any XML software. One of other major 
advantage is that we can create our own tags. Any XML-aware software will be able 
to work with our custom XML application. 

2.4   Software Process Assessment and Improvement  

A software process assessment is a disciplined examination of the software processes 
used by an organization, based on a process model. Its objective is to determine the 
maturity level of those processes, as measured against a process improvement 
roadmap [9]. The result should identify and characterize current practices, identifying 
areas of strengths and weaknesses, and characterize current practices to control or 
avoid significant causes of poor quality, cost and schedule. The assessment findings 
can also be used as indicators of the capability of those processes to achieve the 
quality, cost and schedule goals of software development with a high degree of 
predictability [6].   

Currently, a number of software process improvement roadmaps are publicly avail-
able. The most notable are the Capability Maturity Model (CMM) [10] , ISO 9001 
with its associated guide ISO 9000-3, and the ISO/IEC 15504(SPICE).  

2.5   SPICE (Software Process Improvement and Capability dEtermination) 

SPICE is a major international initiative to support the development of an 
International Standard for Software Process Assessment. The project has a main goal 
to develop a working draft to satisfy a standard of software process assessment. This 
goal of the project was achieved in June 1995, with the release of Version 1 of a draft 
standard for software process assessment (the SPICE Documents) to WG10 for 
international ballot among the standards community, following the normal process for 
development of international standards. Following this ballot, the documents have 
been carried through the international standardization process and have been 
published as ISO/IEC TR 15504:1998 - Software Process Assessment. WG10 has 
now commenced work to revise the TR with a view to ultimate publication as a full 
International Standard. ISO IEC TR 15504 has also been validated internationally in 
the SPICE trials [8] where it has proven useful for performing assessments. 

SPICE defines a two dimensional reference model for describing processes and 
capability used in a process assessment. A reference model defines a set of processes 
and a framework for evaluating the capability of the processes through assessment of 
process attributes structured into capability levels [11]. Process dimension is 
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characterized by the process purposes that are the essential measurable objectives of a 
process, and the expected outcome of the process that indicates its successful 
completion. Process capability dimension is characterized by a series of process 
attributes applicable to any process, and represents measurable characteristics 
necessary to manage a process and to improve its performing capability. A capability 
level is a set of attributes that work together to provide a major enhancement in the 
capability to perform a process. SPICE specifies six capability levels in the reference 
model (numbered 0 to 5). The capability levels incorporate nine process attributes.  

SPICE provides guidance when using software process assessment as part of a 
framework and method for performing software process improvement in a continuous 
manner. The overall context of process improvement is shown in figure 1. 

 

Fig. 1. Context of process improvement 

3   Design of Software Process improvement Environments  

3.1   Overview 

SPIE(Software Process improvement Environments)  is an application of XML used to 
include process assessment result proposed by SPICE. The goal of SPIE is to annotate 
and augment standard process assessment result and to deliver the essential informa-
tion for SPI on the Web in an interchangeable text format that is easier to interpret.  
SPIE provides interoperability between applications that exchange process assessment 
results in machine-understandable format on the Web. SPIE emphasizes facilities to 
enable automated processing of process improvement. If Web-based process improve-
ment environments support SPIE, they can interchange a SPIE file including its proc-
ess assessment results, and import it to analyze process assessment results, deriving 
action plan automatically. The results of an assessment conducted by SPICE formally 
comprise a set of process attribute ratings for each process in the assessment scope. 
The set of process attribute ratings is termed the process profile. Additional informa-
tion on the context of the assessment and the processes assessed must also be recorded 
as part of the assessment record because requirements for recording the assessment 
outputs are contained in ISO/IEC 15504-3. Attribute ratings may be used to calculate a 
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capability level rating for the assessed process. Whatever the final format of the proc-
ess output, it is essential to provide the clear traceablility to the processes and process 
attributes contained in the reference model to enable the process of calculation to be 
verified. SPIE framework was designed to satisfy this kind of constraint with the com-
pleteness of process assessment results for process improvement.  

It should be noted that a SPIE file contains full details of the process context in the 
assessment record. This file will also include additional information collected as part 
of the assessment, and required as inputs to the process improvement or process capa-
bility determination activities to follow on from assessment.  In order to enable proc-
ess improvement using SPIE, process improvement planner must follow a structured 
approach to convert the software process findings of a SPIE file into an improvement 
action plan. Developing an improvement action plan out of a SPIE file could be 
achieved in a series of steps as follows: 

1. Converting the assessment findings in a SPIE file into recommendations (manu-
ally or automatically)   

2. Converting the recommendations into action plan 
3. Grouping the actions into action plan/work package. 
4. Allocating the action plans to the software process improvement teams 

3.2   Structure of SPIE 

SPIE was invented for exchanging descriptions of process assessment results pro-
posed by SPICE between people and computers within the intranets or on the Web. 

 

Fig. 2. Process improvement environment using SPIE on the Web 
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All SPIE elements are contained in one of following two categories: 

1) Assessment Input Information  
Assessment input information elements describe assessment input structure contained 
in SPICE. The assessment input defines the purpose of the assessment, the scope of 
the assessment, and what constraints, if any, apply to the assessment. The assessment 
input also defines the responsibilities for carrying out the assessment. For example, 
the <SCOPE> element represents the scope of the assessment. Each element corre-
sponds to an element of the assessment input specification in SPICE.  

2) Assessment Output Information  
In addition, assessment output information elements describe assessment output struc-
ture contained in SPICE. Assessment output includes a set of process profiles and 
capability level rating for each process assessed. For example, the <ProcessProfile> 
element represents each process profiles produced by SPICE process assessment. 
Information collected during the assessment, in particular the capability level and 
process attribute ratings, will be analyzed to identify areas for improvement and de-
rive action plan, and integrate it with the process improvement program plan. Thus, 
the <ProcessProfile> element is very important because it contains the core informa-
tion required for deriving action plan from assessment output.  

4   Example 

There are several scenarios where an XML representation of SPIE definitions is use-
ful. The SPIE format can be used as an intermediate format on the Web between a 
SPIE compiler/parser and post processing tools such as process improvement envi-
ronments in Figure 2.  

The SPIE format can be used with XSLT post processors to generate various docu-
mentations related to process improvement in various formats.  

The XML format makes it possible to access a SPIE file easily from a variety of 
programming languages. XML parsers are available in Java, C, C++, Tcl, Perl, Py-
thon, and GNU Emacs Lisp in both commercial and open source forms. 

<!ELEMENT PA1.1Rating (#PCDATA)> 
<!ELEMENT PA2.1Rating (#PCDATA)> 
<!ELEMENT PA2.2Rating (#PCDATA)> 
<!ELEMENT PA3.1Rating (#PCDATA)> 
<!ELEMENT PA3.2Rating (#PCDATA)> 
<!ELEMENT PA4.1Rating (#PCDATA)> 
<!ELEMENT PA4.2Rating (#PCDATA)> 
<!ELEMENT PA5.1Rating (#PCDATA)> 
<!ELEMENT PA5.2Rating (#PCDATA)> 
<!ELEMENT AssessmentEvidence (BasicEvidence, ExtendedEvidence?)> 
<!ELEMENT ExtendedEvidence ANY> 
<!ELEMENT BasicEvidence (PA1.1Indicators, PA2.2Indicators, PA3.1Indicators, 

PA3.2Indicators, PA4.1Indicators, PA4.2Indicators, PA5.1Indicators, 
PA5.2Indicators)> 
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<!ELEMENT PA1.1Indicators (Indicator+)> 
<!ELEMENT PA2.1Indicators (Indicator+)> 
<!ELEMENT PA2.2Indicators (Indicator+)> 
<!ELEMENT PA3.1Indicators (Indicator+)> 
<!ELEMENT PA3.2Indicators (Indicator+)> 
<!ELEMENT PA4.1Indicators (Indicator+)> 
<!ELEMENT PA4.2Indicators (Indicator+)> 
<!ELEMENT PA5.1Indicators (Indicator+)> 
<!ELEMENT PA5.2Indicators (Indicator+)> 
<!ELEMENT Indicator (Assessors?, Assessees?, Workproduct?, Question, An-

swer, Findings?, Note*)> 
<!ELEMENT Workproduct (#PCDATA)> 
<!ELEMENT Question (#PCDATA)> 
<!ELEMENT Answer (#PCDATA)> 
<!ELEMENT Findings (#PCDATA)> 
<!ELEMENT Strength (#PCDATA)> 
<!ELEMENT Weakness (#PCDATA)> 
<!ELEMENT ProcessCapabilityLevel (#PCDATA)> 

5   Conclusion 

This paper suggests a basic mechanism for compatible framework of software process 
improvement environment on the Web. This type of environment is hardly used in 
industrial practice because introducing this type of tool support usually involves the 
standardization of assessment output data for tool vendors and process performers.  

This paper suggests a XML-based approach to solve it. SPIE DTD was defined to 
satisfy assessment output requirements in the ISO/IEC 15504. The paper concludes with 
some examples of SPIE and leaves future work with their development and usage. 
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Abstract. There are several component reference models for component 
development. However, there is few integrated and generic reference model 
among reference models. That results in the problem of interoperability among 
component designs. In this paper, we propose an integrated component meta-
model to support consistency and interoperability between component designs. 
Also we validate a proposed meta-model through graph theory. We expect that 
new meta-model will be added and extended because proposed meta-model is 
represented with UML’s class diagram.  

1   Introduction 

Currently interests of component-based software development are being increased. 
For example, there are CBD96, RUP, Catalysis, Advisor, Fusion, and so on. Also, 
there are several CASE tools like as Rose, Together, and COOL series and technology 
platforms such as EJB, CCM, .NET and so on.[1]. These various methods, tools, and 
platforms have not a standard reference model, but a unique model. Each component 
reference model provides different notations and modeling elements for the same 
concept. A few reference models reflect characteristics of components fully on its 
meta-model. This raises the problems of inconsistency and low interoperability 
between components developed by different component reference model. Also, 
different reference models increase difficulties of communication between component 
designers and developers. In order to address the problems, we suggest a generic 
reference model, which is integrated and unified several reference models, as a forms 
of meta-model based on UML’s class diagram [8].  

The structure of this paper is as follows. Section 2 reviews existing component 
reference models as related approaches. Section 3 describes a generic and unified 
component reference model which integrates existing component reference models 
and suggests specification level and implementation level. Section 4 introduces graph 
grammar of component to verify proposed reference model, and validates proposed 
reference model based on proposed graph. Finally, concluding remarks and future 
works are described in Section 5.  
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2   Limitations of Existing Researches 

2.1   SEI’s Component Reference Model 

SEI defines a component as a software implementation executable in physical and 
logical device. Therefore, a component implements one or more interfaces [2]. This 
reflects that a component has a contract. Components developed independently 
depend on specific rules and different components can be interoperable with standard 
methods. Also, components can be executable dynamically in run time. Component-
based system is a system developed based on independent component types executes 
specific roles in a system. Types of each component are represented with each 
interface.  

Component Framework

Coordination services
(transactions, persistence, …)

Component
types and 
contracts

Component Model

Component
Implementation

Implements interface
and satisfies contractComponent

type-specific
interface

Independent
deployment

 

Fig. 1. Component Reference Model of SEI 

A component model defines a set of specifications of component types, interfaces, 
and interaction pattern between component types. And component model is represented 
as a specification of standard and contract for component developer. Dependency of 
specific component model is a property that distinguishes one component from other 
components.   

2.2   Perrone’s Component Reference Model 

Perrone[3] defines a component as an unit which consists one or more classes and 
provides functions of classes with interfaces as depicted in Figure 2. In this research, a 
component is described as the concept of larger unit than the concept of existing class. 
Also, a component is described a unit which encapsulates separated problem domain.  

Figure 2 represents basic elements contained in a component model. In this figure, 
Perrone defines that a component model is a component itself. Also, Perrone defines 
that a container is an environment in which a component is operated or worked. A 
container provides services that components require to send or receive messages in a 
standard way. 
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attribute1
attribute2

operation1(param1,param2,…):result
operation2(param1,param2,…):result

Class

object
state

Component

interface2

interface1

Component
Service

 

Fig. 2. Perrone’s Component Reference Model 

2.3   CORBA Component Reference Model 

CORBA Component Model(CCM) separates a component into two-phases[6]. The 
one is basic component, and the other is extended component. Basic component 
provides a mechanism componentized CORBA object and can be mapped or 
integrated into EJB component. The extended component provides many functions 
than basic component. Both basic component and extended component are managed 
by component home. 

 

Fig. 3. CCM ‘s Reference Model 

2.4   EJB’s Component Reference Model 

EJB component model is similar to CCM component model[7]. A component is 
executed in container and managed by home object. However, besides CCM 
component, EJB component is referenced by one component interface. Therefore, a 
bean does not have several interfaces. EJB component model is separated into local or 
remote interface and internal implementation logic.  
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EJB Object
Enterprise
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Home Object
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4:Route the method return
value back to the client

Remote
Interface

3:method returns

 

Fig. 4. EJB Reference Model 

3   Generic Component Reference Model 

In this section, we suggest a new component reference model based on component 
reference model of section 2. Figure 5 is a generic component reference model.  
Figure 5 describes both structural elements and dynamic elements of a component. 
Dynamically component workflows are occurred through calling operations of 
provide interface in a component depicted in Figure 5. 

P r o v i d e  i n te r f ac e C o m p o n e n t R e q u i r e d  i n te r f a c e

O p e r a t i o n s o f  P r o v i d e  I n t e r f a c e

o p e r a t i o n O f P I1
o p e r a t i o n O f P I2
o p e r a t i o n O f P I3

O p e r a t i o n s o f  R e q u i r e d  I n t e r f a c e

o p e r a t i o n O f R I 1
o p e r a t i o n O f R I 2
o p e r a t i o n O f R I 3

c l a ss1 c l a ss2

c l a ss3

C o m p o n e n t  W o r k f lo w s

 

Fig. 5. Generic Component Reference Model 

Figure 6 describes meta-model of static elements of a component with UML’s 
class diagram[8].  

 

Fig. 6. Meta-model of Static Elements in a Component 
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3.1   Meta-model of Specification Level 

Specification level meta-model describes common information among CBD metho-
dologies. Minimal meta-model of specification level represents component definition 
commonly contained in all of CBD methodologies. 

A component consists of component declaration and component definition. 
Component declaration contains one or more interfaces containing one or more 
method declarations. Interface is classified into provided interface and required 
interface. Method declaration only contains method’s signature, zero or more pre-
conditions and post-conditions. There are one or more classes in component 
definition. These classes implement interfaces declared in component declaration. 
Definition of class and attribute is based on UML’s definition. Also, component 
specification contains one or more interface specifications and components. 

P r o vi de d  In te r fa c e

Re q u ir e d In t e rf ac e

S p e c i fic a t io n  M in im a l  M e ta m o d e l

C o m p o n e n t

A tt rib u te

C o m p o n e n t  D e fin i t io nC o m p o n e n t  D e c la ra t io n

C o m p o n e n t S p e c i fi c a t io n1 . .*1 . .*

C las s1 . .*1 . .*
1 . .*1 . .*

P re c o n d it io n

In t e rfa c e

1 . .*1 . .*

Po s tc o n d it io n

In te rfa c e  S p e c ific a t io n

1 . .*1 . .* 1 . .*1 . .*

O p e rat io n  S p e c i fi ca t io n

M e t h o d  D e c la ra t io n 1 .. *1 . . *

0 . . *0 . . * 1 . .*1 . .*

0 . . *0 . . * 1 .. *1 .. *

 

Fig. 7. Minimal Meta-model of Specification Level 

Maximal meta-model of specification level is depicted in Figure 8. Maximal meta-
model represents information defined in CBD methodologies. 

Access Method

Attribute Customization Method Logic Customization Method

Provided Interface

Required Interface

Business Method Persistence0..*0..*

Specification Maxmetamodel

Aggregation General ization Association Dependency

Workflow Customizat ion Method

AttributeRelationship

Precondition

Postcondition

Exception

Method Declaration

0..*0..*

0..*0..*

0..*0..*

Operation Specification

1..*1..*

Class

1..*1..*

2..n2..n

1..*1..*

Interface

1..*1..*

Component Definition

1..*1..*

Component Declaration

1..*1..*

Interaction Diagram

Interface Specification

1..*1..*

Component Component Specification

1..*1..*

1..*1..*

1..*1..*

Design Pattern
0..*0..*

 

Fig. 8. Maximal Meta-model of Specification Level 

In the specification maximal meta-model, method declaration is classified into 
access method and business method. Attribute customization method is a subclass of 
access method, because attribute customization method contains methods for variant 
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attribute type as well as variant attribute values while access method contains get or 
set methods. 

3.2   Meta-model of Implementation Level 

Implementation level meta-model is used to implement components using specific 
component platforms such as EJB, CCM, and COM. Meta-model of implementation 
is divided into two types; minimal meta-model(Figure 9) and maximal meta-
model(Figure 10). 

Attribute Customization Method Logic Customization Method

Provided Interface

Required Interface

Impl MiniMetamodel

Comoponent Descriptor
Component

1..*1..*

Transaction

Attribute

Component Definition

Business Method

0..*0..*

Access Method

Class

11

Met hod Implementat ion

1..*1..*0..*0..*
Persistence

EJB Deployment  Descriptor

CCM Component Descriptor

COM Registry

Method Declaration

Component Declaration

Remote Interface

Interface

1..*1..*

1..*1..*

11

Factory Interface

11

 

Fig. 9. Minimal Meta-model of Implementation Level 

Minimal meta-model of implementation level represents additional information 
related with component implementation. For example, information related with 
transaction is reflected on business method. While component information is described 
in component specification in specification level meta-model, it is described in comp-
onent descriptor in implementation level meta-model. Maximal meta-model of 
implementation level describes comprehensive of component platforms. Therefore, 
there is additional information needed in component implementation according to 
component platform. 

Attribute Customization Method Logic Customization Method

Impl MaxMetaModel

Aggregation Generalization Association Dependency

Class Factory

Home Interface

AttributeRelationship

Component Definition

Comoponent Descriptor

EJB Deployment Descriptor

CCM Component Descriptor

COM Registry

Produce EventConsume Event

EJB Transaction

CCM Transaction

COM Transaction(MTS)

Transaction Type

Event

Security

Required Interface

Provided Interface

Component Type
Component

1..*1..*

Method Declaration

Component Declarat ion

Remote Interface

Interface

1..*1..*

1..*1..*

1..*1..*

Factory Interface

1..*1..*

Access MethodObjectLifeCycle Method

Class2..n2..n

1..*1..*

Business Method 0..*0..*

0..*0..*

0..*0..*

Method Implementation

0..*0..*1..*1..* 1..*1..*

Persistence

 

Fig. 10. Maximal Meta-model of Implementation Level 
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4   Verification 

In this section, we validate or verify whether proposed meta-model is well defined or 
not by using OMG’s Meta Object Facility(MOF).  

4.1   Verification of Meta-model Through MOF 

MOF defines meta meta-model required composing, validating, and transforming 
expressible all of meta models including UML meta model.[10]. In order to verify 
whether component meta-model is well defined or not, we first should prove that 
proposed component meta-model is instance of MOF. And then, we should prove that 
proposed meta-model conforms to rules of MOF. The fact of component meta-model 
confirming to MOF can be proven by the relationship between MOF and component 
meta-model.  

 

Fig. 11. BMOF Graph 

MOF basic elements can be regarded as a graph including node and arc. A node 
represents an element of MOF, and arc means the relationship between elements. 
Therefore, MOF might be transformed into BMOF graph such like Figure 11. Finally, 
we also can transform minimal meta-model of specification level into a graph such 
like Figure 12. 

 

Fig. 12. Graph for Minimal Meta-Model of Specification Level 

A graph can be described a pair of node and arc. Therefore, BMOF is represented 
as follows:  
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BMOF = < Nb, Ab> 
Nb = {Model Element, Namespace, GeneralizableElement, Package, Classifier, 
Association, Class, Typed Element, Parameter, Structural Feature, Feature, 
Behavioral Feature, Operation, Attribute} 
Ab = { Depends On, Contains, … } 
Minimal meta-model of specification level, SMGraph, is represented as follows: 
SMGraph = <Ns,As> 
Ns = {Component, Component Specification, Component Declaration, Component 
Definition, Interface Specification, Operation Specification, Class, Attribute, 
Interface, Provided Interface, Required Interface, Precondition, Postcondition, 
Method Declaration} 
As = {Acomponent_definition, .. } 
BMOF’ becomes a basis to check the consistency of SMGraph. In order to have 
consistency, there should be nodes of BMOF’ mapped into all nodes of SMGraph. 
Also, if there is an arc relating two nodes for any two nodes in SMGraph, there 
should be an arc for two nodes of BMOF’. Expression of those is as follows:  

F : first(SMGraph) →first(first(BMOF’) ) 
∀ni,nj (ni ≠ nj)∈dom F, arc(ni, nj) ∈ second(SMGraph). 
∃arc(F (ni), F (nj))∈ rand F 

In order to prove the consistency of SMGraph, the function from SMGraph into 
BMOF’ should be defined. Function F is defined as follows: 

F(component)= Classifier ..………….…………….....(1) 
F(Component Specification)= Package……………....(2) 
F(Component Declaration)= Package.…………….....(3) 
F(Component Definition)= Package.…............……...(4) 
F(Interface)= Classifier.……………………………....(5) 
F(Provided Interface)= Classifier.…………………....(6) 
F(Required Interface)= Classifier.…………………....(7) 
F(Attribute)= Attribute.…………………….………...(8) 
F(Class)= Class.…………………………….…….…..(9) 
F(Method Declaration)= Operation.…………..….…(10) 
F(Precondition)=Constraint..................…….........…(11) 
F(Postcondition)= Constraint.........……..………......(12) 
F(Interface Specification) = Package………………..(13) 
F(Operation Specification) = Package………………(14) 

All arcs of SMGraph are mapped into all arcs of BMOF’. It means that all nodes 
of BMOF’ are kinds of Model Element, and there are relationship of “Depends On” 
between Model Element.  

Following mappings for maximal meta-model of specification level are added. 

F(Design Pattern)= Classifier……………………….(16) 
F(Interaction Diagram)= Classfier……….................(17) 
F(Exception)=Exception…………………………….(18) 
F(Persistence)=Tag………………………………….(19) 
F(Relationship)=Association………………………..(20) 
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Following mappings for minimal meta-model of implementation level are added. 
F(Component Descriptor)=Costraint………………..(21) 
F(Transaction)=Tag…………………………………(22) 

Maximal meta-model of implementation level includes following mappings. 

F(Security)=Tag...…………………………………(23) 
F(Transaction Type)=Tag…………………………(24) 
F(Event)=Operation……………………………….(25) 

5   Conclusion Remarks 

We define and propose meta-models for component with respect to generic view, 
specification view, and implementation view. Also, each meta-model of specification 
level and implementation level is divided into minimal meta-model and maximal 
meta-model. In order to verify the correctness and soundness of proposed meta-
models, we use graph theory and MOF.  

We expect that models of various methodologies and platforms will be integrated 
as well as new model elements are added or extended easily by applying proposed 
meta-model. 
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Abstract. As component-based software is developed by integrating components 
that are implemented independently, expressing the usage protocols of each 
component is essential. However, there is no known proper way to describe them 
comprehensibly from the point of component user or developer. Black-box (exter-
nal) point of view of component composition sees component-based development 
from the user’s or the system assembler’s point of view. But a description 
technique necessary to specify the dynamic constraint explicitly is necessary to 
define the external view more precisely. The key contribution of this paper is to 
present a technique for describing the structure of components in black-box view 
using UML 2.0. First, we present the relevant UML notations for describing the 
black-box point of view and then provide diagrams showing their usage. We 
further illustrate how this leads to a component based software specification of the 
structure of composition focusing on the black-box view. 

1   Introduction 

Even though there are some commonalities among classes, components and 
subsystems, they are used unclearly due to the non-obvious subtle differences among 
them in UML 1.x. For example, does a subsystem mean just a big component? In that 
case, how big a component should it be to be qualified as a subsystem? These kinds of 
questions have some vague problems that are difficult to give a clear answer. UML 
2.0, on the other hand, defines components as the special case of the more general 
concept of a structured class and subsystems as the special case of the component 
concept. Therefore, a choice among them will be determined by the basis of objective 
criteria [1]. 

In the same manner, relationships between components through contracts must be 
specified along with the operations that the interfaces provide; the component 
diagram in UML 1.x provides only a basic binding concept between interfaces which 
make it difficult to describe component usage relationships. To facilitate a large scale 
system modeling, UML 2.0 extends some existing elements such as activities, 
interactions, and state machines and introduces new elements such as component 
structures. For example, it is possible for a sequence diagram to include some other 
sequences while the protocol state machine can be attached to the component 
structure diagram. Owing to these extensions, behavior description of a component 
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can be reused in the same or other component description [1]. As a result, it becomes 
possible to describe behavioral patterns that can be applied in different contexts. That 
is, we can reuse same specification in multiple places within the same view (e.g. 
dynamic view, component view, etc.) or some other views.  

In this paper, we suggest some alternative ways to describe the behavioral aspect 
description in black-box view that shows the optimal levels of information in describing 
the relationships between interacting components and their usages by using UML 2.0. 
The rest of this paper is organized as follows. In section 2, the notations for the 
component relationship description and the behavioral aspect description in the black-
box view are explained. In section 3, a method for the black-box view description is 
introduced by using the notations explained in section 2. In section 4, the advantages 
and disadvantages of black-box point of view description and contributions of this paper 
are discussed. Lastly, we present the future research direction and then draw 
conclusions. 

2   Related Works 

2.1   Basic Concepts for Black-Box View Description 

From user’s(external) point of view, a component consists of a set of provided 
services which form the provided interface of the component. The services provided 
by other components are called required services, which are provided by a required 
interface. Black-box view as an external point of view describes a component 
composition and how to use it. Through adding black-box view specification to an 
architectural description, we can provide user or developer with the knowledge 
necessary to use and understand the components in a proper level of abstraction.  

[2] presents a definition and specification for component software from black-box 
point of view. Also, [2] makes defining state machine or state chart of contracts and 
component possible by introducing control variables for them via applying the same 
method as an interface. In some cases, we can add a CSP specification describing the 
sequence of the interface method in contracts. However the definition and 
specification of [2] based on mathematical logic has formal characteristics. This 
mathematical logic is too difficult for designer or developer to understand and CSP is 
almost the same. 

Now, UML 2 supports new notations for describing component composition and is 
upgraded to fit for specifying the order of invocation of object’s operation in a 
convenient way by using protocol state machine. Especially, as protocol state machine 
doesn't preclude specific behavioral implementation and enforces legal usage 
scenarios of classifier, it can be associated with interface and port [3]. 

UML 2 provides following notations and diagrams for specifying architectural 
connector defined in [4], which describes it by using an additional profile borrowed 
from architectural description language concept such as ACME or C2SADL as a 
collection of protocols. 
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Table 1. UML 2 notations for specifying architectural connector 

Path Type Notation Included in 

Assembly  
Connector  

Structure Diagram 

Connector 
 

Composite  
Structure Diagram 

Protocol transition Protocol State  
Machine Diagram 

Though there are many improvements in UML for describing component and port, 
it is insufficient to describe connector presented in architecture views [7]. But it is 
possible to model component behavior from the point of black-box by attaching 
protocol state machine to the structure of components using assembly connector and 
connector notation in Table 1.  

An assembly connector maps a required interface of a component to a provided 
interface of another component in a certain context. It specifies composition between 
components as a connector wiring between provided and required interfaces in a 
composite structure diagram of component 

We use connector notation for attaching protocol state machine diagram to the 
external structure diagram of components. Connector notation in Table 1 specifies a 
link that enables communication between two or more instances. This link may be an 
instance of an association, or it may represent the possibility of the instances being 
able to communicate because their identities are known by virtue of being passed in 
as parameters, held in variables or slots, or because the communicating instances are 
the same instance [3]. 

Table 2. Notations for describing the structure of components on black-box view 

Node Type Notation 

Component       with      required 
Port(typed by Interface) 

 
Component       with       complex 
Port(typed     by    provided   and 
required interfaces) 

 

State with invariant 

 

Protocol transition specifies a legal transition for operation. Transitions of protocol 
state machines have the following information: a pre-condition (guard), on trigger, 
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and a post-condition. Protocol state machine also can describe invariants by using state 
with invariant notation in Table 2. Every protocol transition is associated to zero or one 
operation that belongs to the context classifier of the protocol state machine [3]. 

Besides these notations, we use sub-state machine to describe protocol state between 
two connected components. Because protocol state machine only describes the context 
of a classifier in UML 2.0, we use sub-state machine to represent whose state is related 
to another classifier context. 

2.2   Contract-Based Description 

The principle behind the use of pre- and post condition is often referred to as the design 
by contract (DbC) [8]. A contract describes the services provided by an object. It 
describes the conditions under which the service will be provided and result of the 
service that is provided. In a component world, a client can interact with a given 
component through interface. An interface is a set of named operations that can be 
invoked by the client. The contract states what the client needs to do to use the interface. 
Particularly, because component is used as a black-box if contracts are not defined 
precisely, it can be difficult for clients to use the components and get correct returns. On 
the level of an individual operation of an interface, there are pre- and post conditions 
which must be satisfied. DbC is composed of these pre condition, post condition, and 
invariant operations basically. But a component contract can become much more 
complicated than DbC and there are additional contacts according to what component 
architecture is used. [5] insists that we have to decide how components behave before 
trusting components. Namely, they introduce the need of contracts in component 
specification and present four levels of contracts.  

− Basic Contracts(IDL, Type systems) 
− Behavioral Contracts(Invariants, Pre/Post conditions) 
− Synchronization Contracts 
− Quality-of-Service Contracts 

Synchronization contracts make sure that services are atomic or executed as 
transactions. It specifies strategies to manage intra-component concurrency. Quality-
of-Service contracts provide quality of service parameters, such as maximum 
response delay, average response, quality of result, and throughput. 

3   Black-Box View Description 

In this section, we illustrate how the notations and concepts introduced in section 2 
lead to a component based software specification of the structure of composition 
focusing on the black-box view. To facilitate explanation we consider a basic online 
ordering system that is developed in several components. We analyze the problem 
domain as follows: 

Henri wants to enter a new market by offering his products through an online 
ordering system on internet. Online ordering will allow customers to connect with the 
ordering system through the internet. The customer will be able to select from a list  
of items. The customer’s selection will then be transferred to the server. The server  
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will calculate the price of the items and send the price back to the client. The customer 
can either accept or decline. If the customer accepts, an order will be printed at the  
server [6]. 

Following diagram shows the structure of components of the example system. 

 

Fig. 1. The structure of components of example system 

To shorten the presentation of the specification, we specify behaviors only about 
adding a product to quote in the Quote component. When we add a product to quote, 
the addProduct operation provided by Quote component determines whether a line-
item exists already for this product. If it exists, simply increase the quantity, otherwise 
it makes a new quote line-item. Through the structure diagram of Fig. 1, we can see 
that Quote component has required/provided relationship with QuoteLineItem 
component. An individual line-item of QuoteLineItem component represents one 
particular product that the customer wants as well as a quantity for that product. Also, 
QuoteLineItem is in a assembly composition relation (required/provided interface) 
with Product component.  

In UML 2.0, because protocol state machine package merges interface, ports, and 
BehaviorStateMachines package, interfaces can own a protocol state machine. 
Protocol state machines help define the usage mode of the operations and receptions 
of a classifier by specifying: 

− In which context (under which states and pre conditions) they can be used 
− If there is a protocol order between them 
− What result is expected from their use [3] 

The states of a protocol state machine (protocol states) present an external view of 
the class that is exposed to its clients. Depending on the context, protocol states can 
correspond to the internal states of the instances as expressed by behavioral state 
machines, or they can be different. 



 Description Technique for Component Composition Focusing on Black-Box View 999 

 

In our example, behavior of adding product to quote is achieved through several 
assembly composition relations. As several components participate in that behavior, 
describing black-box view for this is not easy. According to UML superstructure 
specification, when two ports are connected, the protocol state machine of the 
required interface (if defined) must be conformant to the protocol state machine of the 
provided interface (if defined). So, at first we specify Quote component’s behavior 
associated with QuoteLineItem in the following figure. 

 

Fig. 2. The structure diagram of components attached protocol state machine. Adding Product 
to Quote state machine diagram is attached to Quote component’s port inter-operating with 
QuotoLineItem component. 

Fig. 2 shows that the protocol state machine for the behavior of adding product to 
quote which is owned by customer has been attached to Quote interface. In Fig. 2, we 
attached it to a port for representing that this behavior is one of Quote interface’s 
interactions with the external environment. When addProduct operation is called, 
create operation will be invoked in the case of the empty state of quote (pre-
condition) and findLineitem operation will be called in other cases. Each state 
indicated as substates, marked as , is protocol state machine associated with 
provided interface and is called by required interface. Creating Lineitem state, which 
generates line-item, and Lineitem Vector state which contains line-items and their 
quantity chosen by customer, are treated as substates because both of them are related 
with QuoteLineItem component’s provided interface.  
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After describing the behavior of a component which has required interface, we 
specify each substate presented in the description. Fig. 3 shows a protocol state machine 
diagram including substate connected to QuoteLineItem component’s provided interface 
(interface of Product component). 

 

Fig. 3. QuoteLineItem component to which protocol state machine whose states are defined as 
sub-states in Fig. 2 is attached. State2 state machine is attached to a port inter-operating point 
with Product component while Getting Quantity state machine is attached to a port inter-
operating point with Quote component to describe the external view more precisely by making 
dynamic constraints in the sequence of operation calls explicit. 

Fig. 3 defines each state with invoked operation, pre-condition, and post-condition 
to be consistent with Fig. 2. Also, from Fig.3, we can catch that the different interfaces 
of a component interact each other through different ports. In this way, behavior 
between components which have an assembly composition relationship is described as 
black-box point view. In Fig. 3, comparing product state is defined as a sub-state since 
QuoteLineItem component has assembly composition relationship with Product 
component. QuoteLineItem is a component (i.e. session bean in EJB) which is 
temporarily connected to Product component (i.e. entity bean in EJB). 

4   Discussions and Contributions 

Though UML 2.0 is still insufficient to describe four levels of contracts proposed by 
[5], contracts can be more visually described by using UML 2.0 than by using 
extended forms of association class proposed by [9] extending UML with a new 
semantic primitive contracts. 
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It is not necessary for testers and users to know all the detail levels (white-box 
view) of information. The proper level of information that is required for the 
component usage and test is the things such as components’ primary states, 
properties, and operations that are required to interact with components and some 
constraints for related operations. We believe that the protocol state machine is 
appropriate to provide this level of information. The core problems are to know 
properties for component composition, states and operations and then to describe 
them in terms of the protocol state machine and finally to connect it to the external 
structure diagram of component. 

Another problem is to describe the interaction states which are possible between 
two components. We described the interaction states by using sub-state. Through this 
technique, we can describe the component structure diagram with protocol state 
diagram more structured and simple way. The contribution of this paper can be 
summarized as follows:  

− Component composition description in black-box view by using UML 2.0 
− Capability to provide the reasonable abstraction of information with users and 

testers 
− Utilizing the black-box view as the basis to generate test cases for testing 

interoperability between components in the component-based software. 

5   Conclusions 

We described so far how we could specify component composition focusing on black-
box view. Reusing software component cannot succeed if the component does not 
export clearly stated service guarantees. Indeed, there are many misunderstanding 
because of informally stated documents. Because a document which is provided by a 
component provider is too syntactic, it is difficult for clients to get information about 
what they have to do to use the component. Also, in the case of using formal 
language, a specification of a component is too difficult for client to understand. 

In this paper we tried to specify component composition in a black-box point of 
view using UML 2.0. Owing to the upgraded UML, we have a chance to specify 
component contracts in a convenient way. However, the UML 2.0 superstructure 
specification is somewhat ambiguous when we describe protocol state machine 
between two connected components. To solve this problem we consider a state 
connected with other component’s provided interface as a sub-state. That sub-state is 
a protocol state machine connected with the provided interface. After this method we 
specified connect port, keeping conformation between two ports. 
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Abstract. The most important technology in the electronic commerce based on 
Internet is to guarantee the security of trading information exchange.  Many 
technologies are proposed as a standard to support this security problem.  One 
of them is an XML (eXtensible Markup Language).  This is used in various 
applications as the document standard for electronic commerce system.  The 
XML security has become very important topic.  

In this paper an XML security model for web services based electronic 
commerce system to guarantee the secure exchange of trading information is 
proposed.  To accomplish the security of XML, the differences of XML 
signature, XML encryption and XML key management scheme respect to the 
conventional system should be provided.  The new architecture is proposed 
based on unique characteristics of XML.  Especially the method to integrate the 
process management system need to the electronic commerce is proposed.  

Keywords: Electronic Commerce, XML, Web Sevices, XML Security Model.  

1   Introduction  

Much of information is propagated by Internet. Internet that is an open 
communication system provides browsers based on easy protocols and various tools 
for information handling. Therefore E-Commerce is proliferated. This E-Commerce is 
based on the standards for document processing in Internet.  

The enterprises perform not only the internal activities but also the interactive 
businesses with other companies to secure the competitive power of them. In general, 
the trading business between enterprises is performed typically according to the pre-
defined business process by exchanging the contracted documents.  The purpose of 
this paper is to propose a business model for B2B environment. This model is based 
on the business process management system which manages the conventional internal 
processes of enterprises.  This model also analyzes the key elements needed to E-
Commerce for inter-enterprises. Especially, the documents and data exchanged 
between companies is formalized by using the XML messages that are approved as 
the standard tools for information exchanges. The business processes exchange the 
XML messages. During all processes, therefore,  the efficient business integration 
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may be possible. This model ensures the secure information exchanges which is an 
essential factor in E-Commerce.  

The most threatened factor to the E-Commerce is the security problems. The 
messages exchanged by an XML message via Internet is not secure because the user 
authentication is not guaranteed as shown in Figure 1[11]. The E-Commerce should 
be based on the public key encryption system to authenticate the valid users. The 
method to ensure the reliability and security of user's public keys is required.  

 

Fig. 1. Unsecured message exchange  

Public key infrastructure (PKI) provides secure and reliable method to open the 
user's public keys to the public [1]. Public key infrastructure has very important roles 
in Internet E-Commerce. It opens the user's public keys to public in secure and 
reliable manner.  

Since the XML technology is used as the format of message exchange in Internet 
e-Business, the security for XML documents becoming essential and XML digital 
signature should be supported for secure E-Commerce [2-6].  

In this paper, the security application of E-Commerce is designed which is reliable 
by using X.509 certificate based on PKI. A web service is designed to implement the 
PKI-based security application for mutual authentication. The digital signature 
protocol based on PKI and XML is also designed to solve the security and repudiation 
problem of message exchange in B2B.  

2   Related Technologies  

2.1   Public Key Infrastructure  

Public key encryption system is an asymmetric system which is based on 
mathematical functions. It has the pair of keys one is opened to public and the other is 
saved securely instead of private key encryption system. Then the key is opened is 
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called public key, the other is called private key. The majority security systems for E-
Commerce based on public key algorithm because the key management and 
distribution are difficult. It also resolves the anonymous and user authentication 
problems.  

Public key infrastructure should be constructed based on public key certificates. 
The certification authority (CA) authenticates the trading subjects. The certification 
authority creates digital signature by using their own private key and attaches them to 
the certificate for proving the subject users are valid.  The certificate includes the 
public key of certificate's users and information of subject users.  

2.2   Web Services  

Web service is a software interface which can be found and called by another 
programs on the web regardless of location and platforms. Web service is independent 
on platforms, devices and location. Web service provides dynamic functionality. Web 
service can be also applied to the conventional systems by low cost.  

The web service in E-Commerce  is a standardized software technology which 
combines conventional computer system programs between businesses on Internet. 
This standard technology enables all business functionalities and services. The web 
services by using Internet overcome the differences of communications among the 
heterogeneous operation systems and programming languages. So to speak, the web 
services are software components which conform e-Business standard and have 
business logics of Internet.  

2.3   XML  

XML standard describes the classes of data objects for XML documents. It also 
describe the operations of computer programs which process these XML documents. 
XML is an application of SGML (Standard Generalized Markup Language).  

XML documents consist of entities which are storage units. The entity contains 
parsed data or un-parsed data. The parsed data consists of characters. Some of these 
characters are character data, the others are markups. The markups encode the 
arrangement plan of physical storage and the description of logical structure. XML 
provides a mechanism which enforces the arrangement plan of storage and logical 
structure.  

The software module as it called XML processor reads XML document and 
accesses the content and structure of that.  

XML is a standard for organizing the data, XSL (eXtensible Stylesheet Language) 
is a standard for method to output this data. XSL is a translation technology. XSL is a 
language to translate each field of XML to relevant tags of HTML and represent to 
web browser.  

XML schema is the term for file to define the structure and content of XML 
documents. DTD (Document Type Definition) is also a kind of schema, but it has 
some defects.  DTD should be described by E-BNF and so difficult. On the other 
hand, XML schema can be desctibed just using XML itself. Moreover, XML schema 
can use various data types that are not supported in DTD. In XML schema the 
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elements can be reused. So to speak, XML schema extended model of DTD. XML 
schema can define precisely the types of XML documents and the relationships of 
elements.  

XML documents should be parsed to make a tree structure from XML elements. 
DOM (Document Object Model) is a model to store parsed data as a tree structure and 
permits accessing particular element. According to DOM, XML documents are 
analyzed to hierarchical tree structure.  

2.4   XML Digital Signature  

Recently, XML is in the spotlight as a technology applicable to various applications 
like B2B and B2C. The importance of security is increased in E-Commerce because 
the most businesses are processed in electronically.  Especially, the standards for 
security in documents exchanging using XML in E-Commerce having been 
established. The XML-Signature Group of IETF and W3C recommended the 
specification for "XML-Signature Syntax and Processing". This specification 
describes the syntax and processes for XML digital signature.  

The following should be considered for security of XML digital signature.  

 Confidentiality  
 Integrity  
 Authentication  
 Authorization 
 Non-Repudiation 

3   XML Security Model  

3.1   XML Signature  

The syntax of XML signature is a complicated standard to provide various 
functionalities. It can be applied any signatures because it is designed to have high-
level extensibility and flexibility. W3C recommendation defined XML signature 
syntax and processing rules for them.  

Figure 2 shows the XML syntax for digital signature.  
XML signature starts with an element <Signature>. The element <Signature> is an 

important one that consists of signature and identifying the signatures. The element 
<SignedInfo> lists "the signed information" which are the objects to sign by us. The 
particular data streams for Digest is represented by the element <References>. The 
URI (Uniform Resource Identifier) syntax is used to prescribe these streams. The 
element <KeyInfo> may be used efficiently in automation of XML signature 
processing because it provides identifying mechanism for verification keys. The 
element <Object> is a container which can retain any types of data objects. Two 
elements for <SignatureProperties> and <Manifest> are defined that should be 
contained in the element <Object>. The element <SignatureProperties> is a pre-
defined container to verify signatures. It retains the assertions for signatures. These  
 



 XML Security Model for Secure Information Exchange in E-Commerce 1007 

Fig. 2. XML syntax for digital signature  

assertions may be used to verify the signatures and integrity. The element <Manifest> 
is used to verify references for application domains. It also provide a convenient 
method for multiple-signers to sign multiple documents. If the element <Manifest> 
does not used, the results of signature increase in volume and the performance may be 
depreciated.  

The creation information for certificates and the issued certificates are exchanged 
in the form of XML documents. The important information is encrypted as a unit of 
XML element. The DTD  for the creation information for certificates is shown in 
Figure 3.  

Fig. 3. DTD for XML certificate  

3.2   Structure for XML Security  

In this paper, the security system is designed based on the web service platform. This 
system executes and verifies XML signatures independent from the conventional 
applications. Consider the Purchase Order is submitted by Company A via Internet 
and is confirmed by Company B as shown in Figure 1. Company A executes digital 
signature before transmission and Company B confirms after reception. So, the secure 
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SOAP message exchanges are possible. In this process the Proxy has a role to check 
the digital signatures under surveillance of delivered messages. The real object to 
execute and to confirm the digital signature is implemented as a web service. This 
structure is shown in Figure 4.  

 

Fig. 4. Secure exchange of XML messages 

The following is the procedures for Figure 4.  

Step 1. The business process A of company A transmits the message for Purchase 
Order to business process B of company B.  
Step 2. When the purchase is passing proxy A, the digital signature is executed by 
sending the message to digital signature server.  
Step 3. The proxy B of company B receives the signed message and sends it to the 
confirmation server. The confirmation server verifies the signed message.  
Step 4. The verification results are sent to proxy B. If the signature is valid, proxy B 
removes the signature and sends it to business process B. The information of signer 
may be preserved.  
Step 5. The business process B transacts the message for Purchase Order. The 
business process B makes a reply message and transmits it to company A.  
Step 6. When the reply message is passing proxy B, the digital signature is executed 
using the private key of company B by sending the message to digital signature 
server.  
Step 7. The company A sends the message from Proxy A to the confirmation server.  
Step 8. If the digital signature is valid, the signature is removed from the message and 
the message is sent to the business process A.  

 



 XML Security Model for Secure Information Exchange in E-Commerce 1009 

The proxy determines whether it executes digital signature or not by checking the 
XML messages on network. Consequently, the workflow A and B do not concern the 
execution and confirmation of signatures. It is a forte that the conventional 
applications may not be changed.  

The content verifier of the proxy server determines whether it needs a digital 
signature or not by checking the existence of an element <Signature> in XML 
schema. If it needs, two modules are required. One is to translate the XML message to 
the form of SOAP message, the other is reverse.  

3.3   Execution of Digital Signature  

Figure 5 shows an example of the message for Purchase Order with digital signature.  

<?xml version="1.0" encoding="UTF-8"?>  
<Signature xmlns="http://www.w3.org/2000/09/xmldsig#">  
<SignedInfo Id="foobar">  
<CanonicalizationMethod Algorithm="http://www.w3.org/TR/2001/REC-xml-c14n-20010315"/>  
<SignatureMethod Algorithm="http://www.w3.org/2000/09/xmldsig#dsa-sha1" />  
<Reference URI="http://www.acompany.com/news/2000/03_27_00.htm">  
<DigestMethod Algorithm="http://www.w3.org/2000/09/xmldsig#sha1" />  
<DigestValue>j6lwx3rvEPO0vKtMup4NbeVu8nk=</DigestValue> </Reference>  
<Reference URI="http://www.w3.org/TR/2000/WD-xmldsig-core-20000228/signature-sample.xml">  
<DigestMethod Algorithm="http://www.w3.org/2000/09/xmldsig#sha1"/>  
<DigestValue>UrXLDLBIta6skoV5/A8Q38GEw44=</DigestValue> </Reference>  
</SignedInfo>  
<SignatureValue>MC0E~LE=</SignatureValue>  
<KeyInfo>  
<X509Data>  
<X509SubjectName>CN=Ed Simon, O=XMLSecurity Inc., ST=OTTAWA, C=CA</X509SubjectName>  
<X509Certificate> MIID5jCCA0+gA...lVN </X509Certificate>  
</X509Data>  
</KeyInfo>  
</Signature>  

Fig. 5. XML Digital Signature  

The procedure to execute the message in Figure 5 by digital signature web service 
is as follows.  

Step 1. Determine the object for digital signature. This is given as the form of URI in 
general.  
Step 2. Calculate the value of Digest for each object for signature. The object for 
signature is defined in the element <Reference> and each Digest is stored in the 
element <DigestValue>. The element <DigestMethod> defines the algorithm.  
Step 3. The element <SignedInfo> contains the elements <Reference> of each objects 
for signature. The element <CanonicalizationMethod> designates the algorithm that 
normalizes the element <SignedInfo>.  
Step 4. The Digest of the elements <SignedInfo> is calculated and signed, then stored 
in the element  <SignatureValue>.  
Step 5. If the information of public key is required, it is stored in the element 
<KeyInfo>. This is a certificate  of X.509 for sender and needed to confirm the digital 
signature. The procedure for confirmation is shown in Figure 6.  
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Step 6. Finally, the XML digital signature is generated by including all created 
elements to the element <Signature>.  

Figure 6 shows the procedures to confirm the reliability of digital signature.  

 

Fig. 6. Confirmation of Reliability for XML Digital Signature 

The information of certificates is extracted from the element <KeyInfo> to confirm 
the generated digital signature. It is compared to the certificate stored in the root 
certificate registry. Then the reliability is ensured.    

4   Conclusion  

In this paper, PKI-based digital signature is designed based on XML and web services. 
It ensures the secure trading and non-repudiation in E-Commerce. The XML digital 
signature is designed and the operation structure is also proposed when two companies 
exchange the trading information as the form of XML messages. By using the concepts 
of proxy and web service, the conventional application programs can be operated 
without change. All information for document exchange is represented in XML. Only 
the secret information of XML document is encrypted. Because the digital signature is 
executed whole document, the security of trading and non-repudiation are guaranteed.  

In the future the researches for connecting to the CA, distribution of 
CRL(Certificate Revocation List) and key renewal for CA are required.  
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Abstract. In this paper, the business process was easily modeled by distin-
guishing between the business process and work logic. Based on this model, 
B2Bi collaboration Workflow modeling tool, which facilitates collaboration, 
was designed and implemented. The collaboration workflow modeling tool 
consists of 3 components; business process modeling tool, execution engine and 
monitoring tool. First, a business process modeling tool is used to build a 
process map that reflects the business logic of an application in a quick and 
accurate manner. Second, an execution engine provides a real-time execution 
environment for business process instance. Third, a monitoring tool provides a 
real-time monitoring function for the business process that is in operation at the 
time. In addition to this, it supports flexibility and expandability based on XML 
and J2EE for the linkage with the legacy system that was used previously, and 
suggests a solution for a new corporate strategy and operation.  

1   Introduction 

A new business model is required to reflect changes in the business environment. As 
the development of information technology accelerates the integration between 
companies or in a company, the need for a new process has increased. SCM (Supply 
Chain Management) [1] etc. is the representative example, and its focus is to optimize 
the logistics of all companies related to the production of a product. The BPM 
(Business Process Management) is a system that visualizes the business process in 
and out of a company, executes/controls who is related to business execution and the 
system according to the process, and controls and optimizes the whole business 
process efficiently. Activities of a company have become increasingly complicated, 
and the maximization of domestic and foreign management efficiency has been raised 
as a key point of success in business. However, the reality is that companies are 
divided rather than integrated with one another, although customer, partner, 
managers, information system and business process etc. should be efficiently 
operated/managed for efficient management. Poor management results in efficiency 
drains, such as repetition of work, increase of working hours, and data repetition etc. 
In particular, it is the main cause of poor confrontation with the changes in business 
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process due to a rapidly changing market situation, customers' demand, and changes 
in inside organization etc. To increase the productivity and efficiency of work, it is 
necessary to connect and automate these task units focusing on the business process, 
and BPM (Business Process Management) is the solution that stimulates it.  

In the early 1970s, SQL appeared, dramatically simplifying the expansion and cor-
rection of a system by dividing data classes and business logic classes. Also, the web 
innovation in the 1990s simplified the change of work logic by dividing work logic 
and various expressions of users through huge client/server network technology. 
Based on this technology, the business application of today came to require process 
modeling and management that can promptly cope with the business environment and 
integration between several applications that are operated at various platforms. Based 
on this, a company can reduce costs by including a legacy system into new system 
construction and can create new opportunities through B2B collaboration.  

In this paper, a J2EE-based B2Bi collaboration workflow modeling tool, which en-
ables  companies to utilize a successful business process management solution to cope 
with the rapid changing business environment, and which is required to employ a new 
business strategy and the operation by connecting to the legacy system, was designed 
and implemented by dividing business process and business logic.  

2   Related Works  

The workflow management system is the most effective tool to monitor the entire 
operation of business process and integration of several different information 
resources [2]. At first, it began as a business process automation tool to support BPR 
(Business Process Reengineering). However, it has developed into a core technology 
for the collaboration of distributed computing of groupware, ERP (Enterprise 
Resource Planning), EAI (Enterprise Application Integration), BPMS(Business 
Process Management System), and ebXML, e-commerce etc. As workflow has been 
applied to a lot of fields, several standards were established and new standards will be 
established in the future. The workflow system is implemented in a centralized 
manner in order to simplify monitoring. In WfMC(Workflow Management Coalition), 
a WfMC reference model [3] was constructed as the initial workflow standard. For 
this model, the standard for workflow engine, circumferential constituents, interface 
between those and words was established. As the web grew, SWAP (Simple 
Workflow Access Protocol) [4] was presented as HTTP-based workflow standard. 
Afterwards, it was integrated to Wf-XML that is XML standard [5]. Wf-XML is 
XML-based protocol for inter operation between workflow systems, and it provides 
the minimum message aggregation for inter operation. Next, an agent-based workflow 
model such as INCAs (INformation CArriers) [6] was suggested. However, although 
it had an extremely high expandability as a complete distribution workflow model, 
there was no consideration for monitoring and management function, which were the 
most important functions in workflow. WONDER system [7] presents the actual 
implementation of INCAs model, and it had an additional monitor function that the 
INCAs model does not have. To support workflow on the web, WPDL (Workflow 
Process Description Language) was established at WfMC, and it was reestablished to 
XPDL (XML Process Description Language) by applying XML later. XPDL was the 
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definition standard of workflow, but there are unilateral process definition standards 
such as BPSS (Business Process Specification Schema) of ebXML and PIP (Partner 
Interface Process) of RosettaNet etc. [8].  

The appearance of web service and rapid standardization of the proposed workflow 
definition standard for various web services in several groups and companies has 
necessitated a standard to provide workflow function as well as standardization of 
basic function.  The representative examples are IBM WSFL of IBM, and XLANG of 
Microsoft etc. and these were integrated to BPEL4WS(Business Process Execution 
Language for Web Services) in recent days [8].  

3   Design of B2Bi Collaboration Workflow Tool  

This paper is focused on the design and implementation of a B2Bi collaboration 
workflow tool to design, to execute and manage a business process. To do so, a mod-
eler (OrchestraXAStudio) that serves as an automation tool for modeling the business 
process is required. Any process that is prepared by a modeler should be defined by 
using XPDL as a workflow process definition language. Therefore, XPDL schema 
instance generator is required. Also, perfect J2EE-based process execution engine 
(OrchestraXAServer) for rapid allocation and smooth execution of workflow or proc-
ess integration application is required too. Finally, a monitoring tool (OrchestraX-
AMonitor) that provides a console to inspect and operate the process implemented in 
this execution engine is required. The Fig. presents the structure of B2Bi collabora-
tion workflow.  

XPDL schema instance
generator

Execution engine
(OrchestraXAServer)

Workflow model
repository

Repository

XPDL Schema instance
repositoryMonitoring tool

(OrchestraXAMonitor)

Workflow modeling tool
(OrchestraXAStudio)

 

Fig. 1. Architecture of collaboration workflow tool 

3.1   Business Process Meta Model  

Business process meta model defines the basic aggregation of object and property for 
process definition exchange. To define a process, objects below should be defined 
first.  

− Workflow process activity  
− Transition information  
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− Details of workflow participant  
− Workflow application declaration  
− Workflow-related data  

In the Fig.2, the workflow process definition consists of more than 1 activity. One 
activity represents the work that is executed with the verification of the resource that 
is detailed by the allocation of participants and a computer application that is detailed 
by the allocation of application program. The workflow participant declaration pro-
vides a technology of resources that can serve as a performer of various activities in 
the process definition  

 

Fig. 2. Workflow process definition meta model 

3.2   Package Meta Model  

Package meta model defines the object and property to exchange or save a process 
model.  It defines various succession rules that correlate workflow-related data that 
can be defined at a package level rather than at the level of object definition for par-
ticipant details, application declaration and an individual process definition. The 
package definition allows multiple process definition property details that can be 
applied to all the individual process definitions that are included in the package. The 
package meta model includes the object types listed below.  

− Workflow process definition  
− Workflow participant details  
− Workflow application declaration  
− Workflow-related data  

 

Fig. 3. Package definition meta model 
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4   Implementation of B2Bi Collaboration Workflow Tool  

4.1   Business Process Modeling Tool  

A business process modeling tool is used to design and execute a modeling strategy, 
policy and process of a company. It enables the field work designer and manager to 
add or change new work logic easily based on it by suggesting the common activity of 
companies as a template that is known as an advanced management technique (Best 
Practice). To complement the steep learning curve that constitutes the major draw-
back of work process preparation through existing XML-based process sentence 
preparation, a visual and intuitional modeling interface was selected. By using the 
modeling tool, works related to process design, the task unit design and process op-
eration can be handled.  

 

Fig. 4. Main page of business process modeling tool 

First, OrchestraXAStudio provides a process modeling tool that even a beginner can 
easily design complicated business process by using various editing functions such as 
Drag-and-Drop, Validation and Wizard function etc. It can have an effect of building a 
process-based system that can actually operate by reflecting work rules. Also, the  
designed process contributes to a rise in productivity because it can be reused for simi-
lar types of business. Second, it helps provide a clear definition of properties such as 
process participant, execution application, terms of task unit completion, and various 
branch conditions etc. on task unit in the process. Third, process operation is done 
according to a rule that is defined in advance when a business process begins. Process 
participants handle the task through work portal. They are notified of the task in real 
time, and perform it through applications such as electronic form that is defined  
in advance.  

4.2   Execution Engine (OrchestraXAServer)  

The execution engine is a complete J2EE-based process engine for rapid allocation 
and smooth execution of workflow or process integration application. In general 
terms, it is called a workflow engine, and it provides a real-time execution environ-
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ment for business process instance. It is a multi platform and J2EE-based process 
engine that is neutral in regard to the application server and the main development 
range exists as shown below.  

− Process definition analysis  
− Process instance control (generation, activation, pause, close etc.)  
− Sequential or parallel operation, deadline scheduling  
− Maintenance of workflow control data and workflow-related data  
− Interface that calls outside application  

4.2.1   Implementation of OrchestraXAServer  
OrchestraXAServer can handle all known workflows and process modeling pattern as 
well as complicated business or application process logic temporarily.  

 

Fig. 5. Object model conceptual scheme 

In OrchestraXAServer, business process is modeled into different object types of 
process object, operand object, status object and policy object.  

First, process object is the main constituent of a server object model that includes 
information about the current status of the process, terms of start, close and change of 
process, and the relationship that the process object has with other objects. The proc-
ess object is composed of the relationship and properties stated below.  

- Property: None  
- Relation  

parent process 
OrchestraXAObjectId about subordinate process object of the process 
object 

subprocesses 
OrchestraXAObjectIds aggregation of subordinate process object of the 
process object 

operands 
OrchestraXAObjectIds aggregation of operand objects that are related to 
process object 

statuses 
OrchestraXAObjectIds aggregation of status objects that are related to 
process object 

current statuses Status that is applied to the process at present 

policies 
OrchestraXAObjectIds aggregation of policy objects that are related to 
process object 
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Second, operand object encapsulates temporary data related to the business process 
that is modeled according to the process object. It can save any value that can be ex-
pressed in character string. Also, it can save objects or complicated data structure 
through XML expression transition or Java serialization. It has property and relations 
shown below.  

- Property  

ID 
Character string that solely confirms the object in OrchestraXAServer 
system 

label 
Short and readable character string that can be used instead of an id to con-
firm a process. All objects related to the process should have sole label.  

description Text that describes process. It is used by OrchestraXAServer client. 
ACL(set of ACEs) It sets the relation between OrchestraXAServer object and system user. 
visible in subtree 

(true, false) 
Truth value that defines the range of operand object 

value Data that is saved in operand object 

- Relation  
process Id of process that operand object is related  

Third, a status object is a very simple object that is used to trigger the condition of 
a process object as well as the information how the process is going on and to provide 
a cause for the execution of policy object. Status objects can be used for various pur-
poses. The status object is closely related to the properties highlighted below.  

- Property  

ID 
Character string that solely confirms the object in OrchestraXAServer 
system 

label 
Short and readable character string that can be used instead of an id to con-
firm a process. All objects related to the process should have a sole label.  

description Text that describes the process. It is used by OrchestraXAServer client. 
ACL(set of ACEs) It sets the relation between OrchestraXAServer object and system user. 
visible in subtree 

(true, false) 
Truth value that defines the range of operand object 

value Data saved in operand object 

- Relation  
process id of the process that operand object is related 

Fourth, a policy object encapsulates the temporary logic related to the process that 
is modeled. Through this object, a process is customized, and smoothed extensively. 
A policy object relates Java class and the event that triggers this execution file. A 
policy object is related to the properties presented below.  

- Property  
ID Character string that solely confirms the object in OrchestraXAServer system 

label 
Short and readable character string that can be used instead of an id to 
check the process. All objects relate to the process should have a sole label. 

description Text that describes the process. It is used by OrchestraXAServer client. 
ACL(set of ACEs) It sets the relationship between OrchestraXAServer object and system user. 

event source 
Event source that OrchestraXAEvent object should have for the execution 
of policy object 

event name 
Event name that OrchestraXAEvent object should have for execution of 
policy object (null value indicates that any type of OrchestraXAEvent ob-
ject can execute policy object) 

event attributes 
Event property that OrchestraXAEvent object should have for the execution 
of policy object 
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language Language that is used to policy object 
source code type 

(CODE, 
CLASSNAME, 

URL) 

Property used to determine if character string sourceCode property includes 
class name, url or original source for executable code of policy object 

- Relation  
process id of process that operand object is related 

Each policy object consists of one of the two types; executable Java class and BSF 
script. The source code type property of policy object indicates the approach to the type 
of policy object and executable command. Fifth, the OrchestraXAServer supports a 
policy code that can be prepared in various languages, not being limited to Java, 
JavaScript, Tcl, and Python.  

- Use of pre-compiled Java class  
Any Java class that implements java.lang.Runnable interface orcom.ateamsoft. or-
chestraxa.-PolicyScript interface can be called by policy object. Navigator object is 
used to approach to OrchestraXAServer from policy object.  

- Use of Bean Script Framework  
BSF allows other programming language to approach to Navigator object. Navigator 
class is useful to approach to OrchestraXAServer object from policy object. To obtain 
a Navigator object from Java policy object, the code below is used.  

Navigator navigator = (Navigator) bsf.lookupBean("navigator"); 

4.3   Business Process Monitoring Tool 

Business process monitoring tool provides a business process operation console. 
Through this, process the manager traces how both a business unit and individual 
performs given an activity and task, if the deadline is tight, and it also determines the 
potential sources that threaten the strategy of the company. A monitoring tool, which 
is a web-based application, enables process manager to execute management and 
correction of business item that is in operation anywhere connected by Internet. The 
measured statistical data provides feedback again to the business process modeling 
tool for optimized business analysis and improvement of performance.   

- Process ID: Process instance recognition string  
- Performer List: List of executer related to business process execution  

Property Explanation 

Type 
It presents if the activity-performing object is a man or automated system. It is indi-
cated as Human if it is a man and as System if it is automated system. 

Role It indicates the role of object that performs the business. 
Name It indicates the name of objects that performs the business. 

Assigned task It indicates the business distributed to the activity. 

- Activities: Aggregation of activities that constitute the business process. 
Property Explanation 
Action It outputs detailed contents of the activity 
Label Name of the activity 
State Status of the activity. unstarted. started. finished 

Start time Starting time of activity instance. 
End time Finishing time of activity instance. 
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Fig. 6. Individual process level manager interface 

5   Tool Comparison and Analysis  

Tool
Item ADOME-WFMS WIDE Jablonski OrchestraXA Tool 

Modeling 
method 

Suggests a model-
ing method of 

execution view-
point 

Cannot suggest a 
modeling method

Suggests a modeling 
method of change 

viewpoint 

Suggests a complicated 
modeling method that 

supports workflow char-
acteristics 

Modeling tool 

Supports a process 
definition lan-

guage, but lacks 
modeling tool 

Supports a proc-
ess definition 
language, but 

lacks modeling 
tool 

Supports a process 
definition language, 
but lacks modeling 

tool 

Implements a tool that can 
define the relationship 

between process partici-
pant, information system, 

and business process 
Whether or not 
to apply work-

flow engine 
Not applied 

Partially applied 
to design aspect 

Not applied 
Implements an engine that 

supports XPDL 

Monitoring tool Off-line support Off-line support Off-line support 
A web-based monitoring 

tool is implemented 

6   Conclusion 

This paper implemented functions required to implement BPM according to process 
management cycles from the viewpoint of customer. The results consist of Orches-
traXAStudio, which is a business process modeling tool, OrchestraXAServer, which 
is a business process execution engine, and the component of OrchestraXAMonitor, 
which is a business process modeling tool. First of all, OrchestraXAStudio, which is 
business process modeling tool, is a process mapping tool that is the basis of BPM. It 
supports standardization of mapping schematization through a database and common 
ownership of the web, rather than a document, for the process of a company. Orches-
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traXAStudio clearly presents and schematizes the correlation between strategy re-
source processes and provides process-centered business management and constant 
change management. OrchesetraXAServer, which is a business process execution 
engine, is business process automation tool that executes a standardized process, and 
J2EE-based process engine for rapid allocation and smooth execution of workflow or 
process integration application. J2EE-based process engine that is a multi platform 
and neutral to application server provides the core argument of this paper. Orches-
traXAServer can handle all known workflows and process modeling patterns, as well 
as temporarily complicated business or application process logic. OrchestraXAMoni-
tor, which is a business process monitoring tool, can control the cycle-time of the 
process in operation as well as process and KPI (Key Performance Indicator) etc. 
through monitoring. Especially, as it can verify the process improvement effect in 
advance by using cycle-time simulator etc., it can provide a 'What-If' analysis func-
tion according to an improvement scenario and can maximize process improvement 
activity of BPR (Business Process Reengineering) as well as BPM simultaneously.  
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Abstract. A routing algorithm is proposed that analyzes network traffic condi-
tions using time series prediction models and determines the best-effort routing 
path. To predict network traffic, time series models are developed under the sta-
tionary assumption, which is evaluated using the Auto Correlation Function 
(ACF) and Partial Auto Correlation Function (PACF). Traffic congestion is as-
sumed when the predicted result is larger than the permitted bandwidth. Al-
though the proposed routing algorithm requires additional processing time to 
predict the number of packets, the packet transmission time is reduced by 
5~10% and the amount of packet loss is also reduced by about 3% in compari-
son to the OSPF routing algorithm. With the proposed routing algorithm, the 
predicted network traffic allows the routing path to be modified to avoid traffic 
congestion. Consequently, the traffic predicting and load balancing by modify-
ing the paths avoids path congestion and increases the network performance. 

1   Introduction 

Monitoring network traffic involves inspecting the amount of data and types of packet 
that are being transferred[1,2], while network monitoring provides collected data and 
an analysis of such data[3], including where congestion has occurred at certain nodes, 
which allows a network traffic manager to control the routing path when congestion 
occurs[4,5].  

As such, the proposed routing algorithm attempts to analyze network conditions us-
ing time series models and then determine the best-effort routing decisions. To predict 
traffic based on time series models, the model must satisfy the stationary assumption, 
obtained using the ACF and PACF[6], as if the time series does not satisfy the 
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stationary assumption, the Mean square error (MSE) between the real values and the 
predicted values will be large, indicating that the predicted results are inaccurate. If 
traffic congestion can then be assumed when the predicted result is larger than the 
permitted bandwidth, traffic predictions can be used to modify the routing path to 
avoid traffic congestion. As a result, predicting network traffic can facilitate more 
effective management of the routing tables and the ability to make best-effort deci-
sions to increase the network performance. 

2   Time Series Models and Routing Protocols 

2.1   Time Series Models 

A time series is a sequence of observations that are ordered in time (or space). If ob-
servations of a particular phenomenon are made at intermittent time intervals, it 
makes sense to display the data in the order in which it occurred, especially since 
successive observations are also likely to be inter-dependent[5]. Thus, time series data 
analyzed according to a specific function can be made into the following time series 
models[6]. 

2.1.1   AR(Auto Regressive) Model 
The auto regressive approach is based on the premise that each observation in a time 
series is related in a consistent and identifiable way to one or more previous observa-
tions in the same series. The form of this model is as follows. 

,'''' 2211 tptpttt aZZZZ ++++= −−− φφφ  
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2.1.2   MA(Moving Average) Model 
The moving average is a form of average that has been adjusted to allow for seasonal 
or cyclical components in a time series. As such, the function of this model is to 
smooth the original time series by averaging a rolling subset of elements from the 
original series, consisting of an arbitrary selection of consecutive observations. Thus, 
the moving average process can be thought of as the output from a linear filter with a 
transfer (B), when white noise is inputted. 

qtqtttt aaaaZ −−− −−−−= θθθ 2211' . (2) 

2.1.3   ARMA(Auto Regressive Moving Average) Model 
To obtain an accurate model, the inclusion of both AR and MA terms is sometimes 
necessary. The form of this model is as follows. 
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An autoregressive model of order p is conventionally classified as AR(p), while a 
moving average model with q terms is classified as MA(q). Thus, a combination 
model containing p autoregressive terms and q moving average terms is classified as 
ARMA(p,q). 

2.1.4   ARIMA(Auto Regressive Integrated Moving Average) Model 
The process of ARIMA modeling allows the two modeling approaches to be inte-
grated. If the object series is differenced d times to achieve stationarity, the model is 
classified as ARIMA(p,d,q), where the symbol "I" signifies "integrated." In theory, 
ARIMA models are the most general class of models for forecasting a time series that 
can be stationarized by such transformations as differencing and logging[5]. The form 
of this model is as follows.  
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2.2   ACF(Autocorrelation Function) and PACF(Partial Autocorrelation 
Function) 

The stationary assumption is regarded as the previous step in the prediction process in 
order to make an accurate prediction. Stationary time series data have a constant 
mean, constant variance, and the covariance is independent of time. An assumption of 
stationary data is essential for predicting network traffic[5,6]. The stationary assump-
tion can be evaluated using the ACF and PACF[5,6], which should both satisfy the 
stationary assumption. Autocorrelation refers to the correlation of the time series with 
its own past and future values. As such, the ACF(Autocorrelation Function) is a tool 
used to assess the degree of dependence included in the time series data. Thus, when 
trying to fit a model to time series data, the function is applied to the data. Meanwhile, 
the PACF(Partial Autocorrelation Function) refers to the correlation between observa-
tions 

tZ  and 
ktZ −  after removing the linear relationship between the observations 

from 
1−tZ  to 

1+− ktZ . 

2.3   Routing Algorithms 

Existing routing protocols can be divided into two categories, DV(Distance Vector) 
algorithms and LS(Link State) algorithms, depending on how the routing information 
is updated to manage the shortest distance to the destination[7,8]. A DV algorithm 
determines the optimized route using the next hop count and shortest distance, then 
periodically exchanges this routing information with its neighbors[7,8]. In contrast, an 
LS algorithm manages the overall network structure information and partial cost per 
link and broadcasts this router state information to others. A shortest path first 
algorithm is then used to find the best route to the destination by classifying the cost 
information. The representative link state protocol is OSPF(Open Shortest Path First) 
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[9,10]. Although DV algorithms are used as the primary routing mechanism in most 
current networks, they still have a number of weaknesses. For example, route 
problems, such as local broadcasting, can occur due to the use of local information. In 
DV routing, a change in the routing topology due to a node becoming overloaded and 
timing out can cause neighboring nodes to change the path used to route packets to 
particular destinations. Since this causes a new broadcast to each subsequent 
neighbor, the control information being broadcast can quickly overload the network if 
the topology keeps changing[11]. 

3   Analysis of Network Traffic Sample 

In the present study, network traffic was analyzed using time series models that satis-
fied the stationary assumption to ensure an appropriate model for predicting the total 
number of packets. 

3.1   Gathering Time Series Data and Model Building 

The traffic monitoring system was connected to an intra-network to gather network 
packets. The system then revealed details of the network traffic based on analyzing 
the data gathered from the source, destinations, and total number of packets trans-
ferred at each node. The traffic monitoring was undertaken for 1 year from July 2003 
to August 2004. The number of packets was a trace of the real traffic collected from 
the same network. To predict the amount of packets, the AR (equation 1), MA (equa-
tion 2), ARMA (equation 3), and ARIMA (equation 4) were all applied, then the most 
suitable model in terms of expressing the nature of the traffic was identified for fore-
casting the traffic. The satisfaction of the stationary assumption was also confirmed 
using the ACF and PACF, which were calculated using SPSS 11.0 software[12], as 
the calculation process is very complex and the SPSS results are trustworthy. 

3.2   Proof of Stationary Assumption and Prediction of Traffic 

To determine the adaptability of the time series models, the stationary assumption was 
examined. Here, SPSS was used to identify the proper model for predicting the net-
work traffic. Unfortunately, the complete data collected for the year did not satisfy the 
stationary assumption. Thus, for better results, the data was sub-divided on a monthly, 
weekly and daily basis. However, only the daily basis revealed significant ACF and 
PACF results, as shown in the following table.  

Table 1. Analysis of time series models based on verification of stationary assumption using 
data classified on daily basis 

Model AR MA ARMA ARIMA Inappropriate 
Results 275 10 26 15 11 

Most of the data classified on a daily basis satisfied the stationary assumption, and 
applying AR(1), the AR model when the lag number was 1, was identified as the best 
model for predicting the total number of packets in the near future. 
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4   Traffic-Predicting Routing Algorithm Using Time Series Models 

When satisfying the stationary assumption, a time series model can be used to predict 
the network traffic, and an accurate prediction value can ensure an efficient path is 
chosen to avoid congestion. Thus, if the predicted value is larger than the permitted 
bandwidth, the router modifies the routing table to avoid congestion. The following 
then describes the prediction-based routing update operations in the routers. First, the 
routers gather routing information and update the routing table. When links states are 
changed and packets transmitted, the routers predict the future packet amount and 
update the routing table if the predicted value is larger than the permitted bandwidth. 
Here, the update algorithm is executed every 30 seconds after  packets are transferred, 
and the AR model applied when the lag number is 1.  

4.1   Proposed Traffic-Predicting Routing Algorithm 

The proposed routing algorithm makes use of the AR(1) model to forecast the total 
number of packets in the near future, as shown in Fig. 1.  

program obtain_prediction_value 
global real array (X)

24:0 

global real parameter n ← 0 
real parameter X

t+1
, φ

1
, a

t 

real X
sum
 ← 0, X

mean 

integer i 
X
n
 ← obtain the time series data  

for i=0 to n do 
    X

sum
 ← X

sum
+X

i 

end do 
X
mean

 ← X
sum
/(n+1) 

for i=1 to n do 
    φ

1
 ← (X

i
-X

mean
)*(X

i-1
-X

mean
)/(X

i-1
-X

mean
)2  

end do 
a
t
 ← 1/sqrt(2π)*exp(-X

n

2

/2)  

X
t+1
 ← φ

1
*X

n
 + a

t 

n ← n+1 
end program obtain_prediction_value 

Fig. 1. Proposed traffic-predicting routing algorithm 

First, each node gathers packets when packets are transferred, and the parameter is 
estimated using the previously calculated data mean. Next, the routing algorithm 
applies the AR(1) model to forecast the total number of packets using equation (1). 
The following step then determines the appropriate model, where parameter 1φ  is 

calculated using a Least-square estimation, as it has already been established that 
sample autocorrelations and partial autocorrelations calculated from the residuals of a 
Least-square fit are asymptotically equivalent to those obtained from actual data.  
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In the next step, when fitting a regression model to time series data, the possibility 
of autocorrelation in the error term should always be considered, and a reasonable 
approach to identify an appropriate model for the error 
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distribution.  
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Finally, the algorithm obtains the number of packets 1+tX  in the near future by mul-

tiplying the parameter with the current 
tX  and adding the error term 

ta . Forecasting 

using AR models with time series errors is straightforward when the future values 1+tX  

of the explanatory variables are assumed to be deterministic functions (1).  

ttt aXX +=+ 11 φ̂ . 

The O-notation indicates the significance of a particular measure in a program, i.e. 
the prediction operation requires )(nO  time, and since n  is never more than 24, the 

program is not complicated. Thus, when a router receives packets and needs to deter-
mine their paths, the routing algorithm can update rapidly. 

4.2   Cost Decisions Using Prediction 

OSPF is the most widely used link-state routing protocol, which determines the rout-
ing cost based on calculating the bandwidth. Thus, to include the predicted traffic in 
this calculation, if the packet prediction value is over 90% of the bandwidth usage, the 
cost of the routing is increased by 10% ( 1k =0.9, 2k =0.1). The following shows the 

cost calculation algorithm. 

Step1. Cost
ospf

 = 108 / Bandwidth
medum

 
Step2. Prediction Bandwidth(PB) = X

t+1
* 8/1,000,000 

Step3. if Prediction Bandwith(PB) > Bandwidth
medium

 * k
1
 

  then Cost
pr
 = Cost

ospf
 + Cost

ospf
 * k

2
 

4.3   Routing Update Algorithm 

Routing decisions are based on a routing table that in this case is created using the 
Dijkstra algorithm. Packets are only transferred when every node has a routing table. 
After the packets are transferred, the proposed algorithm is then applied every 30 
seconds. If the predicted result is larger than the permitted bandwidth, the routing cost 
is increased by 10%, and the increased cost transferred to every node to find the best 
route. The routing table is then changed. The routing algorithm used to update the 
routing table is as follows. 
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Step 1. Calculate the routing cost using the Dijkstra algo-
rithm. 
Step 2. Make routing tables in every router. 
Step 3. while (Generate packets && Timer == 30 seconds) { 
     1. Execute the prediction algorithm. 
     2. Generate the prediction result(X

t+1
). 

     3. Execute the cost calculation algorithm. 
     4. Send the Cost

pr
 to every router. 

     5. if (Link state is changed == true) 
  break; 
           } 
Step 4. Transmit the changed cost. 

5   Experiments and Analysis 

An NS-2 simulator was used to analyze the effect of the proposed traffic prediction. 
Every node had a routing table based on the cost of the bandwidth. The OSPF routing 
protocol (LS) was then compared with the prediction-based algorithm (PR).  

5.1   Experimental Environments and Evaluations 

The topologies used in the experiments were as follows. 

 

Fig. 2. Simulation topologies 

To evaluate the proposed algorithm, the LS algorithm and proposed routing 
algorithm were applied to two types of topology. However, despite the simple 
computing procedure, NS-2 proved to be exceedingly slow and had difficulty 
handling even a moderate sized topology with the desired the simulation time. 
Implementing topologies larger than 2x4 or 3x6 proved to be nearly impossible. 
Therefore, small topologies were simulated, including real-world traffic generators, to 
evaluate the routing performance and reveal potential weaknesses in the proposed 
algorithm. Plus, since these topologies cannot simulate a routing environment, a 
mesh-type topology was also designed As such, the performance was evaluated in a 
2x4 and 3x6 grid, while the mesh-type topology was a 2x2 grid and 3x3 grid 
connected by 2 links, as shown in Fig. 2. The 2x4 gird represented the internal routing 
paths, while the 3x6 grid represented the external routing paths. The following table 
presents the experimental environment. 
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Table 2. Simulation environments 

 2 x 4 Grid 3 x 6 Grid 
Number of nodes 8 18 

Bandwidth and delay time 1.5 Mbps 10ms 
10 Mbps 10ms 

Executing time 400 seconds 
Traffic types FTP, TELNET, CBR, Exponential, Pareto 

Maximum nodes 4 
1.5 Mbps 189,440 Bytes Maximum packet 

sizes per links 10 Mbps 1,249,280 Bytes 

The OSPF routing algorithm and proposed routing algorithm were both applied to 
evaluate which was better. 

5.2   Experimental Results 

Various factors were compared to evaluate the routing performance of the two algo-
rithms. 

5.2.1   Packet Transmission Time 
An important goal of packet transmission is how fast a packet arrives at the destina-
tion node from the transmitting node. Therefore, the packet transmission time was 
compared with a 1.5 Mbps bandwidth in the each topology, as depicted in Fig. 3.  

 

Fig. 3.  Comparison of packet transmission time with 1.5Mbps in each topology 

The trend for the PR algorithm was similar to that for the LS algorithm over time. 
Fig. 3 shows that the PR algorithm was slightly lower than the LS algorithm, and as 
time passed, the PR routing algorithm ensured that the packets arrived rapidly at their 
destination. 

Fig. 4 also shows that the PR algorithm was better than the LS algorithm. Thus, it 
was concluded that the packets with the PR routing algorithm arrived rapidly at their 
destination. The transmission time for the PR algorithm was also better than that for 
the LS algorithm, as seen by the average packet transmission time for the two routing 
algorithms shown in table 3. 
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Fig. 4. Comparison of packet transmission time with 10Mbps in each topology 

Table 3. Average packet transmission time 

Bandwidth Topology LS PR 
2 x 4 Grid 0.089373 0.085724 

1.5 Mbps 
3 x 6 Grid 0.139585 0.127583 
2 x 4 Grid 0.089645 0.087484 

10 Mbps 
3 x 6 Grid 0.138749 0.135924 

In table 3, the PR algorithm reduced the packet transmission time, as it reduced the 
transmission latency caused by hard traffic.  

5.2.2   Amount of Packet Loss 
After applying the routing algorithms to each topology, the amount of packet loss was 
compared between the two algorithms. The packet transmission results for the two 
algorithms in each topology are shown in table 5.  

Table 4. Amount of packet loss 

2x4 Grid 3x6 Grid Band-
width 

Compared Item 
LS PR LS PR 

Sum of packets 532,862 541,792 813,925 819,248 
Sum of drop packets 13,245 6,432 24,286 5,981 

1.5 
Mbps 

Drop rate 2.486% 1.187% 2.984% 0.730% 
Sum of packets 3,553,143 3,621,875 5,424,354 5,462,648 
Sum of drop packets 84,248 40,880 98,609 73,891 

10 
Mbps 

Drop rate 2.371% 1.129% 1.818% 1.353% 

Using the prediction method when the packets were transferred reduced the amount 
of packet loss, and the PR algorithm had lower packet loss rates than the LS algorithm 
in each topology. Therefore, the proposed algorithm produced a higher successful 
packet transmission rate than the LS algorithm. 
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6   Conclusion 

While the OSPF routing algorithm provides an equal path multi path(ECMP), it does 
not change the route until the routing path is altered. As a result, routing traffic con-
gestion occurs when hard traffic happens without switching the route. Accordingly, 
this paper proposed a new routing algorithm that attempts to analyze network condi-
tions using time series models. As a result, traffic predictions allow the routing path to 
be modified to avoid traffic congestion. The proposed routing algorithm is character-
ized by an increasing packet amount rather than a constant packet amount. Simulation 
results show that routing paths guarantee the rapid transmission of packets during the 
provision of packet services. Traffic congestion is also avoided, thereby reducing the 
volume of packet loss. As the routing information packets are broadcast periodically 
every 30 seconds, this does increase the network traffic. However, when compared 
with other routing algorithms, the amount of routing packets is similar to that with the 
RIP routing algorithm. Thus, traffic prediction using time series models is helpful in 
improving the packet service. Future studies will attempt to reduce the routing infor-
mation packets in the proposed algorithm.  
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Abstract. This paper presents an approach to evaluate software architecture. 
Our approach is divided into three main areas of activities : the work involved 
in preparation, execution, and completion of the evaluation. Through perform-
ing these activities, architectural evaluation can be systematically performed 
centering around architectural design decisions that have profound impacts on 
the achievement of quality attributes. 

1   Introduction 

With the popularity of the Web and the Internet, the technology to develop software 
has advanced rapidly to improve the quality of software, produce it on time, and 
efficiently adapt to the change in requirements. In this situation, it needs to be noted 
that the quality attributes of any nontrivial system are principally determined by its 
architecture[1,2]. Furthermore, it is always more cost-effective to evaluate software 
quality as early as possible in the life cycle of the system[3]. The obvious risk is that 
potentially large amounts of resources will have been put into building a system 
which does not fulfill its quality requirements[4]. For this reason, it is important to 
evaluate and determine whether a system is destined to satisfy its desired qualities or 
not before it is built[3,5]. 

Although methods for evaluating software architecture with respect to software 
quality attributes exist (e.g. [1],[4],[6],[7]), theses evaluation techniques have too 
many limitations for wide-spread applications. A typical limitation for some of these 
techniques is that they require considerable effort from the software engineer for 
creating specifications and making predictions[4,6,7]. Other techniques often require 
information about the system under development that is not available during 
architectural design because of an ambition for accurate results to guarantee the 
functionality or quality required of a system[4,7]. Finally, more recently developed 
techniques using scenarios have a number of uncertainties associated with the steps 
such as scenario elicitation[1,2,3]. 

To address these problems, this paper introduces our approach to software 
architecture evaluation. Our approach allows software architects to assess architecture 
qualitatively. It is more effective than quantitative assessment or theoretical assessment 
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[4,7]. In addition, our approach systematically bridges quality requirements of software 
systems with their architecture centering around architectural design decisions. To do 
this is worthy work[2].  

2   Related Work 

2.1   Software Architecture Model: The 4+1 View Model   

The 4+1 view model produces a mechanism to allow us to separate concerns while 
building or analyzing an architecture. Architects capture their design decisions in four 
views and use the fifth view to illustrate and validate them. Each view addresses a 
specific set of concerns as follows[8,9]:   

− Logical View. The logical view includes a set of abstractions necessary to depict 
the functional requirements of a system at an abstract level.  

− Process View. The process view describes the design’s concurrency and synchro-
nization aspects. 

− Development View. The development view describes the software’s static organiza-
tion in its development environment.  

− Physical View. The physical view describes the mapping of the software onto the 
hardware and reflects its distributed aspect.  

− Use case View. The use case view describes an abstraction of important require-
ments as use case.  

2.2   Existing Approaches to Software Architecture Evaluation 

Several research communities have developed techniques to perform architectural 
evaluation. In this section, the characteristics and limitations of some representative 
approaches are briefly illustrated. 

Techniques evaluating a specific quality attribute. Several research groups have 
developed techniques used for the specification and assessment of their particular 
quality requirements. Of those techniques, some techniques[10,11] have adopted 
statistical models, e.g. Markov Chain Model and Queuing models. On the other hand, 
the ADL(Architecture Description Language) research groups have developed various 
kinds of languages to represent architectural information relevant to their specific 
quality attributes, and they have analyzed architecture using them[12]. But these ap-
proaches tend to require considerable effort from the software engineer for creating 
specifications and making predictions.  

Techniques using simulations or prototypes. These techniques require that the main 
components of the architecture are implemented, and other components are simulated 
resulting in an executable system[4]. But, these techniques require information about 
the system under development that is not available during the architectural design.  

Scenario-based evaluation techniques. A scenario-based technique is used to attempt 
to reduce the problematic nature of evaluating a high-level design with respect to soft-
ware quality attributes[4]. To assess a particular quality attribute, a set of scenarios has 
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to be developed to make concrete the actual meaning of the quality requirements. The 
technique focuses on architectural features that will reveal design biases and flaws 
early in the life cycle of the system. In these techniques, however, there are a number 
of uncertainties such as the granularity of representation and how representative the 
scenarios are in respects to their evaluation steps[13]. In [1,2,3,4], scenario-based tech-
niques have been introduced.  

3   Software Architecture Evaluation 

3.1   An Overview of Our Approach 

Our approach is divided into three main areas of activities: preparing the evaluation, 
executing the evaluation, and completing the evaluation. More specifically, the activi-
ties are as follows:  

Phase1. Prepare the Evaluation. In this phase, we plan the goals and scope of our 
architectural evaluation and present the architecture as well. Our approach uses the 
features of a 4+1 view model of architecture with UML, and handles the functional 
and quality requirements separately. Also, quality attributes are more explicitly char-
acterized by their quality requirements.  

Phase2. Execute the Evaluation. During this phase, we find architectural design 
decisions and analyze them. Also, we articulate them to understand the relationships 
among them with respect to quality attributes.   

Phase3. Complete the Architecture. In this phase, the previous results are incorpo-
rated into a structured form to bridge quality attributes with their architecture. Also, 
the architectural risks, which mean potentially problematic architectural design deci-
sions, are reported. They allow us to predict the quality attributes of software architec-
ture or help us improve it in order to meet its quality requirements. Figure 1 shows the 
overall activities of the proposed approach.  

P h a se1 : P rep a re  
th e  E v a lu a tio n

P h a se 1 : P re p a r e  
th e  E v a lu a tio n

In p u ts :
S o f tw a re  R e q u ire m e n ts
In i tia l S o f tw a re  A rc h ite c tu re

W o rk s :
G e n e ra te  th e  e v a lu a tio n
c o n tra c t
C h a ra c te riz e  q u a li ty  a tt rib u te s
P re se n t th e  a rc h i te c tu re

O u tp u ts:
E v a lu a tio n  c o n tra c t
Q u a li ty  a tt rib u te
c h a ra c te r iz a t io n s
T h e  4 + 1  v ie w  m o d e l in  U M L

In p u ts:
S o f tw a re  R e q u ire m e n ts
In it ia l  S o f tw a re  A rc h ite c tu re

W o rk s:
G e n e ra te  th e  e v a lu a tio n
c o n tra c t
C h a ra c te r iz e  q u a lity  a t tr ib u te s
P re se n t th e  a rc h ite c tu re

O u tp u ts :
E v a lu a tio n  c o n tra c t
Q u a li ty  a t tr ib u te
c h a ra c te r iz a t io n s
T h e  4 + 1  v ie w  m o d e l  in  U M L

P h a se2 : E x e cu te
th e  E v a lu a tio n

P h a se2 : E x e cu te
th e  E v a lu a tio n

In p u ts :
E v a lu a t io n  c o n tra c t
Q u a li ty  a tt rib u te
c h a ra c te r iz a t io n s
T h e  4 + 1  v ie w  m o d e l  in  U M L

W o rk s :
Id e n tif y  th e  a rc h i te c tu ra l sp o ts
F in d  th e  a rc h ite c tu ra l d e s ig n
d e c is io n s
A n a ly z e  th e  a rc h ite c tu ra l
d e s ig n  d e c is io n s
A rtic u la te  th e  a rc h ite c tu ra l
d e s ig n  d e c is io n s

O u tp u ts:
A rc h ite c tu ra l sp o ts
A rc h ite c tu ra l d e s ig n  d e c isio n s
A rc h ite c tu ra l p ro f i le

In p u ts :
E v a lu a tio n  c o n tra c t
Q u a li ty  a tt rib u te
c h a ra c te r iz a t io n s
T h e  4 + 1  v ie w  m o d e l in  U M L

W o rk s :
Id e n tify  th e  a rc h i te c tu ra l  sp o ts
F in d  th e  a rc h i te c tu ra l  d e s ig n
d e c is io n s
A n a ly z e  th e  a rc h i te c tu ra l
d e s ig n  d e c is io n s
A rt ic u la te  th e  a rc h i te c tu ra l
d e s ig n  d e c is io n s

O u tp u ts :
A rc h ite c tu ra l sp o ts
A rc h ite c tu ra l d e s ig n  d e c is io n s
A rc h ite c tu ra l p ro f ile

P h a se 3 : C o m p le te
th e  E v a lu a tio n  

P h a se3 : C o m p le te
th e  E v a lu a tio n  

In p u ts:
Q u a li ty  a t t rib u te
c h a ra c te r iz a t io n s
A rc h ite c tu ra l sp o ts
A rc h ite c tu ra l d e s ig n  d e c is io n s
A rc h ite c tu ra l p ro f ile

W o rk s:
C o d ify  th e  re su l ts
R e p o r t th e  a rc h i te c tu ra l  risk s

O u tp u ts :
P re d ic t io n  fa c il ity
A rc h ite c tu ra l risk s

In p u ts :
Q u a li ty  a tt rib u te
c h a ra c te r iz a t io n s
A rc h ite c tu ra l sp o ts
A rc h ite c tu ra l d e s ig n  d e c is io n s
A rc h ite c tu ra l p ro f ile

W o rk s :
C o d ify  th e  re su l ts
R e p o rt  th e  a rc h i te c tu ra l r isk s

O u tp u ts :
P re d ic tio n  fa c i l ity
A rc h ite c tu ra l r isk s

 

Fig. 1. Overall process of our approach, which shows the inputs to each phase, the works in 
each phase, and the outputs from each phase  
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3.2   Steps of Our Approach  

Step1. Generate the evaluation contract. Generating an evaluation contract deter-
mines how many requirements will be handled and the kinds of quality attributes that 
will be dealt with. It is essential to clarify the scope and goals of an evaluation be-
cause an architectural evaluation will be derived from them. During this step, expecta-
tions from the evaluation can be concluded and negotiated. To produce such a con-
tract as shown in Fig. 2, the following activities need to be performed:  

QR1, QR2, QR3, …Performance

M 1, M 3, M 4, O2, …QR2

M 1, M 2, M 4, O1, …QR1

P1

P2

…

M 1: Description of mandatory function1

M 2: Description of mandatory function2

…

1 (# of Rank)

2

…

P1: Description of primary function1

P2: Description of primary function2

…

……

QRs-FRs
Relations

QR1: Description of quality requirement1

QR2: Description of quality requirement2

…

Quality

Requirem ents

(QRs)

P1

P1

…

O1: Description of optional function1

O2: Description of optional function2

…

Functional

Requirem ents

(FRs)

……

Contexts

Names of quality attributes (e.g., Performance, Flexibility, … )Goals

QR1, QR2, QR3, …Performance

M 1, M 3, M 4, O2, …QR2

M 1, M 2, M 4, O1, …QR1

P1

P2

…

M 1: Description of mandatory function1

M 2: Description of mandatory function2

…

1 (# of Rank)

2

…

P1: Description of primary function1

P2: Description of primary function2

…

……

QRs-FRs
Relations

QR1: Description of quality requirement1

QR2: Description of quality requirement2

…

Quality

Requirem ents

(QRs)

P1

P1

…

O1: Description of optional function1

O2: Description of optional function2

…

Functional

Requirem ents

(FRs)

……

Contexts

Names of quality attributes (e.g., Performance, Flexibility, … )Goals

 

Fig. 2. Evaluation contract, which defines the scope and goals of  architectural evaluation 

− Define the template for requirements. The template for requirements is a simple 
form for documenting quality requirements and functional requirements of a sys-
tem separately. When the template for requirements is defined, each quality re-
quirement is related to one or more functional requirements. This separation of 
requirements helps identify quality attributes and find architecturally significant 
parts afterwards. 

− Determine the scope of functional requirements. The row named Functional Re-
quirements (FRs) in Fig. 2 indicates the evaluation scope of functional require-
ments. To determine this, the primary functions are first ranked according to their 
relative importance, and its mandatory and optional functions are determined by 
them. Then the FRs row is completed by the subset of the functional requirements. 

− Determine the scope of quality requirements. The row named Quality Require-
ments (QRs) in Fig. 2 indicates the evaluation scope of quality requirements. It de-
pends on the scope of functional requirements in terms of the relations between 
quality requirements and functional requirements. Thus, the QRs row is completed 
by the subset of the quality requirements, and the row named QRs-FRs Relations 
can be also completed. 
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− Identify the quality attributes. The row named Goals in Fig. 2 indicates the re-
quired qualities of an architecture. The quality attributes can be determined by their 
quality requirements. Also, the row named Contexts, indicating architectural con-
cerns associated with each quality attribute, is completed by the quality require-
ments per each quality attribute. 

Step2. Characterize quality attributes. Since architectural evaluation focuses on 
quality attributes, it is important to have clear and informative characterizations for 
each quality attribute. To facilitate using the wealth of knowledge that already exists 
in the various quality attribute research groups and to facilitate eliciting the appropri-
ate attribute-related information, we define and use a template for characterizing qual-
ity attributes as shown in Fig. 3. This allows us to organize the important characteris-
tics of a quality attribute. As Fig. 3 shows, quality attribute characterizations include 
the following contents similar to what have been introduced in [5,10]: 

A sp ects th a t h av e  p ro fo u n d  
im p ac ts  o n  th e  ach iev e m en t 
o f q u ality  a ttrib u te s  
(d ete rm in ed  a t P h ase2 )

A rch itec tu ra l D es ig n  
D ec is io n s

O b se rv ab le  
co n seq u en ces  in  
re la tio n  to  th e  
F a cto rs

C ircu m stan ces  
th a t cau se  th e  
a rch itec tu re  to  
re sp o n d

A ttr ib u te -
sp ec if ic  
co n cern s 
(O p tio n al)  

R esp o n sesS tim u liF a c to rs

N am e o f  q u ality  a ttr ib u teA ttr ib u te

A sp ects th a t h av e  p ro fo u n d  
im p ac ts  o n  th e  ach iev e m en t 
o f q u ality  a ttrib u te s  
(d ete rm in ed  a t P h ase2 )

A rch itec tu ra l D es ig n  
D ec is io n s

O b se rv ab le  
co n seq u en ces  in  
re la tio n  to  th e  
F a cto rs

C ircu m stan ces  
th a t cau se  th e  
a rch itec tu re  to  
re sp o n d

A ttr ib u te -
sp ec if ic  
co n cern s 
(O p tio n al)  

R esp o n sesS tim u liF a c to rs

N am e o f  q u ality  a ttr ib u teA ttr ib u te

 

Fig. 3. Quality attribute characterizations, which concretely define the characteristics of quality 
attributes 

− Attribute. Attribute denotes the particular quality attribute. 
− Factors.  Factors denote attribute-specific concerns, which are conceived by the 

Contexts contents of the evaluation contract. This is an optional element. 
− Stimuli. Stimuli are specific circumstances that cause the architecture to respond, 

which can also be identified from the Contexts contents of the evaluation contract. 
− Architectural design decisions. Architectural design decisions are aspects that have 

a profound impact on the achievement of quality attributes. They are determined 
during the Step5 and Step6 of Phase2.  

− Responses. Responses denote observable consequences in relation to the Factors. 

Step3. Present the architecture. It is noted that the large variance of a quality as-
sessment based on architectural analysis is associated with the granularity of the sys-
tem description necessary to perform an evaluation. In this respect, the 4+1 view 
model of architecture is one solution to obtain good architectural documentation. 
Through using the 4+1 view model of architecture, quality attributes can be widely 
covered, and the architecture can be described at the appropriate level of abstraction 
for wide-spread application. In the 4+1 view model, architectural information is sum-
marized as shown in Table 1. For instance, logical structure and the inter-connection 
mechanism of a system can be described in logical view, and component concurrency 
and their synchronization can be described in process view. Also, architectural style 
or pattern can be described in each view. Due to this consensus of architecture-level 
information, a more explicit evaluation is possible.  
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Table 1. Architectural information in the 4+1 view model 

Views Architectural information 
Use case -an abstraction of important requirements 

-the principal purposes of system 
Logical  -a set of abstractions and their relationships 

-logical structure of a system 
-logical inter-connection mechanism 

Development -the organization of the actual software elements  
-the components’ interfaces 

Process -the concurrency and synchronization 
Physical -physical distribution of software components 

Step4. Identify the architectural spots. Once the functional requirements have been 
defined and an architecture has been presented, we can find architectural spots associ-
ated with the functional requirements of the evaluation contract. Architectural spots 
are the significant parts of architectural designs with respect to the evaluation.  To 
find them, we perform the following activities.   

− Identify use cases describing the primary purposes of the system.  
− Determine views from quality attributes related to the functional requirements. 
− Identify the architectural spots in relation to the use cases from the views. 

The result from these steps is the architectural spots on which the evaluation is 
focused.  

Step5. Find the architectural design decisions. Since architectural design decisions 
have a profound impact on the achievement of quality attributes, it is very important 
to find and analyze them during architectural evaluation. Figure 4 shows how archi-
tectural design decisions can be expressed. One architectural design decision ex-
presses its comprehensive description, the Decision Variable, the Decision Value, the 
Alternatives, the Rationale, and the Architectural Spots. In particular, Fig. 4 shows 
that architectural design decisions can be defined as the selection of solutions to de-
sign problems faced during architectural design. According to this definition, this step 
contains two subsequent activities that find the architectural design decisions from 
explicit architectural spots.  

Reasoning statements (achieved at Step6)Rationale

Alternative solutions 
to design problem

Design solutionDesign problemComprehensive 
description

Architectural representationArchitectural Spots: 
AS1, AS2, …

AlternativesDecision ValueDecision VariableDecision: ADD#

Reasoning statements (achieved at Step6)Rationale

Alternative solutions 
to design problem

Design solutionDesign problemComprehensive 
description

Architectural representationArchitectural Spots: 
AS1, AS2, …

AlternativesDecision ValueDecision VariableDecision: ADD#

 

Fig. 4. Architectural design decisions, which are the aspects that have a profound impact on the 
achievement of quality attributes. Here, ADD# denotes the identifier of Architectural Design 
Decision and AS# denotes the identifier of Architectural Spot. 
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− Determine the decision variables, which denote design problems. Possible ques-
tions from the architectural spots can be reasonably raised based on the architec-
tural information of Table 1 such as “What are the big parts?” and “How are they 
connected?”. The decision variables are then determined by one or more design is-
sues in relation to the Stimuli of quality attribute characterizations. 

− Determine the decision values, which denote the selected solutions to each prob-
lem. With the determination of decision values from the architectural spots, their 
architectural alternatives can also be found by using the knowledge from designs or 
competing architectures. 

Step6. Analyze the architectural design decisions. Once the architectural design 
decisions have been found, they must be separately analyzed. Analysis in this step 
does not entail detailed simulation or precise mathematical modeling. It is more of a 
qualitative analysis for revealing areas of risk in a design. When we reason through 
the decisions, we may use the various design theories[14,15,16] or refer to other alter-
natives from competing architectures. We elicit statements about the design decisions’ 
effects on particular quality attribute and the row labeled Rationale of Fig. 4 is then 
completed. As an aftereffect, both the documentations of quality attribute characteriza-
tions (see Fig. 3) and architectural design decisions (see Fig. 4) can be completed. 

Step7. Articulate the architectural design decisions. Here, the dependencies among 
the decisions are determined. That is, a decision is identified in how it will affect 
quality attributes in relation to other decisions. During this step, an architectural pro-
file is generated as shown in Fig. 5. It illustrates how the decisions of the Subjects 
affect the decisions of the Objects with respect to particular quality attributes. There-
fore, it helps in determining the tradeoffs among quality attributes and understanding 
the effects made by changing architectural design. 

Subjects

...

(Q A1,+)AD D 3

(Q A2,-)

(Q A3,+)

AD D 2

(QA 1,+)AD D 1

…AD D 3ADD 2AD D 1
Architectural 
D esign D ecisions

Objects

Subjects

...

(Q A1,+)AD D 3

(Q A2,-)

(Q A3,+)

AD D 2

(QA 1,+)AD D 1

…AD D 3ADD 2AD D 1
Architectural 
D esign D ecisions

Objects

 

Fig. 5. Architectural profile, which is a report representing the relationships among architec-
tural design decisions acquired through architectural analysis. QAi denotes the particular quality 
attribute and +/- denotes the positive(+) or negative(-) effect on QAi.  

Step8. Codify the results. Systematically codifying the relationships between archi-
tecture and quality attributes greatly enhances the ability of understanding and con-
trolling quality attributes in the architecture. Thus, we synthetically organize some 
useful materials via architectural design decisions (the ADD Layer) as shown in Fig. 
6. To do this, we define three kinds of layers (i.e., the QA Layer, the ADD Layer, and 
the AS Layer) and their relations in terms of previously discussed works. The end 
result of this step is not only helpful in identifying areas of risk in a design, but also 
useful in understanding an architecture’s fitness with respect to its quality attributes. 
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In addition, it can support gradual evaluation and controlling of the complexity by the 
extension of the evaluation scope.  

AS Layer

ADD Layer

QA Layer

Performance …….flexibility

ADD1
ADD2

ADD3
ADD4

…….

AS Layer

ADD Layer

QA Layer

Performance …….flexibility

ADD1
ADD2

ADD3
ADD4

…….

AS Layer

ADD Layer

QA Layer

Performance …….flexibility

ADD1
ADD2

ADD3
ADD4

…….

 

Fig. 6. Prediction facility, which is a synthesized structure to bridge quality requirements of 
software systems with their architecture. Here, QA, ADD, and AS denote Quality Attribute, 
Architectural Design Decision, and Architectural Spot, respectively. 

Step9. Report the architectural risks. Finally, the findings of architectural risks are 
reported as shown in Fig. 7. As Fig. 5 and Fig. 6 show, both the architectural profile 
and prediction facility contribute to revealing design biases or flaws. The architectural 
risks must contain two major parts: the condition and the consequences. The condition 
indicates what is currently causing concern, and the consequences indicate the design 
decision’s impacts on the relevant quality attribute. This explicit documentation of 
architectural risks can support understanding of the architectural risks and planning 
for risk mitigation.  

Performance, …Related Attributes

What is currently causing concernCondition

ADD#Architectural Design Decision

AS1, AS2, …Architectural Spots

The impacts on quality attributesConsequences

Natural description for understanding this riskRISK: RSK#

Performance, …Related Attributes

What is currently causing concernCondition

ADD#Architectural Design Decision

AS1, AS2, …Architectural Spots

The impacts on quality attributesConsequences

Natural description for understanding this riskRISK: RSK#

 

Fig. 7. Architectural risks, which are potentially problematic architectural design decisions 

So far, we have briefly introduced our approach to software architecture eval-
uation. In summary, architecture evaluation is systematically prepared, executed, and 
completed centering around architectural design decisions. During these activities, 
decision-centric software architecture evaluation is qualitatively performed, and 
architectural risks are finally reported.  

3.3   Artifacts of Our Approach  

Figure 8 shows the artifacts and their relationships to the evaluation activities. As Fig. 
8 shows, the architectural evaluation is initiated by software requirements and initial  
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software architecture. Through performing the phases of architectural evaluation, the 
useful intermediate materials such as an evaluation contract, quality attribute charac-
terizations, architectural design decisions, and architectural profile, are defined or 
generated systematically. And lastly the prediction facility and the architectural risks 
are presented based on these intermediate artifacts. 

�

Fig. 8. Core artifacts of architectural evaluation 

4   Conclusions and Future Work 

We presented an approach to decision-centric architecture evaluation for quality soft-
ware development. In this approach, we proposed a more systematic guideline process 
for qualitatively evaluating software architectures that centers around architectural 
design decisions, which have a profound impact on the achievement of quality attrib-
utes. Also, we proposed a more concrete documentation of evaluation artifacts for 
understanding conceptual flows of our approach and following them more easily. In 
addition, we proposed using the 4+1 view model in UML to reduce the ambiguities in 
the architectures studied, for example, when the evaluation is performed and what is 
evaluated has not been clearly defined. Compared with related works described in 
Section 2, the features of our approach can be summarized as follows: 

Evaluation process is well defined. The inherent ambiguities of architectural evalua-
tion, for example, what levels of detail in software architecture or software require-
ments are appropriate, can be reduced by two factors: One is determining the set of 
architectural information in the architecture and the other is defining the information 
to be achieved from software requirements. For this reason, we proposed using the 
4+1 view model in UML during architectural evaluation, and we defined the useful 
artifacts such as an evaluation contract and quality attribute characterizations. Based 
on the proposed model and the artifacts, decision-centric architectural evaluation can 
be more explicitly performed without the difficulties presented by other techniques 
such as ADL techniques, simulation and prototype techniques, and scenario-based 
techniques.  

Evaluation artifacts are concretely documented. During the process, their artifacts 
were concretely specified. It helps in understanding conceptual flows of our approach. 
Also, it is possible to bridge quality requirements of software systems with their  
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architecture and to understand architectural risks through acquiring explicit insights 
about architecture. 

Quality attributes are widely covered. In our approach, various quality attributes to 
be addressed in the 4+1 view model, e.g., performance, maintainability, availability, 
security, reliability, and interoperability, can be qualitatively evaluated. The trade-offs 
among them can also be addressed. In addition, the architecture can be described at an 
appropriate level of abstraction for wide-spread application through using UML 
specifications.  

In the future, we will show this approach’s substantiality through lots of experi-
mental results. Also, we will discuss some interesting issues such as handling ambi-
guities in software requirements and dealing with bad architectural design decisions. 
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Abstract. We propose an RFID-based ALE Application Framework (AAF) 
providing context-aware security services, which could dynamically adapt secu-
rity policies. From the proposed framework, we can construct RFID application 
fast and efficiently through general, reusable, and extensible API due to the 
software reusability. The proposed model consists of an adaptive security level 
algorithm based on MAUT and Simple Heuristics. The security level algorithm 
could adopt diverse security services according to the contextual information in 
the network environment. Therefore, the proposed model is expected to provide 
more flexible security management in the heterogeneous network environments.  

Keywords: RFID, ALE, Context-awareness, Kerberos, MAUT, Simple Heu-
ristics. 

1   Introduction 

Researches and developments for ubiquitous computing environment which is human 
centered computing paradigm are widely spread. One of them is the research and 
development of RFID (Radio Frequency Identification) technology. The EPC 
(Electronic Product Code) Network, which was developed by the Auto-ID Center and 
now managed by EPCglobal, is suggested to enable all objects in the world to be 
linked via the Internet [1, 4]. The functions of the EPC Network using RFID tags are 
as follows: recognize, identify all objects, track and trace, monitor, trigger events and 
actions on those objects, and offer real-time view of assets and inventories throughout 
the global supply chain. 

Current computing environment is composed of the heterogeneous networks, where 
there are diverse characteristics of the network properties such as transmission media 
types, bandwidth, device types, and so on. And the properties of these heterogeneous 
networks are dynamically changing in accordance with the changes of the 
environment. The existing security models, however, could not provide an appropriate 
security management since they have only static security management policies. 
                                                           
∗ This work was supported by the Regional Research Centers Program(Research Center for 

Logistics Information Technology), granted by the Korean Ministry of Education & Human 
Resources Development. 
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Thus, we propose an adaptive security management model for ALE Application 
Framework (AAF), which could dynamically adapt security policies according to the 
changes of dynamic network environments. We use MAUT (Multi-Attribute Utility 
Theory) and Simple Heuristics to introduce contextual information to determine ap-
propriate security policies. 

The structure of the paper is as follows. Section 2 discusses related work. Section 3 
deals with AAF for providing context-aware security services. Section 4 shows con-
text-aware security services in detail. Section 5 concludes this paper with the future 
work. 

2   Related Work 

2.1   EPCglobal Network 

EPCglobal network shows a new standard, called ‘Application Level Events (ALE)’ 
which is developed from the concept of a middleware, ‘Savant’. The role of the ALE 
is to provide a means to process the event data which are collected by the RFID 
reader and to deliver them to the higher-level applications [1, 5]. 

On looking into the structure and components of the EPCglobal, RFID reader de-
livers identified tag data to the middleware, ALE Engine. Middleware is trying to 
filter out the various overlapped tag data, and transmits accumulated/filtered tag data 
index to EPCIS or applications. 

ALE, a kind of an interface, defines API (Application Programming Interface) re-
garding on accumulation, filtering, counting and logging the transferred tag data from 
the RFID readers.  

ALE application defines its own Event Cycle, registers it through API, and re-
ceives the EPC index which might be used in an application through subscrip-
tion/publication API. 

2.2   The Context-Aware Computing  

In Dey’s definition [2], context may include physical parameters (type of network, 
physical location, temperature, etc) and human factors (user's preferences, social 
environment, user's task, etc), and is primarily used to customize a system behavior 
according to the situation of use and/or users' preferences. Context-aware computing 
is a mobile computing paradigm in which applications can discover and take advan-
tage of contextual information (such as user location, time of day, nearby people and 
devices, and user activity) [6]. Thus this paradigm may provide the user with the 
suitable service which could be appropriate to the user by combining contextual in-
formation and the user input.  

2.3   Multi-Attribute Utility Theory and Simple Heuristics 

MAUT (Multi-Attribute Utility Theory) [7,12] is a systematic method that identifies 
and analyzes multiple variables in order to provide a common basis for arriving at a 
decision. As a decision making tool to predict security levels depending on the secu-
rity context, MAUT suggests how a decision maker should think systematically about 
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identifying and  structuring objectives, about vexing value tradeoffs, and about bal-
ancing various risks.  

The Center for Adaptive Behavior and Cognition is an interdisciplinary research 
group founded in 1995 to study the psychology of bounded rationality and how good 
decisions can be made in an uncertain world. This group studies Simple Heuristics 
[8]. One of them is Take-The-Best which tries cues in order, searching for a cue that 
discriminates between the two objects. It serves as the basis for an inference, and all 
other cues are ignored. 

2.4   The Contribution of This Paper 

This paper has two contributing factors. The first one is as follows. In this paper, we 
will show the RFID-based ALE Application Framework (AAF) which relies on the 
EPCglobal Network and the ALE specification, and could construct an RFID applica-
tion in the diverse domains with ease due to the software reusability.  

The second contribution is as follows. The existing security management model 
usually considers static security policies. Thus, it will be quite difficult to deal with 
the changes of the environment promptly and appropriately. For instance, SSL/TLS 
(Secure Socket Layer/Transport Layer Security) [9,11] selects the most secure Cipher 
Suite in the Cipher Suite List transmitted from the client. But this static policy could 
result in an excessive overload and long latency to the users who have lower level 
computing devices. However, if we adopted the adaptive security management poli-
cies, we could reduce the latency time to those users.  

3   The ALE Application Framework  

3.1   The Architecture of ALE Application Framework (AAF) 

AAF is architecture of a framework which provides API (Application Programming 
Interface) with the user, and allows the user to develop the ALE application with ease. 
The global architecture of the ALE Application Framework is shown in Figure 1. 
EPC Event is delivered from the Data Manager to the Event Manager where the Logi-
cal Event is constructed and it is delivered from the Event Manager to the Business 
Process Manager.  

3.1.1   The Business Process Layer 
The Business Process Layer implements a business facility of the application. This 
layer contains the Business Rule which implements the process with business logic, 
and contains the Business Context which gives the meaning in a business process. 
The application programmers can reuse the Domain Free Rule Base without knowing 
the details of the domain. Only the Domain Sensitive Rule Base, however, might be 
changed according to the specific domain.  

The Logical Event which is generated from the Event Layer expresses meaningful 
expression according to the Business Rule. We can deliver it to EPCIS or different 
legacy system through the Data Layer. The representative Business Rule definitions 
are BPML 1.0 and the process specification of ebXML [3,13]. 
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Fig. 1. ALE Application Framework 

3.1.2   The Event Layer 
The Event Layer implements the definition facility to deal with EPC Event. This layer 
contains event definition which defines EPC Event, and the Event Handler which 
deals with EPC Event coming from the ALE Manager which is a middleware located 
below this framework. The Event Handler produces logical events by using several 
ECReports coming from the ALE Manager. The Logical Events are extensible by 
adding appropriate events. 
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Fig. 2. Integrated Authentication Model for RFID Services 
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3.1.3   The Data Layer 
The Data Layer offers the facility to access to an outside system. This layer is data 
access component which takes charge of input and output processing of data accesses 
to the database, and includes Web Services component to be flexible enough to an 
outside system. 

We send ECSpec to the ALE manager to define the request from the user, and get 
ECReport from the ALE manager. Thus, this system is responsible for the communi-
cation among legacy systems or EPCIS and other systems. 

Table 1. Authentication protocol based on Kerberos and Context-awareness 

Authentication Service Exchange 

 C      AS: IDc IDacs TS1 

 AS    C:  Ekc[Kc,acs IDacs TS2 L2 Ticketacs] 

                   Ticketacs = Ekacs[Kc,acs IDc   ADc   IDacs   TS2   Lifetime2] 

Context-aware Ticket Granting Service Exchange 

 C       ACS: IDv Ticketacs Authenticatorc 

 ACS  CSM: Contextual Information (In the same server) 

 CSM  ACS: Adaptive Security (In the same server) 

 ACS  C:    Ekc,acs[Kc,v IDv TS4 Ticketv] 
Ticketacs = Ekacs[Kc,acs IDc   ADc   IDacs   TS2   Lifetime2] 
Ticketv = Ekv[Kc,v IDc ADc IDv TS4 Lifetime4] 

Authenticatorc = Ekc,acs[IDc   ADc   TS3] 

Client/Server Authentication Exchange 

(7) C  V: Ticketv Authenticatorc 

(8) V  C: Ekc,v[TS5 + 1] 
Ticketv = Ekv[Kc,v IDc ADc IDv TS4 Lifetime4] 

Authenticatorc = Ekc,v[IDc   ADc   TS5] 

Notations 

IDc, IDacs, IDv 
ADc 
TSk 
Lifetimek 

Ka, b 

Ticketacs 

Ticketv 

Authenticator 
AS 
ACS 
CSM 

Identifier of Client, ACS, and Server 
Network address of C 
Timestamp 
Lifetime 
Session key between a and b 
Authentication granting ticket 
Service granting ticket 
Authenticating information 
Authentication Server 
Access Control Server 
Context-aware Security Module 
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3.1.4   The Security Layer 
Figure 2 shows an integrated authentication model for the RFID services. 

This model modified the basic functions of Kerberos [10] and adopted the context 
awareness of MAUT and Simple Heuristics.  Table 1 shows the detailed protocol for 
the following scenario which is corresponding to that of Figure 3. The context aware-
ness of MAUT and Simple Heuristics is described in section 4 in detail. 

(1)  Client requests authenticating-granting ticket. 
(2)  AS returns authenticating-granting ticket. 
(3)  Client requests service-granting ticket. 
(4)  ACS requests service-granting ticket. 
(5)  CSM returns adaptive service-granting ticket. 
(6)  ACS returns adaptive service-granting ticket. 
(7)  Client requests service. 
(8)  Optional authentication of server to client. 

3.2   The Characteristics of ALE Application Framework (AAF) 

The characteristic of AAF is that we can construct RFID application fast and 
efficiently with the low cost through general, reusable, and extensible API. AAF 
utilizes Web Services, thus provides higher interoperability, and can apply to any sort 
of domain application owing to the component based architecture.  

The existing security management model usually considers static security policies. 
Thus, it will be quite difficult to deal with the changes of the environment promptly 
and appropriately. Thus, we propose an adaptive security management model for 
AAF, which could dynamically adapt security policies according to the changes of 
dynamic network environments. We use MAUT (Multi-Attribute Utility Theory) and 
Simple Heuristics to introduce contextual information to determine appropriate secu-
rity policies. 

It is also designed to extend its function to EAI (Enterprise Application Integra-
tion), such as legacy systems. Mid-level companies, which are difficult to develop a 
full-fledged RFID application due to the prototypical developing cost and/or the inte-
grating cost to the existing legacy systems, easily construct the RFID application, and 
track and trace a logistics flow by utilizing EPCIS and ONS. We, therefore, can con-
struct a general, reusable, and extensible ALE application which would be used in the 
diverse domains such as logistics, manufacturing, and the automation of supply chain. 

4   The Context-Aware Security Service 

In this section, we suggest context-aware security service model using an adaptive 
security level algorithm based on  MAUT and Simple Heuristics. 

4.1   The Adaptive Security Level Algorithm 

We present the security policy algorithm that dynamically adapts the security level 
according to the contextual information. The information consists of the domain 
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independent properties such as terminal types, and the domain dependent properties 
such as the sensitivity of information using MAUT and Simple Heuristics.  

SecurityLevel(securityProblem) 
// securityProblem: Determining security level 
 
// Utilization of domain independent properties  
   calculate SL by I end 
   if SL = 0 then return SL // no use of security system 
 
// Utilization of domain dependent properties 
// Selection between MAUT and S. Heuristics 
   if MAUT then SL = MAUT(X) 
   if Simple Heuristics then SL = TakeTheBest(X); 
   return SL; end; 

MAUT(X) 
// Determine total utility function by the interaction 
// with the user according to MAUT 
   u(x1,x2,…,xn)=k1u1(x1)+k2u2(x2)+… +knun(xn); 
// ki: set of positive scaling constants for all i 
// xi: domain dependent variable, where ui(x

o

i)=0,ui(x
*

i)=1 
 
   ask the user’s preference and decide ki   
   for i = 1 to n  
     do ui(xi) = GetUtilFunction(xi); 
   end 
   return u(x1,x2,…xn); end; 

GetUtilFunction(xi) 
// Determine utility function due to users’ preferences  
// xi is one of domain dependent variables 
   uRiskProne   : user is risk prone for xi - convex 
   uRiskNeutral : user is risk neutral for xi - linear 
   uRiskAverse  : user is risk averse for xi - concave  
   x : arbitrary chosen from xi 
   h : arbitrary chosen amount 
   <x+h, x-h>   : lottery from x+h to x-h  
 
// where the lottery (x*, p, xo) yields a p chance at x*   
// and a (1-p) chance at xo 
   ask user to prefer <x+h, x-h> or x; // interaction 
   if user prefer <x+h, x-h> then  
     return uRiskProne;            // e.g. u = b(2cx-1) 
   elseif user prefer x then  
     return uRiskAverse;           // e.g. u = blog2(x+1) 
   else return uRiskNeutral;  end; // e.g. u = bx  

// Take the best, ignore the rest 
function TakeTheBest(u(x1,x2,..,xn)) returns SL  
  inputs u(x1,x2,..,xn) : user’s basic preferences 
// if the most important preference is xi, then only xi   
is considered to calculate SL  
// the other properties except xi  are ignored 
 
  u(x1,x2,..,xn) is calculated by only considering the 
value of xi                                           re-
turn SL; 
end TakeTheBest; 

Fig. 3. Context-aware Adaptive Security Level algorithm 
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The variables of the algorithms are as follows:  

1. Domain independent variables I = (i1, i2, ..., in) : data size, computing power, net-
work type, terminal type, and so on. 

2. Domain dependent variables X = (x1, x2, ..., xn) : user attributes, system attributes.  
3. Security level SL = (0, 1, 2, ..., 5) : The larger the number is, the stronger the 

strength is. If SL is 0, we can not utilize the security system.  
The equations of determining U and SL in our algorithm are as follows. 

 

ui(xi) is converted utility value for the variable xi, and ki is a scaling constant of each 
variable which is determined by security polices and security preference of user. U is 
the total utility value. SL is the final security level in the proposed model.  

The overall algorithms for determining adaptive security level are shown in Figure 3. 

4.2   Security Policy and Service Policy 

Security policy plays a role in determining security level, and service policy deter-
mines parameters for security services such as access control, authentication, confi-
dentiality, digital signature, and so on. Table 2 is a typical example of security policy, 
where xatt is the strength of the cipher, xauth is the authentication method, and xres is the 
level of protection of the resource to which the user is trying to access. 

Table 2. An example of security policy 

A Security Policy for Managed Resource A 
Security Service Reading 
Utility Function  u(xatt, xauth, xres) = katt u(xatt) + kauth u(xauth) + kres u(xres); 
Security Contexts  comp  200 MHz; nType 100 Kbps; tType = PC/PDA/Cell; 
User's Preference uRiskProne=22(x-1); uRiskNeutral=x; uRiskAverse=log2(x+1); 

Table 3 is an example of conversion table from the values of the security variables 
to the corresponding quantitative utility values. This table is used for utility analysis. 

Table 3. Conversion table of each variable 

utility
variable 

0.2 0.5 1.0 

xatt    
xauth One-Time Password  OTP + Certificate OTP + Biometrics 
xres Low Medium High 

Table 4 is an example of service policy for access control where reading or writing 
access right is given to the user. SL is the lower bound of security level. Any user 
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cannot adopt SL lower than 3 for writing operation. If the user is administrator and SL 
is higher than 3, then he or she can have writing permission. 

Table 4. An example of access control 

A Service Policy for Managed Resource A 
If ((SL  2) and ((Role = administrator) or ((Role = user) and (Date = Weekdays  

and  8:00 < Time < 18:00)))) Then resource A can be read 
If ((SL  3) and (Role = administrator)) Then resource A can be written 

4.3   Dynamic Changes of Adaptive Security Level 

When the security level is changed due to environmental issues such as user’s prefer-
ence and network’s configuration, this type of change should be dynamically reflected 
to the current security services. Thus, we should have the mechanism to change the 
security services dynamically according to the modified security level. 

5   Conclusion 

The existing security models could not provide an appropriate security management 
since they have only static security management policies. In this paper, we proposed 
an ALE Application Framework (AAF) using context-aware adaptive security ser-
vice, which could dynamically adapt policies according to the changes of diverse and 
dynamic network environments. The characteristics of the proposed model are as 
follows. 

Firstly, the proposed model deals with multiple variables instead of single variable 
in the existing approach. Therefore, our model could provide more flexible security 
management in the heterogeneous network environments. 

Secondly, from the proposed model, we can construct RFID application fast and ef-
ficiently through general, reusable, and extensible API due to the software reusability. 

In the future, we will extend context-aware adaptive security services to full-
fledged security services, such as encryption, decryption, digital signature, and non-
repudiation. Also we will investigate the business application framework in more 
detail to leverage linkage between enterprise application and middleware or EPC 
related information. 
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Abstract. There are increasing desire for software quality, in the customer and 
user. In general, software product quality has significant influence on developers, 
users of the software product. A software quality model is a very useful 
instrument for software quality requirement as well as software quality evaluation. 
ISO/IEC JTC1/SC7/WG 6 is studying for software quality testing model. 
ISO/IEC 9126 provides a software product quality testing model. Many testing 
center use the ISO/IEC 9126 quality model for software testing. In these days, 
ISO/IEC JTC1/SC7/WG 6 is developing ISO/IEC 25000 SQuaRE (Software 
Quality Requirements and Evaluation) series of international standards. ISO/IEC 
JTC1/SC7/WG 6 studied to start to develop a new Quality model(25010) as a 
revision of ISO/IEC 9126-1 Quality Model. Also, ISO/IEC JTC1/SC7/WG 6 is 
studying to revise 9126-2, 9126-3, 9126-4, as a part of the SQuaRE series of 
International Standards(IS) ISO/IEC 25022, 25023, 25024. The purpose of this 
paper is to study on the International  Standards for software quality testing. 
ISO/IEC JTC1/SC7/WG 6 is studying for SQuaRE project in these days. SQuaRE 
project includes International Standards on software quality model and software 
quality measures, as well as on software quality requirements and software quality 
evaluation. SQuaRE replaces the current ISO/IEC 9126 series and the 14598 
series. In this paper, we survey the SQuaRE project detailed for software quality 
testing. 

1   Introduction 

There is an increasing needs for software that matches real user needs in a working 
enviroments. ISO/IEC JTC1/SC7/WG 6 developed for ISO/IEC 9126 international 
standards software quality model. ISO/IEC 9126 consists of the following parts under 
the title Software Engineering-Software product quality.(Part 1:Quality model, Part 
2:External Metrics, Part 3:Internal Metrics, Part 4:Quality in use Metrics). This Internal 
                                                           
* This research was supported by University IT Research Center Project. 
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Technical Report 9126-2 External Metrics contains an explanation of how to use 
software quality metrics(Functionality, Reliability, Usability,  Efficiency, Maintain-
ability, Portability), a basic set of metrics for sub-characteristic. 

In these days, we use ISO/IEC 9126 for software quality testing in country. Also, 
SQuaRE series replaces the current ISO/IEC 9126 series and the ISO/IEC 14598 
series. 

SQuaRE series of standards consists of the following divisions under the general 
title Software product Quality Requirements and Evaluation.(Quality Management 
Division(2500n), Quality Model Division(2501n), Quality Measurement Divi-
sion(2502n), Quality Requirement Division(2503n), and Quality Evaluation Divi-
sion(2504n)). 

ISO/IEC 9126 has the 4 parts. Where, internal quality is measured by the static 
properties of the code, external is measured by the dynamic properties of the code, 
and quality in use is measured by the extent to which the software meets the needs of 
the user in the working environment. Software quality can be measured internally or 
externally. Software reliability can be measured externally by observing the number 
of failures, number of fault in a given time during a trial of the software testing. Soft-
ware reliability metrics can not measured because failure datas doesn’t obtain.  

We have to find the measuring method software quality. Software quality meas-
ured the 6 characters.(Functionality, Reliability, Usability, Efficiency, Maintainabil-
ity, Portability). 

The rest of this paper is arranged as follows: Chapter 2 describes the commonly 
used software quality testing model  and history. 

Chapter 3, we introduce  the ISO/IEC 25000 series. Also, we introduced the meas-
urement primitive and propose the software reliability metric in country. 

Chapter 4, we introduce the conclusion and future study in software testing model. 

2   History of the Software Quality Testing Model 

The software testing model ISO/IEC 9126 consist of the 6 characters.(Functionality, 
Reliability, Usability, Efficiency, Maintainability, Portaility). Functionality is the 
capability of the software to provide functions which meet stated and implied needs 
when the software is used under specified condition.. Reliability is measured the soft-
ware to maintain its level of performance when used under specified conditions. 

Software Usability is the capability of the software to be understood, learned, used 
and liked by the user, when used specified conditions.  

Software Efficiency is the capability of the software to provide the required per-
formance, relative to the amount of resources used, under stated conditions. 

Software maintainability is the capability of the software to be modified. Modifica-
tion may include corrections, improvements and functional specifications.  

Software portability is the capability of software to be transferred from one envi-
ronment to another. 

Software quality testing model is a very useful tool for quality requirement and 
quality evaluation.  

ISO/IEC JTC1/SC7/WG6 is studying ISO/IEC 25000 SQuaRE series. We have to 
fine software quality testing model for our country. Qur country has the software 
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quality standards of testing model in TTA, KICS, KS X . We have to study software 
quality testing model to establishment  by law for international standards. 

For example ISO/IEC 25000 series studied ISO/IEC JTC1/SC7/WG 6 as follows; 

ISO/IEC 25000: Software and System engineering: Software product Quality Re-
quirements and Evaluation(SQuaRE) - Guide to SQuaRE. 

NP WD CD 2CD FCD FDIS 
    2002.10 2003.04 2004.05 2005.10 

ISO/IEC 25001: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Planning and management.  

NP WD CD DIS Publish KS 
  2005.05    

ISO/IEC 25010: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Quality model. 

NP WD CD DIS Publish KS 
            

ISO/IEC 25020: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Measurement reference model and guide.  

NP WD CD 2CD 3CD KS
    2003.04 2004.04 2004.09   

ISO/IEC 25021: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Measurement primitives.  

NP WD CD PDTR Publish KS 
  2004.04 2004.04 2005.05     

ISO/IEC 25022: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Measurement of internal quality.  

NP WD CD DIS Publish KS 
            

ISO/IEC 25023: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Measurement of external quality. 

NP WD CD DIS Publish KS 

            

ISO/IEC 25024: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Measurement of quality in use.  

NP WD CD DIS Publish KS 
            

ISO/IEC 25030: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Quality requirements.  
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NP WD CD 2CD Publish KS
  2002.11 2003.05 2004.04     

ISO/IEC 25040: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Evaluation reference model and guide.  

NP WD CD DIS Publish KS 
            

ISO/IEC 25041: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Evaluation modules.  

NP WD CD DIS Publish KS 
            

ISO/IEC 25042: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Evaluation process for developers.  

NP WD CD DIS Publish KS 
            

ISO/IEC 25043: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Evaluation process for acquirers. 

NP WD CD DIS Publish KS 
            

ISO/IEC 25044: Software engineering: Software product Quality Requirements 
and Evaluation(SQuaRE) - Evaluation process for evaluators.  

NP WD CD DIS Publish KS 
            

ISO/IEC 25022, 25023, 25024, 25041, 25042, 25043, 25044 have to study  in 
country professional of the software quality. 

Especially ISO/IEC 2502n, we study about criteria for selecting software quality 
measures, deconstrating predictive validity and assessing measurement reliability, and 
software quality metrics. ISO/IEC 2504n series make up 5 parts. 

25041 defines the structure and content of the documentation to be used to describe 
an Evaluation Module. 25042 provides requirements and recommendations for the 
practical implementation of software product evaluation when the evaluation is con-
ducted in parallel with the development. 25043 contains requirements, recommenda-
tions and guidelines for the systematic measurement, assessment and evaluation of 
software product quality during acquisition of “off-the-shelf” software products, custom 
software products, or modifications to existing software products. 25044 provides re-
quirements and recommendations for the practical implementation of software product 
evaluation, when several parties need to understand, accept and trust evaluation results. 

3   Software Reliability Metrics 

The measurement primitives needed to constract the internal quality, external quality 
and quality in use measures shall be defined. It is a measurement primitive table as 
follows. 
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Measurement primitive studied the ISO/IEC JTC1/SC7/WG6. 
Measurement primitive refer to the user, developer, tester in software.quality test-

ing model. 
For example, software reliability measure the probability of the software’s function 

under the condition. 
This time, we use the number of failure in measurement primitive. 

Table 1. Measurement Primitive 

 

 

Fig. 1.  Measurement Primitive Considerations 

Base measures Measurement Primitives measure an attribute of resource, process, 
product and product use that does not depend upon a measure of any other attribute. 
Derived Measures Measurement Primitives measure an attribute of the resource, 
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process, product, product use that depends upon a measure of any other attribute. 
Internal Measure Measurement Primitives are measuring internal attributes of a 
software product itself. The number of lines of code, complexity measures and the 
number of faults found in a walk through are all internal measures made on the 
product itself. 

Software reliability is difficult to calculation. Software reliability used the software 
reliability growth model.. So, many researcher study the software reliability growth 
model. 

For example, researchers have studied the modeling of software reliability. The 
Jelinski-Moranda(1972)[9] model for software reliability growth model(SRGM) is 
one of the most commonly cited models. The main property of  the model is that the 
intensity between two consecutive failure is constant.  And the distribution of inter-
failure time Ti  at the i-th testing stage is given by  

f(ti)= (N-i+1) φ exp((-N-i+1)φti ) 

Where the parameter λ I =(N-i+1)φ is a failure rate, and N is the number of  latent 
software errors  before the testing starts, and φ is the failure intensity contributed by 
each failure. The parameter φ and N in Jelinski-Moranda model was estimated by 
maximizing the likelihood function.  

The software reliability growth model suggested by Littlewood and Ver-
rall(1973)[10] is perhaps the most well known Bayesian model. The Littlewood-
Verrall model assumes that interfailure times are exponential distributed random 
variable with the density function. 

f(ti| λi )= λi  exp(-λi ti ) 

where λi  is an unknown parameter whose uncertainty is due to the randomness of the 
testing and the random location of the software errors. And the probability density 
function of  λi  is 

(ϕ(i)α λi 
α-1 exp(-ϕ(i)λi ) 

f(λi | α, ϕ(i))= (Γ(α)) 

where ϕ(i) is depending on the number of detected error. Usually, ϕ(i)  describes the 
quality of the test and it is a monotone increasing function of  i.  

Langberg and Singpurwalla(1985)[12] presented a shock model interpretation of 
software failure and justified the Jelinski-Moranda model. 

In the Langberg and Singpurwalla Bayesian model the parameters in the Jelinski-
Moranda model are treated as random variables. 

Nayak(1986)[13] proposed a model for incorporating dependence among the detec-
tion times of software reliability measures. Many software reliability model have been 
studied .  But they treated with the case of software reliability growth model for single 
error debugging at each testing stage until now.  Jung[20] studied the software reli-
ability model with the multiple errors debugging. 

Jung[20] introduce this distribution as a Gamma-Lomax  Software Reliability 
Growth Model which is an extension case of the multivariate Lomax distribution of  
Nayak[13]. 

Many software research proposal the software reliability model.  
<Table 2> is the software reliability metric. We have to calculate the software reli-

ability metrics for using the software reliability model. So we study the mathmetical 
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testing method for software reliability metrics. We study measurement primitive using 
experience of software testing. 

Table 2. Reliability Table 

Estimated failure density 
Number of failure 

Total number of failure 
NPFI Estimated the number of failure 
NAFI Actured number of failure Measure Item 

SIZE Product size 

Calculation X=ABS(NPFI-NAFI)/SIZE 

Result  0 Estimated failure intensity 

Value   Improvement   

4    Concluding Remarks 

In this paper, we expect the result of study following below.  
Technical Effect is that software quality testing is technology which can introduce 

quality enhancement of software and strategic technology which accept international 
standard. So, we can test the  software quality evaluation exactly.  

Industrial and economical effect is that high value of  software industry and eco-
nomical effect is very important. Software quality testing is essential technology for 
software industry. With this standards, the quality of software produced by domestic 
software developers can be improved because the quality of software is evaluated 
objectively. Also, the market for software could be vitalized.  

Social Effect is that we can solve the  software quality evaluation  of information 
society by using this study result.  

So, we are proposal the practical using.   We survey and study for  the tendency of 
the software quality evaluation in inside and outside of the country. We can use in 
establishment of the standard of software quality evaluation. Also, we propose the 
using these study result in software quality tester training. Also we have expected 
effect in this paper. 

First, establishment of the plan of software quality evaluation  according to interna-
tional standard. 

Second, we use the establishment of standard in software quality evaluation. 
Third, acquisition of stability for related market by quality enhancement of domes-

tic software. Forth, we have opposition method and spread method in international 
standard of software quality evaluation.  

Recently, software quality assurance activities for the development procedure 
concerned with the software development project have been highly concerned as well as 
the software product itself.  However the measurement of the software reliability is very 
difficult. We suggest that the software reliability model should be applied for the 
standardization and the software quality measurement activities of the software product.  

We are going to study deep learning  measurement primitive for software testing. 
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Abstract. This paper presents a method for detecting scene changes in video 
sequences, in which the 2-test is slightly modified by imposing weights accord-
ing to NTSC standard. To automatically determine threshold values for scene 
change detection, the proposed method utilizes the frame differences that are 
obtained by the weighted 2-test. In the first step, the mean of the difference 
values is calculated, and then, we subtract the mean difference value from each 
difference value. In the next steps, the same process is performed on the differ-
ence values, mean-subtracted frame differences, until the stopping criterion is 
satisfied. Finally, the threshold value for scene change detection is determined 
by the proposed automatic threshold decision algorithm. The proposed method 
is tested on various video sources and, in the experimental results, it is shown 
that the proposed method is reliably detects scene changes. 

1   Introduction 

For the processing of a huge amount of video data, it is necessary to develop fast and 
efficient techniques in indexing, browsing and retrieval of videos [1]. Video segmen-
tation is the first step to establish video database systems and it is an essential work to 
segment video sequence into shots where each shot represents a sequence of frames 
having the same contents [2]. 

There are two kinds of scene change, abrupt and gradual. The abrupt scene change 
is the change of scene with cut of camera and the gradual scene change is that of 
scene with camera action for fade-in, fade-out, and dissolves [3], [4]. It is generally 
known that abrupt scene change detection is easier than gradual one. For detecting 
scene changes, thresholds have to be pre-assigned. This is the major problem of the 
scene change detection, and it is difficult to specify the correct threshold that deter-
mines the performance of scene change detection [5].  

To segment a video sequence into scenes, a number of scene change detection al-
gorithms have been reported in the literatures. In general, these algorithms can be 

∗ This research was supported by the Program for the Training of Graduate Students in Re-
gional Innovation which was conducted by the Ministry of Commerce, Industry and Energy 
of the Korean Government. 
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categorized into four parts: Pixel-based algorithms [6], Histogram-based algorithms 
[7], Block-based algorithms [8], [9] and Clustering-based algorithms [10], [11].  

Pixel-based algorithms compare the pixels of two adjacent frames across the same 
location. Then, a scene change is declared if inter-frame difference (the sum of pixel 
by pixel differences across the same location) between consecutive frames exceeds 
the pre-assigned threshold. In histogram-based algorithms, the difference of the 
intensity or color histogram is used as dissimilarity measure between two frames. 
Histogram-based methods provide a better tradeoff between accuracy and speed, and 
its performance is good for the case of abrupt scene changes such as cuts. The best 
performance is obtained by 2-test [7]. For block-based algorithms, local attributes are 
used to measure the difference of two frames so that the effect of noise or camera 
flash can be reduced. A scene change is detected if the number of blocks that the 
differences of corresponding blocks in two frames are greater than the pre-assigned 
threshold exceeds a given lower bound. The pre-assigned threshold is also the case 
with histogram-based algorithms and block-based algorithms. Clustering techniques 
are used to categorize all the frames in a video sequence into several clusters (e.g. k-
clusters in K-means clustering algorithm), in which a cluster represents a scene. 

All scene change detection algorithms are based on a pre-assigned threshold. If the 
threshold is too low, many key frames are extracted so that a video sequence is over-
segmented. On the contrary, for a high threshold, many key frames may be missed, 
resulting in under-segmentation. Above all, a threshold that is appropriate for a 
variety of video types has to be determined previously. That is, a threshold for a video 
sequence is not appropriate for the others and it is not guaranteed that the threshold 
for one type of video data will not yield acceptable results for other types of inputs. 

To solve the above mentioned problem, this paper proposes a method to determine 
thresholds that is adaptive for a variety of input video sequences. For robust scene 
change detection, we slightly modify the 2-test by imposing different weights on each 
channel of the RGB color space. We refer this 2-test as the weighted 2-test. To deter-
mine thresholds automatically according to an input video type, the proposed method 
utilizes the frame differences that are obtained by performing the weighted 2-test. 

2   The Proposed Scene Change Detection Method 

2.1   The Weighted 2-Test 

In this paper, we calculate the frame differences from the weighted 2 test which 
combined the color histogram with 2 test. The weighted 2-test can subdivide the 
difference values of individual color channels by calculating the color intensities 
according to NTSC standard. The weighted 2 test formula ( 2χw

d ) is defined as 
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where N is the number of bins, and )(kH r
i

, )(kH g
i

, and )(kH b
i

are the bin values of 

the histogram of i’th frame in red, green, and blue color channels, respectively. The ,
, and  are constants and, according to NTSC standard, we set these constants to 

0.299, 0.587, and 0.114, respectively. 
Figure 1 shows the frame differences on a test video sequence, which are calcu-

lated by the 2 test and the weighted 2 test. As shown in figure 1, the weighted 2

test has an advantage than the 2 test in that the possibility of automatic threshold 
decision is high. 

Fig. 1. Comparison of the 2 test and the weighted 2 test on an input video sequence 

2.2   Automatic Threshold Decision Algorithm Using the Means and Standard 
Deviation Values from Video Sequence  

The difference values obtained from the weighted 2 test is the basic data to extract 
the representative frames which occurred during the scene change. Thus, obtained 
data can be used for the feature extraction and it can be used for the detection of scene 
change. Pseudo code-1 shows the procedural calculation course of the mean and the 
standard-deviation from the extracted difference values to decide the most proper 
threshold from video sequence. 

Pseudo code 1. Automatic threshold decision algorithm

Step 1: Calculate the total difference values and 1_th mean 
value from given video sequences 

for( i=1; i<=n; i++){ // n = total number of frames 
   Difference values X = {x1, x2, x3,… xn};

// X is calculated using the weighted •2
-test from the con-

secutive frames (f
i
, f

j
) ;}
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First mean value m =
=

×
n

i
ixn

1

/1 ;

First standard deviation value =

=
−×

n

i
i mxn

1

2)(/1  ; 

Step 2: Calculate the t_th mean and standard deviation value 

 for( i=1; i<= n; i++) { 
if(xi > m

t-1)
Xt = { xi}; // Xt = {xi, … xp} and (i  p  n)

else xi is eliminated; } 
t_th mean value mt = ×

p
pxp/1 ;

t_th standard deviation value t = −×
p

t
p mxk 2)(/1  ;} 

if( t > t-1) goto Step 2; 
else  goto step 3; 

Step 3: Decide the threshold value

// automatic threshold value is decided 

th  = 
tm ; //threshold representative value

nf  = p ; //number of representative frames 

// confidence interval values are calculated to measure the 
sensitivity of estimated thresholds. 
// α (%) confidence interval (α (95%) = 1.96)

val  = n
t f/σα × ; // confidence calculation

// calculation of max and min means based on confidence interval 

using the 
tm .

MAXth  = 
tm + val ; // max_threshold confidence interval 

MINth  = 
tm - val ; // min_threshold confidence interval 

// number of frames for the max and min mean values
for(i=1; i<=n; i++) {

if( ix > MAXth ) maxf ++;

if( ix > MINth ) minf ++; }

The mean and standard-deviation values extracted from the difference values are 
the meaningful data to decide the automatic threshold. The mean is the essential data 
to decide the threshold from the extracted difference values and standard deviation is 
the reference data to automatically decide the best of threshold from the calculated 
means. The automatic decision of threshold value is based on the calculated means 
and standard deviation values over an entire difference values. The proposed auto-
matic threshold decision algorithm can decide more adaptive threshold according the 
video sequence type. 
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Figure 2 shows a distribution of means and standard deviation values after the 
means exclusion according to the algorithm which is sequentially calculated by the 
proposed Pseudo code1. All possible means and standard deviation values are calcu-
lated and the remaining numbers of frames are checked. 

km

kσ

k

1σ 2σ 3σ 4σ
5σ 6σ 7σ 8σ

1m
2m

3m

4m

5m 6m 7m 8m

1σ 2σ 3σ 4σ
5σ 6σ 7σ 8σ

1m
2m

3m

4m

5m 6m 7m 8m

Fig. 2. Distribution graph of means, standard deviation and remaining number of frames 

As shown in Figure 2, we can estimate the  mean values (m1~m4) as the threshold 
according to step 3 course of the proposed algorithm, and 4-th means value is the 
proper threshold because the standard deviation value is bigger than the previous 
values. 

So the estimated threshold value (m4) can detect 18 numbers of representative 
frames and it shows all possible abrupt scene change (12) are detected and the rest 
frames (6) is a gradual scene changes. If the mean is too low, many frames are ex-
tracted so that a representative frames is over segmented. On the contrary, for high 
means, many representative frames may be missed. So the threshold selection is a 
difficult problem. 

Figure 3 shows a normal distribution using the calculated means and standard-
deviation values which was calculated in Figure 2. It shows a more widely normal 
distribution graph in 4-th means and standard-deviation values. This paper propose 
the automatic threshold decision algorithm and the threshold can be detected from the 
means and standard deviation values which is sequentially calculated by the proposed 
Pseudo code1. 
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Fig. 3. Normal distribution graph using the mean and standard deviation values 

Figure 4 shows the distribution graph of remaining number of frames after means 
exclusion.  

Fig. 4. Distribution of remaining number of frames by the proposed algorithm 

In our experimental results, the most proper threshold can be detected using the 
maximum standard-deviation values because of the normally distributed frames. 
Thus, if the standard deviation has maximum value, the corresponding means are 
selected to the threshold. 

3   Experimental Results 

We evaluate the performance of our proposed method with DirectX 8.1 SDK, MS-
Visual C++ 6.0 on Windows XP. The proposed method has been tested on several  
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video sequences such as news videos that a lot of scene changes occurs, as shown in 
table 1. Each video sequences has the various types digitized in 320 240 resolution at 
20 frames/sec. 

Table 1. Video sequence types used in the experiment 

# of predefined scene changes (A) Sequences # of frames 
Abrupt Gradual Total 

News1 397 5 0 5 
News2 1857 17 0 16 
News3 898 10 1 11 
News4 670 10 0 10 
News5 1871 12 2 14 
Adv_1 697 23 3 26 
Adv_2 720 4 1 5 
Adv_3 652 6 2 8 
Adv_4 682 7 2 9 
Adv_5 592 9 4 13 

(a) Frame differences by the weighted 2 test 

(b) Extracted representative frames 

σ
nf

m

(c) Distribution of mean and standard deviation values calculated from given video sequence 

Fig. 5. Example of the scene change detection using the proposed algorithm
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Figure 5 shows an example of scene change detection, in which frame difference 
are calculated by the weighted 2 test and the extracted keyframes are the representa-
tive frames of scene change in video sequence. Distribution of mean and standard 
deviation value is calculated with the proposed automatic threshold decision algo-
rithm. 

The performances of scene-change-detection algorithms are usually expressed in 
terms of recall and precision. The recall parameter defined the percentage of true 
detection with respect to the overall events (scene changes) in the video sequences. 
Similarly, the precision is the percentage of correct detection with respect to the over-
all declared event. The recall and precision are defined as 

%100Recall ×
+

=
mc

c

NN

N , and  %100Precision ×
+

=
fc

c

NN

N
(2)

where Nc: number of correct detection; Nm: number of miss; Nf: number of false detec-
tion; Nc + Nm: number of the existing events; Nc + Nf: number of overall declaration. 

Table 2 show the automatic decided thresholds and detected number of frames 
according to the automatic threshold decision algorithm. The means of confidence 
interval (95%) has the maximum value thmax (= 95%(+)) and minimum value thmin 

(=95%(-)). 

Table 2. Automatic decided threshold and detected number of frames 

Automatic decided threshold Detected number of frames(B) 
Sequences 

thmax threshold thmin thmax threshold thmin

News1 203.73 228.19 252.64 14 12 7 

News2 259.88 277.41 294.94 20 18 18 

News3 271.54 302.04 332.54 11 10 10 

News4 247.31 261.07 274.84 27 16 11 

News5 233.07 254.03 274.99 19 18 14 

Adv_1 281.35 290.82 300.29 45 38 34 

Adv_2 180.65 196.19 211.73 19 10 10 

Adv_3 216.16 232.14 248.12 27 16 11 

Adv_4 245.34 260.33 275.33 15 13 10 

Adv_5 250.51 259.42 268.34 38 33 29 

Means of confidence interval are calculated to measure the sensitivity of decided 
thresholds. The difference of detected number of frames between mean of decided 
threshold and mean of confidence interval value (thmax, thmin) will be adequate when it 
has small value. 

Table 3 shows the correctness and detection rate of detected frames with the scope 
of threshold. We show the statistics of our experimental results in Table 3. 
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Table 3. Distribution of the detected rate, recall and precision 

Detected rate 
( (B/A) * 100 ) 

Recall(%) Precision(%) 
Sequences 

thmax threshold thmin thmax threshold thmin thmax threshold thmin

News1 280 240 140 100 100 100 61 63 78 

News2 118 106 106 100 100 100 87 95 95 

News3 100 90 90 92 91 91 92 100 100 

News4 270 160 110 100 100 100 61 73 92 

News5 136 129 100 100 100 93 79 86 100 

Adv_1 173 146 131 100 100 100 70 76 81 

Adv_2 380 200 200 100 100 100 58 67 67 

Adv_3 338 200 138 100 100 100 59 67 79 

Adv_4 167 144 111 100 100 91 71 76 91 

Adv_5 292 254 223 100 100 100 66 62 64 

Average 225.4 166.9 134.9 99.2 99.1 97.5 70.4 76.5 84.7 

For the propose scene change detection algorithm, the reported recall is about 99.1% 
and the detected rate is about 166.9%. Most of the scene changes are detected. The 
missed scene changes are very ambiguous due to the slow camera movement. 

The purpose of proposed algorithm in not to detect the correct scene change frames 
but to detect all possible scene change frames from video sequence. And also the 
threshold is not fixed or given, so it is automatically decided by automatic threshold 
algorithm to all video sequence. Experimental result shows the proposed algorithm is 
effective and can be adapted to video indexing system. 

4   Conclusion 

This paper proposed a method for scene change detection using the weighted 2 test 
and the automatic threshold decision algorithm. In experimental results, we showed 
that the proposed algorithm effectively calculated the frame differences and extracted 
scene changes with adaptive thresholds to each input video. The proposed weighted 

2  test showed the better performance than the previous 2  test. As a result, the 
proposed algorithm could detect all possible scene changes like this, recall is about 
99.1% and the detected rate is about 166.9%.  In addition, we showed that the frame 
differences by the proposed method are applicable for determining a threshold value 
that is appropriate to a given input video. 

This paper focused on abrupt scene changes, so, if video sequences have gradual 
changes, flashlights, or lightening effects, the automatically decided thresholds will 
not be appropriate to detect scene changes correctly. Thus, we are considering the 
condensation of the frame differences for the further research. 
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Abstract. Project planning is often the most difficult part of project management. 
Relationship of jobs, risk items and human resources have been used successfully 
for schedule and project progress. There are many defects that cause the schedule 
and progress management problems during software development. This paper 
designs the opportunity tree framework that remove and manage the schedule and 
quality problems as well. For the similar projects, we can estimate defects and 
prepare to solve them by using domain expert knowledge and the opportunity tree 
framework, which can greatly improve the software process. 

Keywords: Defect Management, Defect cause prioritization, COQUALMO, 
Defect reduction, Software Process Improvement, Quality, Project Schedule 
Management, Opportunity Tree. 

1   Introduction 

Setting sensible goals for process improvement requires an understanding of the dif-
ference between immature and mature software organizations. In an immature soft-
ware organization, software processes are generally improvised by practitioners and 
their management during the course of the project. Even if a software process has 
been specified, it is not rigorously followed or enforced. The immature software or-
ganization is reactionary, and managers are usually focused on solving immediate 
crises (better known as fire fighting). Schedules and budgets are routinely exceeded 
because they are not based on realistic estimates. When hard deadlines are imposed, 
product functionality and quality are often compromised to meet the sched-
ule[2][3][4]. 

Errors that are found during examination and testing offer an insight on the 
efficiency of each activity of the matrix. We infer quality from such factors, and this 
quality is a main factor that determines the success of a project together with cost and 
time schedule. Software has various quality-related characteristics. Moreover, there 
are various international standards for quality[1]. This paper identifies defects to 
produce a reliable project planning, project progress management and analyzes the 
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relationship among jobs. Also, this paper is intended to develop the relationship 
between defects of schedule and their causes to introduce. Therefore, using schedule 
defect causes, we understand the associated relationship between schedule risk items 
and design Opportunity Tree to manage the defects. 

2   Related Work 

2.1   Introduce of Defect 

A defect is an important diagnostic type representing the process and product. Since a 
defect is closely related to the quality of software, defect data is more important than 
a man-month estimation in several ways [5][6]. 

Furthermore, defect data is indispensable for project management. Large-scale pro-
jects may include several thousands of defects. These defects may be found in each 
stage of the project by many people. During the process, it often happens that the 
person that identifies and reports a defect is not the same person who corrects the 
defects [7]. 

The information on defects includes the number of defects that are identified 
through various defect detection activities. Therefore, all defects that are discovered 
in the requirement examination, design examination, code examination, unit test, and 
other stage are recorded. The distribution data of the number of defects found in dif-
ferent stages of the project are used in creating the Process Capability Baseline [8]. 

2.2   Defect Removal Efficiency 

The DRE(Defect Removal Efficiency) of the defect detection stage is the ratio of the 
number of defects discovered at a stage against the total number of defects that ap-
pears when the stage is being processed. The more effective the DRE, the lower the 
possibility of undetected defects[3][11]. This shows that increasing the DRE (Defect 
Removal Efficiency) is a method to improve productivity. DRE is calculated as 
follows. 

DRE = E(E+D), E= Number of defect found at relevant S/W development 
step(e.g : Number of defect found at request analysis step), D= Number of defect 
found at next S/W development step (e.g : Defect number that defect found at design 
step is responsible for defect of request analysis step) Ideal value of DRE is 1 or 0(no 
error), and this displays that no defect on the project. 

2.3   Analytic Hierarchy Process 

The Analytic Hierarchy Process is a method for formalizing decision making where 
there are a limited number of choices but each has a number of attributes and it is 
difficult to formalize some of those attributes. Note in this example, we did not collect 
any data (like miles from a preferred point or salary numbers). Instead, we use 
phrases like ``much more important than'' to extract the decision makers prefer-
ences[9]. 

The AHP has been used in a large number of applications to provide some structure 
on a decision making process. Note that the system is somewhat ad-hoc (why 1-9 



1072 E.S. Lee and S.H. Lee 

range?) and there are a number of “hidden assumptions” (if i is weakly preferred to j 
and j weakly preferred to k, then a consistent decision maker must have i absolutely 
preferred to k, which is not what my idea of the words means). A matrix was used to 
compare the defect causes. The matrix shows the relation by listing each importance 
from 1 to 9 [9]. 

The measurement standard table of the Comparison Matrix is shown in table1. 

Table 1. Comparisons Matrix measurement standard table 

 

The importance among the items of each stage were quantified based on table 2. This 
time, the differences of the item grade of each stage were compared. For example, if an 
item is Extra High(EH) and the other item is N, the importance between the two items is 
triple the difference. This is due to two grade differences. The same relation applies to 
table 2. 

Table 2. A ratio production table of Grade vs importance difference 

Grade difference between item Grade vs importance difference ratio 
1 Double 
2 Triple 
3 Quadruple 
4 Quintuple 
5 Sextuple 

2.4   COQUALMO 

In software estimation, it is important to recognize the strong relationships between 
Costs, Schedule and Quality. They form three sides of the same triangle. Beyond a 
certain point (the "Quality is Free" point), it is difficult to increase quality without 
increasing either the cost or schedule or both for the software under development. 
Similarly, development schedule cannot be drastically compressed without degrading 
the quality of the software product and/or increasing the cost of development. Soft-
ware estimation models can play an important role in facilitating the balancing of 
these three factors[15].  

3   Theory and Case Study 

This chapter will develop a questionnaire to identify defects of the schedule 
management that occur during actual projects of companies. Therefore, the structure and 
contents of the questionnaire to detect the defect and analyze the result are presented in 
this chapter. Furthermore a defect management opportunity tree based on the analyzed 
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result is provided. As for the domain of the project, digital systems were selected and 21 
projects of four companies were chosen as target companies [12][13] [14]. 

3.1   Concept of Defect Management Opportunity Tree 

We would like to be able to estimate how a software system's defect content change 
during its development, as well as to determine the locations with the highest concen-
tration of faults. Prior to testing there is often little information regarding the number 
and location of errors. Surrogates based on changes in software structure can be used 
to estimate the rates of defect insertion into a system. These rates can be used to moni-
tor the number of defects inserted into a system and the residual defect content, and to 
identify portions of a system requiring additional fault detection and removal resources. 
In this paper describes a surrogate developed, the measurement system implemented for 
taking the required measurements, and current efforts to extend this work. 

We are provide opportunity tree algorithm next following. 

1. Select goal(decision the business goal) 
2. Select subgoal 
3. Make the questionnaire for reliable verification 
4. Decision goal and subgoal by Analytic Hierarchy Process 
5. Provide solution for goal and subgoal 
6. Design the opportunity tree 

3.2   Requirement Analysis 

A requirement detection questionnaire was made to identify defects of the schedule 
management opportunity tree in the ongoing project of a company. 

Another purpose is to discover defects and analyze the causes between each defect. 
Questions that must be examined in the questionnaire were divided as below by clas-
sifying defects that exist in each defect issues. The structure of the questionnaire for 
each defect issue and frequency is as follows. 

Table 3. Schedule management OT items 

 Explain  
Choose the lifecycle for the schedule man-

agement 
Define the lifecycle for the schedule management 

Identify the project planning and risk items Analysis of the project plan and prevention  of  the risk items 
Investigation of  the rationale for the preven-

tion of project delay 
Investigation of  the rationale for the prevention of project delay 

Construction of organization for the schedule 
management 

Construction of enterprise organization for the schedule manage-
ment 

Table 4. Frequency of Defect management OT items 

 Frequency  Percent  

Choose the lifecycle for the schedule management 50`  33 

Identify the project planning and risk items 56  36.9 

Investigation of  the rationale for the prevention of project delay 36  23.5 

Construction of organization for the schedule management 10  6.6 

Total 152  100.0  
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To decide OT items of subgoal, 13 detailed categories were made for the question-
naire at the requirement analysis phase. Detailed categories for defect detection at the 
requirement analysis stage reflect customers’ requirements and confirm how the re-
quirements are satisfied. The requirements are classified in order to confirm consis-
tency. Each detailed category and frequency is shown in table 5. 

Table 5. Frequency of detailed subgoal of items 

Items Frequency Percent 

Create the lifecycle that the suitable project are tailered 22 9.2 

Measurement Method for the progress management (Metric, Review of the Tech-
nology and management) 

18 7.6 

Building the development environment 15 6.3 

Check the validity of the technology (Research, Simulation, Prototyping) 24 10.1 

Decision the product of release time 12 5.1 

Define of the objectives and needs, constraint for the system 24 10.1 
Identify the relationship between processes and articles 22 9.2 

Economy (Return On Investment, Market) 21 8.8 

Select the lifecycle by the scale and complexity of project 25 10.5 

Setting the Project schedule by the estimation of work breakdown structure and 
infrastructure 

17 7.1 

Validity of  legal 15 6.3 

Identify the project plan to the developer 11 4.6 

Assessment the quality assurance 12 5.0 

Total 188 100.0 

3.2.1   Select the Lifecycle for the Schedule Management 
The structure of the select the lifecycle for the schedule management questionnaire in 
the OT is shown in table 6. The purpose of OT a detailed category is to confirm that 
schedule lifecycle in the project development.  

Table 6. Rating of the select the lifecycle for the schedule management of items 

Items Rating  

1. Create the lifecycle that the suitable project are tailered Nominal 

2. Measurement Method for the progress management (Metric, Review of the Technology 
and management) 

Low 

3. Decision the product of release time Very Low  

4. Setting the Project schedule by the estimation of work breakdown structure and infrastruc-
ture 

High 

Defects in respective stages are presented in AHP. Therefore this chapter will ana-
lyze and measure the identified defect causes. To this end, the hierarchical structure 
for decision-making has been schematized, and the weight of the defect item in each 
stage has been graded into six dimensions. The graded items were analyzed based on 
a comparison metrics [10], and the geometric means of the schedule defect items were 
calculated in order to identify its relation with the causes. 

The decision-making structure and graded items in each stage are as below. 
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Fig. 1. Cause rating scale of schedule defect data collection and identify 

The defect cause rating scale structure is divided into each of the defect OT items 
and each stage has been further categorized in detail. The rating scale is divided into 
six dimensions: Very Low(VL), Low(L), Normal(N), High(H), Very High (VH), 
Extra High (EH). This means that, among the six dimensions, priority increases as it 
nears EH, and the priority decreases when as it approaches VL. 

In the case of Fig. 1, at the select the lifecycle for the schedule management item, a 
rating scale was made based on the weight of each item analyzed in AHP. The result 
showed that the “Setting the Project schedule by the estimation of work breakdown 
structure and infrastructure” item had the most defects. 

In table 7, the importance was compared with other items based on a11, a12, a13, 
a14 columns. For example, according to the analysis, between a11 and a12, a11's 
defect item is Nominal and a12 is Low. Therefore, the difference of grade between 
items is 1 by table 7. Therefore, the difference between the grade and importance is 
double. The Compare metrics of the select the lifecycle for the schedule management 
are as below. 

Table 7. Compare metrics of the select the lifecycle for the schedule management 

 a11  a12  a13  a14  
a11  1  2  2 1/2  
a12  1/2  1  1  1/3 
a13  1/2  1 1  1/3 
a14  2  3 3 1  

One of the purposes here is to calculate the importance of defect data collection 
and identify item based on the comparison metrics from table 7. The greater the im-
portance of each item, the higher the probability of causing a defect. This was calcu-
lated by geometric means. 

A production table of each stage is as follows. 

Table 8. Calculation of OT item importance for the select the lifecycle for the schedule management 

Item  Result value  
a11 (1 x 2 x 2 x 1/2)1/4 = (1/3)1/4 = 1.19 

a12 (1/2 x 1 x 1 x 1/3)1/4 = 31/4 = 0.64 

a13 (1/2 x 1 x 1 x 1/3)1/4 = 31/4 = 0.64 
a14 (2 x 3 x 3 x 1)1/4 = (1/3)1/4 = 1.68 

Items of defect data collection and identify was produced by a geometric average. 
The result of the analysis showed that, al4 and was the select the lifecycle for the 

schedule management causes. 
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Table 9. Solution of select the lifecycle for the schedule management 

Items  Solution  

1. Create the lifecycle that the suitable project are 
tailered 

1. Identify of the project objectives 
2. Analysis of the lifecycle by the project 

3. Analysis of the requirement 
2. Measurement Method for the progress manage-
ment (Metric, Review of the Technology and man-

agement) 

1. Analysis of the job 
2. Making of the technical Analysis document 

3. Decision the product of release time 
1. Define the milestone of the development stages 

2. Define the checklist for the release time 
4. Setting the Project schedule by the estimation 

of work breakdown structure and infrastructure 
1. Analysis for the detail job 

2. Analysis of the relationship between jobs 

We are provide the solution about select the lifecycle for the schedule manage-
ment. The solution is like the table 9. 

3.2.2   Identify the Project Planning and Risk Items 
The structure of the Identify the Project planning and risk items questionnaire in the 
OT is shown in table 10. The purpose of OT a detailed category is to confirm that 
schedule lifecycle in the project development.  

Table 10. Rating of the Identify the Project planning and risk items 

Items Rating  
1. Building the development environment Low  

2. Define of the objectives and needs, constraint for the system Very High  
3. Identify the relationship between processes and articles Very High  

4. Setting the Project schedule by the estimation of work breakdown structure and infrastruc-
ture 

Nominal  

5. Identify the project plan to the developer Low 

Defects in respective stages are presented in AHP. Therefore this chapter will ana-
lyze and measure the identified defect causes. To this end, the hierarchical structure 
for decision-making has been schematized, and the weight of the defect item in each 
stage has been graded into six dimensions. The graded items were analyzed based on 
a comparison metrics [10], and the geometric means of the schedule defect items were 
calculated in order to identify its relation with the causes. 

The decision-making structure and graded items in each stage are as below. 

 

Fig. 2. Cause rating scale of the Identify the Project planning and risk items 

The defect cause rating scale structure is divided into each of the OT items and 
each stage has been further categorized in detail. The rating scale is divided into six 
dimensions: Very Low(VL), Low(L), Normal(N), High(H), Very High (VH), Extra 
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High (EH). This means that, among the six dimensions, priority increases as it nears 
EH, and the priority decreases when as it approaches VL. 

In the case of Fig.2, at the select the Identify the Project planning and risk items, a 
rating scale was made based on the weight of each item analyzed in AHP. The result 
showed that the “Define of the objectives and needs, constraint for the system” and 
“Identify the relationship between processes and articles “ item had the most defects. 

In table 11, the importance was compared with other items based on b11, b12, b13, 
b14 columns. For example, according to the analysis, between b11 and b12, a11's 
defect item is Low and a12 is Very High. Therefore, the difference of grade between 
items is 4 by table 11. Therefore, the difference between the grade and importance is 
Quintuple. The Compare metrics of the select the lifecycle for the schedule manage-
ment  are as below. 

Table 11. Compare metrics of the Identify the Project planning and risk items 

 b11  b12  b13  b14  b15 
b1 1  1/5  1/5 1/3  1 
b12  5  1  1  3 5 
b13  5  1 1  3 5 
b14  3 1/3 1/3 1  3 
b15 1 1/5 1/5 1/3 1 

One of the purposes here is to calculate the importance of defect data collection 
and identify item based on the comparison metrics from table 11. The greater the 
importance of each item, the higher the probability of causing a defect. This was cal-
culated by geometric means. 

A production table of each stage is as follows. 

Table 12. Calculation of OT item importance for the Identify the Project planning and risk items 

Item Result value 
b11 (1 x 1/5 x 1/5 x 1/3 x 1)1/5 = (1/75)1/5 = 0.421 
b12 (5 x 1 x 1 x 3 x 5)1/5  = 31/5 = 2.37 
b13 (5 x 1 x 1 x 3 x 5)1/5  = 31/5 = 2.37 
b14 (3 x 1/3 x 1/3 x 1 x 3)1/5 = (1/3)1/5 = 1 
b15 (1 x 1/5 x 1/5 x 1/3 x 1)1/5 = (1/75)1/5 = 0.421 

Items of defect data collection and identify was produced by a geometric average. 

Table 13. Solution of the Identify the Project planning and risk items 

Defect items  Solution  

1. Building the development environment 
1. Analysis of the functional and nonfunctional requirement 

2. Provide the human resource for project 
3. Building the infrastructure for project 

2. Define of the objectives and needs, con-
straint for the system 

1. Analysis of the project objectives 
2. Analysis of the project risk items 

3. Identify the relationship between proc-
esses and articles 

1. Identify the output for the  each of the processes 
2. Analysis order of the job  

3. Define the priority of the job 
4. Setting the Project schedule by the es-

timation of work breakdown structure and 
infrastructure 

1. Define the rationale for the project schedule 
2. Define the infrastructure for the project schedule 

5. Identify the project plan to the devel-
oper 

1. Repeatable Confirm of the project plan 
2. Check the progress of the each of schedule unit 
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The result of the analysis showed that, bl2, b13 and was the Identify the Project 
planning and risk items causes. 

We are provide the solution about select the lifecycle for the schedule manage-
ment. The solution is like the table 13. 

4   Introduction to Effectiveness Analysis of Defect Management 
Opportunity Tree 

We analyzed aspect that defect manage is achieved efficiently to analyze effective-
ness of defect management opportunity tree. Also, we present effectiveness of intro-
duction through if productivity improves because defect of whole project is reduced 
through defect management opportunity tree. 

4.1   Defect Removal Efficiency Analysis 

Purpose of defect management opportunity tree design improves quality of product 
and heighten productivity. Therefore, when we applied defect management opportu-
nity tree in actuality project, we wish to apply defect exclusion efficiency (Defect 
Removal Efficiency). to measure ability of defect control activity. 

After apply defect management opportunity tree, defect exclusion efficiency analy-
sis [9] investigated defect number found at relevant S/W development step and defect 
number found at next time step in terms of request analysis, design and coding stage. 
Production of defect exclusion efficiency is as following. DRE = E/(E+D) 

Ideal value of DRE is 1, and this displays that any defect does not happen to S/W. 

Table 14. Table of defect removal efficiency 

 Number(%) of defect found at relevant S/W 
development step (E)  

Number(%) of defect found at next S/W 
development step (D)  

Requirement 10  3  
Design  15  3  
Coding  5  1  

Table14 is a table to inspect S/W development step defect number after Defect 
Trigger application. 

0.769 = 10(10+3) (Requirement phase), 0.833 = 15/(15+3) (Design phase), 0.833 = 
5/(5+1) (Coding phase)  

If we save DRE at each S/W development step by Table21, it is as following. 
Therefore, because DRE is approximated to 1, when we remove defect by Defect 
Trigger, defect exclusion efficiency was analyzed high. 

4.2.2   Calculation of COQUALMO 

Defect Remove Effectiveness evaluation is compare number of real defect with 
number of defect estimation each of development phase by COQUALMO. Also, we 
analyze defect remove capability by Defect Remove Effectiveness method[8].  

Real project defect is like the following. Table 3-2, 3-3 is apply to SPI (Software 
Process Improvement). 
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Table 15. Number of Defects Introduced 

MBASE/Rational 
Model  (Waterfall 

Model) 

Inception 
(Requirements) 

Elaboration 
(Product Des) 

Construction 
(Development) 

Transition Total 

No. of Require-
ments Defects 

156 103 32 - 291 

No. of Design De-
fects 

 346 211 - 557 

No. of Code De-
fects 

  809 - 809 

TOTAL 156 449 1052 - 1657 

Table 16. Number of Defects Removed 

MBASE/Rational 
Model  (Waterfall 

Model) 

Inception 
(Requirements) 

Elaboration 
(Product Des) 

Construction 
(Development) 

Transition Total 

No. of Require-
ments Defects 

156 103 32 - 291 

No. of Design De-
fects 

 346 211 - 557 

No. of Code De-
fects 

  809 - 809 

TOTAL 156 449 1052 - 1657 

 

Fig. 4. Calculation of Defect Number 

There is 3 times differences between defect number of Table 3-2, 3-3 and defect 
number of COQUALMO. Also, such data must different 3~4 times to use of defect 
data in real project. Therefore, we can use of evaluation results. 

Defect number estimation result is like the following. 
1657(Real Project) X (ABOUT) 3.05 times = 5065(COQUALMO) 
Defect number estimation is use of COQUALMO algorithm. 

5   Conclusions 

Chapter Three has presented the designing and analysis of a defect management op-
portunity tree based on defect causes. 
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In implementing a similar project, using such opportunity tree will help produce a 
more reliable result in terms of cost, quality, and schedule of the entire project by 
predicting the stages where defects occur and the contents of the defects. 

In order to make this possible, further study is required on how this can be used to 
enhance the defect reduction estimates by using the opportunity tree information.  

The direction of further study should be to develop a opportunity tree framework 
by providing detailed items of the defects, and to develop a system that is capable of 
predicting defects by inputting major items on the web. 
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Abstract. Nowadays, there are some subtle errors in a software system. So veri-
fication technique is very important. The one of important verification technique 
is model checking technique. Model checking is a technique to verify behavior 
of system with desired property. There are many researches about software 
model checking. As a result, predicate abstraction techniques are proposed and 
many tools for C or Java are developed.  In general, there are two types of prop-
erties: The first is the safety properties. And other one is liveness properties. 
Most software model checking tools can only verify safety properties. In this pa-
per, we describe CTL model checking algorithm based on Boolean program and 
describe model checking tool for Simple Java program which used in Lego robot 
to verify liveness property. Our model checking tool can check not only safety 
property but also liveness property and we describes case study verifying safety 
property and liveness property of LEGO robot. 

1   Introduction 

Model checking is a formal verification technique for verifying finite state sys-
tems.[1] Given finite state model M and temporal formula φ , model checking deter-
mines whether the model satisfies the formula, written M =| AG¬φ.  The most widely 

used verification techniques are simulation and testing. But these techniques can 
cover only a limited set of possible behaviors. So these techniques can prove “there is 
property violation.” But they can’t prove “there is no property violation.” In here, 
property violation can be bug. Model checking differs from these traditional verifica-
tion methods in several aspects. Most of all, Model Checking perform an exhaustive 
search of state space of system. Of course, it can prove “there is no propertiy viola-
tion.” But Model checking technique is not treated as major software verification. 
Because of most software system has infinite state space.  But model checking can 
handle only finite state space.  

There are many software model checking tools such as SLAM [2], JavaPath-
Finder[3], Bandera[4], BLAST[5], MAGIC[6]. To Verity the source code of program, 
                                                           
∗ This work was supported by grant No.(R01-2005-000-11120-0) from the Basic Research 

Program of the Korea Science & Engineering Foundation. 
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the technique that abstract infinite state space into finite state space is required. One 
of successful technique is Predicate abstraction [7] which used by SLAM. SLAM has 
three verification phases. 

The first step of this algorithm is generating Boolean program from the C program 
and set of predicate E that is condition expression containing no function calls. Boo-
lean program is guaranteed to be an abstraction of the C program in the following 
sense; any feasible execution path of the C program is a feasible execution path of 
Boolean program. Of course, there may be feasible path of Boolean program that are 
infeasible in the C program. Next step is to determine whether or not the label 
SLIC_ERROR is reachable in Boolean program. If the answer is no, C program can’t 
reachable label SLIC_ERROR.  If the answer is yes, the SLAM’s model checking 
tool produce a path leading to the error state. In this step, there is a one question. Does 
path represent a feasible execution path of C program? The the SLAM’s refinement 
tool takes a C program and an error path as an input it then uses verification condition 
generation to determine if the path is feasible. The answer may be “yes” or “no” If the 
answer is yes, then an error path has been found. If the answer is no then the SLAM’s 
refinement tool uses a new algorithm to identify a small set of predicate that explain 
why path is infeasible.  

In general, there are two types of properties to be verified. One is safety properties. 
And other one is Liveness properties.  Safety property is the property that something 
bad will not happen. Liveness property is the property that something good will hap-
pen. Deadlock or error state represents something bad. Guarantee of termination or 
response of request is liveness property. In SLAM, property that can be verified is 
only safety property. We extend CTL model checking algorithm to verify Boolean 
program. Figure 1 shows our model checking tool’s framework. This paper presents 
our tool to perform CTL model checking.  

 

Fig. 1. Tool for Model Checking Java 

The rest of the paper is organized as follows: firstly we describe general CTL 
model checking algorithm. After which we describe CTL model checking for Boolean 
program. After which we describe case study. Finally some conclusions are given in 
Section 4.  

2   Preliminaries 

This section gives a brief overview on CTL model checking. 
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2.1   Model 

A model is 4-tuple. M=<S,I,R,L>, where S is a finite set of states, I⊆S is the set of 
initial states, R ⊆ S × S is the transition relation, and the function L:S → 2AP assigns 
to each state a set of atomic propositions that are true at that state, where AP is a finite 
set of atomic propositions. The transition relation R is assumed to be total: 

s S· s’ S·(s,s’) R that is, for every state s S, there exist a successor s’ S 
with (s,s’) R. a path is an infinite sequence of states in which each consecutive pair 
of states belongs to R.  

2.2   Property 

Desired properties about a model can be specified in the Computation Tree Logic. 
The syntax of CTL formula is defined as follows:  

φ, ψ::= true | p | ¬φ | φ∨ψ | EX φ | EF φ | EG φ | E(φ U ψ)| AXφ |AF φ|AGφ |A(φ U ψ) 

As usual, E is the existential path quantifier, A is the universal path quantifier, X is 
the next-time operator, F is the future operator, G is global operator, and U is the until 
operator. Intuitively, EX φmeans that there is a successor state at which  φ is true, EF φ 
means that there is a state at which φ is  eventually true, EG φ means that φ is always 
true for some path, E(φ U ψ) means that for some path, φ remains true until ψ becomes 
eventually true. Assume a fixed model M. We write s0 =| φ if the CTL formula φ is true 

at state s0. The truth value of a CTL formula at state s0 is defined as follows: 

s0 =| true   

s0 =| p iff  p∈L(s0) 

s0 =| ¬φ iff  s0 =/| φ  

s0 =| φ∨ψ iff  s0 =| φ or s0 =| ψ  

s0 =| EX φ iff  there exists (s0, s1)∈R such that s1 =| φ 

s0 =| EF φ iff  for some path s0, s1, s2,…, thers exists i ≥ 0, si =| φ 

s0 =| EG φ iff  for some path s0, s1, s2,…, for all i ≥ 0, si =| φ 

s0 =| E(φ U ψ) iff  for some path s0, s1, s2,…, there exists 0≤j<i, for all j, sj =| φ and si =| ψ  

2.3   Model Checking 

We sat that M satisfies φ, written M =| φ, if s =| φ for each s∈ I ,ie, φ is true at every 

initial state of M. Given a model and a CTL formula, the CTL model checking deter-
mines whether the model satisfies the formula. For ant CTL formula φ, let [[ φ ]]  de-

note the set of states om which φ is true. Then the model checking algorithm is 
equivalent to determining whether the set of initial states is a subset of [[ φ ]] ; i.e., the 

following equations hold; 

M =| φ iff I ⊆ [[ φ ]]  

M =/| φ iff I ⊆/ [[ φ ]]  
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For any state set X, we define pre∃(X) = {s∈S | ∃s’∈S • (s,s’)∈R ∧ s’∈X} as the set of 
states  with a successor in X. the following equations hold for any CTL formulas: 

[[ true ]]   = S 

[[ p ]]   = {s | p∈L(s)} 

[[ ¬φ ]]   = S \ [[ φ ]]  

[[ φ ∨ ψ ]]   = [[ φ ]]  ∪ [[ ψ ]]  

[[ EX φ ]]   = pre∃( [[ φ ]] ) 

[[ EF φ ]]   = μΖ.( [[ φ ]]  ∪ pre∃(Ζ)) 

[[ EG φ ]]   = νΖ.( [[ φ ]]  ∩ pre∃(Ζ)) 

[[ E(φ U ψ) ]]  = μΖ.( [[ ψ ]]  ∪ ( [[ φ ]] ∩ pre∃(Ζ))) 

where μ and ν are the least fixed-point and greatest fixed-point operators respectively. 
It can be shown that pre∃ and these fixed points can be computed in time linear in the 
size of the model. Because the formula is evaluated by computing predecessors of 
states, the CTL model checking algorithm is based on backward traversals. 

3   CTL Model Checking for Boolean Program 

Boolean Programs that are produced by predicate abstraction. Boolean program is a 
program which has Boolean variable. In this research, we aim to verify simple java 
program. The simple java program is based on JDK 1.2. Recursive call, multi thread 
and external library are not supported on simple java program.  We make the tool 
which produce Boolean program from simple java program by predicate abstraction. 
Boolean program has grammar as follows  

BP:= class*  
        Class:=var* method*  
        Var:= predicate STRING  
        Method:= STRING(VAR *) {  Statement *}  
        Statement := skip;  
                | goto STRING;  
                | STRING( expr+);  
                | if(expr) then statement* else statement*  
                | STRING = expr  
                | assume( expr+ );  
        expr : =   | STRING( expr+);  
                | STRING = expr  
                | expr op expr  
                | ( expr )  
                | ! Expr  
        Op := "&" | "|"  

Boolean program consists of skip, goto, method call, assignment, if, assume state-
ments. The Skip statement moves program counter to the next program counter with-
out changing value of variable. The goto statement moves program counter to the 
given program counter. The Method call statement moves program counter to first 
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position of method. The Assignment statement changes the value of variable. The If 
statement moves program counter to then part when condition is true or moves pro-
gram counter to else part when condition is false. If condition is not true or false, it 
can move to then part and else part. The Assume statement means that program as-
sumes that state of program satisfy the condition of the assume statement. To model 
checking boolean program, we translate Boolean program to graph structure. The 
Flow graph is defined as follows  

FG=(S, I, R) 

S is a set of state. State s is SsPCs ∈×= ,2γ  SI ∈ is an initial state. SSR ×:  is a 

transition relation. PC means program counter of Boolean program.  is mapping 
function that assigns a variable to a value. Example is as follows  

V={x,y,z} ,  = {(x,true),(y,false), (z,true)} 

Firstly, we define function which is needed to define state transition. post(pc) re-
turn next program counter.  postT(pc) return the program counter of then part in if 
statement. postF(pc) return the program counter of else part in if statement.  is map-
ping function that map program counter to the value of assume statement. cm is map-
ping function that map variable name of caller to callee. FirstM(pc) returns program 
counter of callee method. ReturnM(pc) returns program counter of caller method.  

The initial state of Boolean program is a fist statement of main method. The Value 
of Variable is assigned to true. Each statement is used to add transition relation. We 
summarize it in Table 2.  

Table 2. Transition Relation 

statement Transition relation 
X=true ((pc, ),(post(pc), [x/true])) 

If 
((pc, ),(postT(pc), )) 
((pc, ),(postF(pc), )) 

Assume 
((pc, ),(post(pc), )) where )())((. vvpcVv γ=Σ∈∀  

((pc, ), (pc, )) where )())((. vvpcVv γ≠Σ∈∃  

Method call ((pc, ),(Firstm(pc), )) 
Return ((pc, ),(Returnm(pc), )) 
Skip ((pc, ),(post(pc), )) 

 
If the current statement is variable assignment, current position of program is move 

to next position and the value of variable is changed to true or false or unknown. The 
If statement is move program counter to then-part and else-part. In case of The As-
sume statement, the If condition is satisfied, then program counter is move to next 
program counter. The If condition is not satisfied, then next program counter is set to 
current program counter. In the method call, if formal parameter exists, then cm is 
used to map caller’s variable name to callee’s variable name. if the return statement 
has variable, then cm is used to map callee’s variable name to caller’s variable name.  
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For example, given simple Boolean program,  
    class a {  
1.   public void main(  ) {  

      Predicate C1: m <= 10;  
      Predicate C2: x == 0;  
      Predicate C3: r == true;  

2.       C1 = true;  
3.     C2 = true;  
4.     C3 = false;  
        
5.     L1:  
6.     if( * ) {  
7.             assume( !(C3));  
8.             if( * ) {  
9.                     assume(  C1);  
10.                    C1 =!C1;  
              }else {  
11.                    assume( !(C1));  
12.                    C2 = false;  
13.                    C3 = true;  
              }  
14.          goto L1;  
      }  
      }  
     }  

We make following transition relation.  
  (1, (true,c2,c3) ) , ( 2,(true,c2,c3) )  
  (1, (false,c2,c3) ) , ( 2,(true,c2,c3) )  
  (2,(c1,true,c3) ) , ( 3,(c1,true,c3) )  
  (2,(c1,false,c3) ) , ( 3,(c1,true,c3) )  
  (3,(c1,c2,true) ) , ( 4,(c1,c2,false) )  
  (3,(c1,c2,false) ) , ( 4,(c1,c2,false) )  
  (4,(c1,c2,c3) ) , ( 5,(c1,c2,c3) )  
  (5,(c1,c2,c3) ) , ( 6,(c1,c2,c3) )  
  (6,(c1,c2,c3) ) , ( 7,(c1,c2,c3) )  
  (6,(c1,c2,c3) ) , ( 15,(c1,c2,c3) )  
  (7,(c1,c2,c3) ) , ( 8,(c1,c2,c3) )  
  (8, (c1,c2,c3) )  , ( 9,(c1,c2,c3) )  
  (8, (c1,c2,c3) )  , ( 11,(c1,c2,c3) )  
  (9, (false,c2,c3) )  , ( 9,(false,c2,c3) )  
  (9, (true,c2,c3) )  , ( 10,(true,c2,c3) )  
  (10, (true,c2,c3) )  , ( 14,(false,c2,c3) )  
  (10, (false,c2,c3) )  , ( 14,(true,c2,c3) )  
  (11, (false,c2,c3) ) , (12, (false,c2,c3) )  
  (11, (true,c2,c3) ) , (11, (true,c2,c3) )  
  (12, (c1, true,c3) )  , (13, (c1, false,c3) )  
  (12, (c1, false,c3) )  , (13, (c1, false,c3) )  
  (13, (c1, c2, true) ) , (14, (c1,c2,true) )  
  (13, (c1, c2, false) ) , (14, (c1,c2,true) )  
  (14, ( c1,c2,c3)  ) , ( 6,( c1,c2,c3) )  
  (15, ( c1,c2,c3)  ) , ( 16,( c1,c2,c3) )  
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In this example, each program statement corresponds to state transition. State transi-
tion consists of PC which defines program position and value of variable. When state-
ment is the assignment statement C1=true, PC is moved to next PC and value of C1 is 
assigned to true. When current statement is the if statement, PC is moved to postT(pc) 
or .  postE(pc). When statement is the assume statement, we assume that condition of 
the assume statement is true. So if condition is true, PC is moved to next PC. If condi-
tion is false, then PC is not moved to next PC.  

To perform CTL model checking, we redefine ∃pre operator.  

})),(),,((22),(),(|),{(),( RjiyxiyPCPCixyxjipre ∈∧×∈∧×∈=∃
γγ  

Using ∃pre operator, we redefine CTL model checking algorithm as follows  

}'|)',{(])],[([ PCpcpcpc ∈∧== γγγγ  

]}[]['.|)',{(}2'\'|)',{(])],([[ aaVapcpcPCpcpcpc γγγγγγ γ ¬=∈∀∪∈∧∈=¬  
),(])],([[ γγ pcprepcEX ∃=  

))(])],([.([])],([[ ZprepcZpcEF ∃∪= γμγ  

))(])],([.([])],([[ ZprepcZpcEG ∃∩= γνγ  

])],([[])],([[ γγ pcEFpcAG ¬¬=  

])],([[])],([[ γγ pcEGpcAF ¬¬=  

])],([[])],([[ γγ pcEXpcAX ¬¬=  

Each state is represented as (pc, ). pc represents current program counter.  repres-
sentes value of variable in current pc. The negation of the state is divided into two 
parts. In all pc without current pc, the value of variable can assign as true or false. In 
current pc, the value of variable is the negation of the current value. The ,  which 
used in EF and EG represent least fixed point and greatest fixed point. We compute 
state which satisfies CTL formula using redefined CTL algorithm. Given CTL for-
mula , if initial state I∈ [[ ]] , then Boolean program satisfy CTL formula. If initial 

state I∉ [[ ]] , then Boolean program doesn’t satisfy CTL formula. 

In our work, we perform predicate abstraction in order to reduce state space. Predi-
cate abstraction produce Boolean program which has more behavior than original 
program. Boolean program is over-approximation of simple java program. Because of 
Boolean program has more behavior, all CTL operator can’t be applied in our ap-
proach. ACTL operator can be applied in our approach.  

4   Case Study 

We make the model checking tool which base on CTL model checking for Boolean 
program. This tool is aimed to LEJOS[11]. LEJOS is subset of Java. It can make a 
program for a Lego robot with Java. Currently, we implement abstract and model 
checking tool. And refinement tool is implementing. As an example, we implement 
the extended line tracking robot. It traverses the maze based on left hand rule. If sig-
nal from external environment is generated, then the robot moves by the signal. The 
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signal is generated by computer and communicated by IR-sensor. Simple overview is 
in figure 1,  

      

Fig. 1. Pushpush 50th level, it’s robot simulation system 

In this example, we are identified the critical properties. One of that is “always, 
game is not in end state”. Another of that is “always, if sensing occurs, then 
lr_cycle_cnt is increase on all paths” CTL formulas of this properties is as follows.  

AG not (game== “Clear”)  
AG (sensing ==true => AF (lr_cycle_cnt++) ) 

The first property is safety property. It means that robot system can not move the 
ball to the goal position. We insert statement game= “Clear” into program. By our 
model checking tool, if program can reach that statement, then we can know the path 
to the statement by counterexample.  

The second property is liveness property. The statement sensing==true means that 
sensing is occurred. Robot arm move one cell in game system. And the statement 
lr_cycle_cnt++ means that robot arm prepare to move next cell. Second CTL formula 
means that when sensing occurs, robot prepare to move next cell. It is not be verified 
in traditional model checking tools like SLAM or BLAST.  

We compare general purpose model checking tool NuSMV and our model check-
ing tool. Firstly, we perform predicate abstraction on Robot software. And translate 
NuSMV’s input language. We can verify two properties. NuSMV verify the proper-
ties within 1.2 second and 12Mb. But our model checking tool can verify the same 
properties in 0.5second time and 6 Mb.  

5   Conclusions 

Software Model checking is very popular research topic. In many software model 
checking tools, verifiable property is restricted to safety property. To verify temporal 
property, we propose CTL model checking for Boolean program and make tool for 
LEJOS. In our case study, we describe how to verify liveness property by CTL model 
checking algorithm. Our model checking tool has better performance then NuSMV.  

Our tool which we make is accepting restricted grammars. No thread support, no 
dynamic object creation, no multiple array. Currently, we plan to extend our tool to 
verify general java program. We plan to apply our tool to various java systems.  
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Abstract. To derive the actual land surface information quantitatively, the 
atmospheric effects should be correctly removed. Atmospheric effects 
dependent on aerosol particles, clouds and other atmosphere conditions. 
Aerosol parameters can be retrieved from the remotely sensed data. The 
retrieved aerosol characters can also be applied to environmental monitoring. 
To retrieval the aerosol optical thickness over land, many methods have been 
developed. The most popular one is the dark dense vegetation method. But it is 
confined to vegetation fields. The SYNTAM method can be used to retrieval 
aerosol optical thickness over land from MODIS data, no matter whether the 
land is dark or bright. In this paper, the SYNTAM method is applied to MODIS 
data for the retrieval of aerosol optical thickness over China. The retrieval 
process is complicated. And the EMS memory required is too large for a 
personal computing to run successfully. To solve this problem, the Grid 
environment is used. Our experiments were performed on the High-Throughput 
Spatial Information Processing Prototype System based on Grid platform in 
Institute of Remote Sensing Applications, Chinese Academy of Sciences. The 
aerosol optical thickness retrieval process is described in this paper. And the 
detail data query, data pre-processing, job monitoring and post-processing is 
discussed. Moreover, test results are also reported in this paper.  

1   Introduction 

Aerosol particles in the atmospheric play a complex role in optical remote sensing. 
Their absorption and diffusion characteristics alter the radiation reaching the sensor. 
Atmospheric aerosols affect global energy balance too. There are some in situ stations 
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to monitor atmospheric aerosols parameters, such as AERONET. But the stations are 
sparsely distributed. We can hardly gain the global distribution without the help of the 
remote sensing.  

Aerosol parameters can be retrieved from the remotely sensed data. Retrieval of the 
aerosol optical thickness over sea from remote sensing data has been matured and 
routinely. But retrieval of the aerosol optical thickness over land remains difficult. 
Dark pixel method has been proposed among researchers to retrieve aerosol properties 
over dark pixels, such as water bodies and vegetation areas (Liu et. al., 1996). 
Moderate-Resolution Imaging Spectroradiometer (MODIS) is one of instruments 
aboard NASA’s Terra and Aqua satellites. MODIS acquire data in 36 spectral bands 
with spatial resolution 250m, 500m and 1km. When the temporal differences between 
the two satellite runs across the same region can be ignored, the Synergy of TERRA 
and AQUA MODIS data (SYNTAM) algorithm is used to retrieval aerosol optical 
thickness (Tang et al. 2005). 

In the early days of retrieval, the MODIS data and programs have to be 
downloaded via Internet/Intranet or copied using mediums. This approach is labour 
intensive and requires human interactions to minimize the errors. Hailed as the next 
revolution after the Internet and the Web, Grid computing aggregates heterogeneous 
resources and provides hardware and software services, supporting application and 
services composition, workflow expression, scheduling, and execution management 
and service level agreements based allocation of resources. It has been an enabled 
environment for data sharing and processing. 

 Researchers and corporations have developed different types of grid computing 
platforms to support resource pooling or sharing. SETI@Home, Condor, and Alchemi 
harness idle CPU cycles from desktop computers in the network. Globus, EU 
DataGrid, and Gridbus allow sharing of computational and distributed data resources. 
The Grid applications in remote sensing have been studied by many researchers. The 
Grid architecture for remote sensing data processing is proposed by Aloisio et al. 
(2004) and the Grid platform of remote sensing data processing is developed (Aloisio 
et al. 2003). 

Our research group has developed a Grid-based remote sensing environment, which 
is the High-Throughput Spatial Information Processing Prototype System in the 
Institute of Remote Sensing Applications, Chinese Academy of Sciences (Cai et al. 
2004, Wang et al. 2004). In our Grid environment, the end users submit their 
application requirements to the Grid resource broker which then discovers suitable 
resources by querying the information services, schedules the application jobs for 
execution on these resources and then monitors their processing until they are 
completed. A more complex scenario would involve more requirements and therefore, 
Grid environments involve services such as security, information, directory, resource 
allocation, application development, execution management, resource aggregation, 
and scheduling. Software tools and services providing these capabilities to link 
computing capability and data sources in order to support distributed analysis and 
collaboration are collectively known as Grid middleware. 

This paper focuses on the design and implementation of the services of AOT 
retrieval. First, we discussed the algorithm of AOT retrieval in Section 2. The 
architecture of the AOT retrieval services on Grid is introduced in Section 3. Finally, the 
implementation of services is provided in Section 4 and the future work is described. 
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2   SYNTAM Algorithm of AOT Retrieval 

Moderate-Resolution Imaging Spectroradiometer (MODIS), aboard both NASA’s 
Terra and Aqua satellites, acquire data in 36 spectral bands with spatial resolution 
250m, 500m and 1km. The Synergy of Terra and Aqua MODIS data (SYNTAM) 
algorithm is used to retrieval aerosol optical thickness in this paper. The aerosol 
retrieval model bases on Eq. (1). 
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where j=1,2, respectively stand for the observation of TERRA-MOIDS and AQUA-
MODIS; i=1,2,3, respectively stand for three visible spectral bands of central 
wavelength of 0.47 m, 0.55 m, 0.66 m;  is the central wavelength. A is the Earth’s 
surface reflectance. A’ is the Earth’s system reflectance (Tang, et al.2005). The 
process of AOT retrieval is shown in Figure1.  

 

Fig. 1. The process of AOT retrieval 

There are three basic components to retrieval AOT values. After the end users 
input their requirements, the data that meet the demand of the requirements must be 
found and pre-processed, such as calibration, cloud mask, geo-reference. Then the 
processed data are sent to the next step to retrieval AOT values. The retrieval results 
are post-processed (such as format transform) and then provided to the end users. 

3   Implementation of AOT Retrieval Services on the Grid 

The SYNTAM method is applied to retrieval aerosol optical thickness. The retrieval 
process is complicated. And the EMS memory required is too large for a personal 
computing to run successfully. To solve this problem, the Grid environment is used. 
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The retrieval process consists of data preparing, data pre-processing, SYNTAM 
computing and results post-processing. So the Grid service of the SYNTAM AOT 
retrieval is partitioned into four sub services correspondingly. These sub services are 
implemented orderly. When receive the user’s order of the AOT retrieval service via 
grid portal, the Grid manager initialised an AOT retrieval service and run the data 
searching sub service to find the MODIS data among the data resource in the Grid 
pool. Then the data query results are sent to the data pre-processing service. The pre-
process service sends the pre-process job to the computing resource and then collect 
the returned results. The pre-processed MODIS data finally transport to the SYNTAM 
processing service. After processing among computing resource in the Grid, the Grid 
collects all of the retrieved AOT results and then post-processes them. The final 
results are sent to the user via the Grid portal. The job status is monitored by a Grid 
pool manager. The architecture of the Grid service of the SYNTAM AOT retrieval is 
shown in Figure 2. 

 

Fig. 2. Architecture of the grid service of the SYNTAM AOT retrieval 

When the AOT retrieval program and the required data are store on the user’s PC, 
the process is simplified by not considering the data preparing. When come to Grid 
environment, it is complicated because we must find the required data in the Grid 
pool and convert them to the right format that the program permits. Moreover, 
because we use the Grid resource to resolve the EMS memory problem, the job 
partition strategy and the results collection must be considered. We will discuss the 
data searching methods, data pre-processing, job management and post-processing of 
the collected results in the following paragraphs. 

3.1   Data Query 

The MODIS data resource is comprised of a set of Grid data nodes that are distributed 
in the Grid environment. The query strategy depends on the organization of the 
database. The MODIS database is usually file based and the files are stored in HDF 
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format. The data resource and their metadata register to the Grid by registration 
services. The metadata describe the information of the MODIS data, which includes 
range, producer, quality, date and time, processing methods, satellite, and so on. To 
retrieve AOT by SYNTAM algorithm, the TERRA and AQUA MODIS data of the 
same region where the user chose are required. The data searching service search the 
registered metadata based on SQL and find out where the required data hosted in. 
Then query results then returned to the data pre-processing service.  

3.2   Data Pre-processing 

Before running the SYNTAM AOT retrieval program, the input data must be 
provided. There are 16 input parameter files in our program. The format of the file we 
used is ASCII. The files include calibrated bands of reflectance, sensor zenith and 
solar zenith. So after finding the required MODIS data, we should transfer them to the 
correct format to use. This process is called pre-processing. It consists of five steps, 
calibration, geo-reference, merging and clipping, format transfer. Calibration is used 
to transfer the DN value to the physical value. Geo-reference is the alignment of an 
image to a map so that the image has correct spatial location and orientation. The 
spatial information is the base of merging and clipping. Some times the queried 
MODIS data consist of several tracks. In that case, the data should be merged then 
derive the overlay region of the Terra and Aqua data. 

Geo-referencing of MODIS data is time consumable and computationally 
intensive. Combined with the calibration, the geo-reference task is submitted to the 
Grid. The algorithms and the partition strategy can be found in the paper from Hu  
et al. (2005).  

The merging, clipping and format transfer are combined to a unity one. When it 
concerns to regional or global scale, the partition strategy must be considered if there 
are no high-powered computer that could handle the merging process in the Grid 
pool. We apply dynamic filling methods to fulfil the task. Firstly, the request range is 
divided into regular pieces according to the available computers’ amount. The sub 
range information and the geo-referenced data are sent to the job nodes in the grid 
environment. Secondly, the job nodes search the data within the specified range and 
fill the data into the correct location. After the required 16 parameter files are ready 
on the job node, the SYNTAM AOT services start up.  

3.3   Job Management  

The task is partitioned into many sub jobs and the jobs are identified by unique Grid 
job identifiers. The job manager monitors the job status from submission to 
completion. The job status includes running and idle. An idle job is a job, which has 
just been submitted into the grid pool and is waiting to be matched with an 
appropriate computing element or a job, which has vacated and has been returned to 
the grid pool. A running job is a job, which is making active progress. Finished status 
is reached whenever user retrieves all the output files produced by a job. The job is 
check-pointed for later restart. When a chosen resource refuses to accept the job, the 
job is vacated and waiting for the manager to reallocate to other computing element.  
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3.4   Post-processing 

The Grid manager collects all the results returned from the job nodes. The results are 
merged dynamically. After all of the results are merged, the merged files are 
transformed to the format, which the user required and then the transformed files are 
finally transferred to the user. 

4   Experiments 

The Grid-computing environment we used is the High-Throughput Spatial Informa- 
tion Processing Prototype System (HIT-SIP) developed by Institute of Remote 
Sensing Applications, Chinese Academy of Sciences. Test data are MODIS level 1B 
products, which acquired from the MODIS data sharing platform (http://www. 
nfiieos.cn). The file format of the data is HDF format.  

The files are registered to the Grid pool firstly. The metadata describes the data’s 
quality, scope, run-across time, satellite name, unit name and provider’s name.  Then 
register the AOT retrieval services to the grid pool.  

The AOT retrieval portal is shown in Figure 3. User can input the latitude and 
longitude or draw rectangle in the map by mouse to define the scope. The portal 
provides a calendar control to select the date. The experiments select different scope 
to test. The scope is confined to China’s district. Some of test results are shown 
Figure 3.  

 

Fig. 3. The portal of AOT retrieval from MODIS dara 
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Fig. 4. Aerosol optical thickness results retrieved from MODIS data 

5   Conclusions 

In this paper, the implementation of the AOT retrieval Grid services is discussed and 
tested. Our tests are based on the HIT-SIP grid environment. The experiments are 
successful but there are some aspects we should improve in the future. One of them is 
the load balance. Our partition strategy doesn’t consider the difference computability 
among the computing elements. When the job is submitted to low computability one, 
the whole efficient will be affected. Otherwise, when there are high power computers 
in the grid pool, it may be more efficient to submit most of jobs to them. A scheme 
should be added in order that able person should do more work. Another aspect we 
should improve is the data management. In our experiments, the database is file 
based. When the data are centralized in one node, the transferring way will be jam-
packed In the future the distributed database should be build with the dynamic replica 
scheme to reduce the pressure on the data source nodes.  
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Abstract. Public Key Infrastructure (PKI) and Privilege Management Infra-
structure (PMI) can respectively be used to support authentication and authori-
zation in distributed scenarios. The validation of certificate chains is a critical 
issue in both infrastructures, because it requires several costly processes, such 
as certificate path discovery, validation of each certificate, and so on. The prob-
lem becomes even worst in devices with limited resources (battery, memory, 
computational capacity, etc.) as mobile devices. In this paper we present an ar-
chitecture that reduces the communication and computational overhead of cer-
tificate status checking in a complete certificate chain. The proposed tracing of 
the certificates chains is based on a cascade certificate revocation policy. 

1   Introduction 

Authentication is the assurance that the communicating entity is the one that claims 
to be, while authorization is the process to verify that and entity has enough rights to 
accede to the requested resources. Traditional access control relying on authentica-
tion and enumeration of subjects in Access Control Lists (ACLs) needs to keep the 
ACL consistent and up-to-date, which is difficult and present important scalability 
problems in distributed environments, especially when facing multidomain trust and 
policies 

To overcome these problems, the ITU-T defined in [1] a new type of certificate, 
the attribute certificate (AC). Whereas a Public Key Certificate (PKC) binds an iden-
tity with a public key, an AC binds an identity with a set of attributes. A Privilege 
Management Infrastructure (PMI) is a collection of Attribute Certificates (ACs), with 
their issuing Attribute Authorities (AAs), subjects, relying parties and repositories. 
Through the PKIX group, the IETF is also adapting attributes certificates for authori-
zation in the Internet. 
                                                           
∗ This work has been supported by the Spanish Research Council under the project ARPA 

(TIC2003-08184-C02-02) and the European Union funded project UBISEC. We also thank 
both the Departament d’Universitats, Recerca i Societat de la Informació and European So-
cial Funds that support M. Francisca Hinarejos’s PhD work. 
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A PMI allows the following: 

- Support for distributed (role-based) access control: With ACs, it is possible 
to bind an identifier and a set of attributes that can describe rights or privi-
leges, making ACLs not necessary. 

- Support for delegation of rights: Subjects can delegate their permissions to 
other subjects with no interaction with the authority during the delegation, al-
lowing more decentralized authorization schemes. 

PMI based authorization implies the verification of a single or a complete attribute 
certificate path (which is called delegation path). The checking process includes the 
revocation status checking, a costly process with important scalability problems. In 
fact, the complexity is much higher than certificate status checking in a PKI, because 
in a PMI it involves the validation of both the ACs and the PKC chains associated to 
any AC holder into the delegation path.  

In this paper, we propose a mechanism that facilitates the status checking of a 
delegation path for a X.509 PMI. A revocation policy in cascade is used to reduce 
the complexity of the status checking when validating a delegation path. The main 
idea is quite simple: when a certificate C is revoked, all the certificates dependents 
on the certificate C are revoked as well. This knowledge allows the status checking 
on the last certificate in the path (the certificate to validate) allows to check the status 
of the whole path. In order to update the revocation information we use the tracing of 
the certificates chains. 

The rest of the paper is structured as follows. In section 2, the different types of 
certificates path, the relationship between the certificates and the problems related to 
the certificates revocation are explained. The architecture, the operation and an analy-
sis about the proposed system are explained in section 3. Then, the system is analysed 
in section 4. Finally, section 5 concludes.  

2   State of the Art 

Figure 1 shows the PMI general architecture, consisting of four main modules: 1) the 
AA is in charge of issue, renew, revoke and publish information related to attribute 
certificates, 2) the user who request access to the resources, 3) the directory storages 
the attribute certificates and the revocation information, 4) the privilege verifier 
manages the access to the resources based on the user AC. 

X.509 [1] defines two types of paths: a) the certification path, which consist of the 
public key certificates, and b) the delegation path, which consist of the attribute 
certificates. The problem of validating the delegation chains is more complex than the 
one of verifying the certification chains. This fact is due to the verification of delega-
tion chains involving at least the validation of the certification chain linked to each 
AC in the delegation path, see Figure 2. 

Figure 2 shows the relations between the different certificates in the delegation 
path validation. The validation involves the following main steps: 

• Get the PKC bound to the presented AC. 
• Get and validate the certification path associated to the PKC. 
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Issue 
AC 

Access Point  
(Privilege Verifier) User

Directory

Access Request

Get ACs 

 

Fig. 1. General architecture of a privilege management infrastructure defined by the ITU-T in 
X.509 [1] 

• Verify the AC signature. The privilege verifiers get the PKC of the attribute au-
thority which conveys the public key necessary to achieve this process. 

• Get the next AC in the path. The two last steps must be repeated until the AC SoA1 
is achieved. In the worst case, each certification path involved could belong to dif-
ferent CA domains [10]. This fact must be taken into account because it increases 
the complexity and the burden in the system.  
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PKC
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PKC
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RootCA2
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AC

associated sign KPR associated sign KPR

 

Fig. 2. Certificates chains involved in the delegation general mode defined by the ITU-T in the 
X.509 Recommendation [1] 

2.1   Privileges Revocation 

A certificate is revoked when some privileges on the certificate are no longer valid for 
some reasons, such as fraudulent use of the privileges by the user. If for any reason an 
AA revokes an AC, the other entities must realize that the revocation has occurred so 
they do not use an untrustworthy certificate. The revocation involves two different 
processes: 

                                                           
1 Source of Authority (SoA) in PMI. The SoA is the equivalent to the root CA in PKI. 
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• The steps to take to revoke a privilege or certificate carrying the privilege. 
• The mechanisms used to check the certificate status (CRL [1], OCSP [12], CRT [13], 

etc.). Those mechanisms try to reduce the trust on an on-line authority or the band-
width needed to get the revocation information. However, they are not focused on the 
possible effects of the certificate revocation on the associated certificates.  

We focus our work on the rules that establish the steps to take when a certificate in 
a certificates path is revoked. More specifically, our work is focused on the effect of 
the certificate revocation on the rest of the certificates path. We consider a cascade 
propagation of revocation, a possibility suggested in [3]. 

2.2   Related Work 

The solutions presented until now are focused to reduce the burden in validation proc-
ess on end entities. These solutions are based on the certificates management both 
local and temporal [8] [14]. However, the knowledge obtained during the checking 
process is used to local benefit, not for global benefit. That is, once an entity verifies a 
certificates path, if this path is not valid, due to a revocation of any certificate in the 
path, then this path will not be valid in the future. For this reason, it should be not 
necessary that any other entity verifies the certificates path again, or verifies another 
certificates path including the revoked certificate.  

Another solution is to delegate the privileges to a third entity [9]. In this case, the 
burden to verify the certificates path moves from an entity A to another entity B. 
Therefore, the entity B checks the certificates path on behalf of the entity A. This 
process is suitable when the entity B has more resources than the entity A. 

3   Proposed System 

We propose to use the revocation information in a global area which is based on the 
cascade revocation. This knowledge will allow the status checking on a certificate to 
check the status of all the certificates paths involved, either the certification path or 
the delegation path. Also, it will allow to solve several problems, such as: avoid the 
no authorized privileges retention, take into account the revocation both transitive and 
selective, among others. These tasks are carried out through the tracing of the certifi-
able chains. 

Next, we present the features of the proposed solution that allows carrying out the 
process above indicated. 

3.1   Architecture 

Figure 3 depicts the six possible elements that integrate a privilege management infra-
structure based on X.509 attribute certificates. Next, we explain the functionalities of 
each module including the proposed module: 

• AA/SoA (Attribute Authority/Source of Authority): entity in charge of issuing and 
revoking the attribute certificates. 

• User: end entity that tries to access the resources, presenting both a PKC and an 
AC. This entity can revoke its certificates. 
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Fig. 3. Tracing Module integration into the complete architecture for a revocation system in a 
privileges management system based on X.509 attribute certificates 

• RIS-AC (Revocation Information Server – AC): entity in charge of receiving the 
revocation requests, verifying the information and creating the structure contain-
ing the certificates status information such as CRL, OCSP, etc. 

• RIS-PKC (Revocation Information Server – PKC): this system has the same func-
tionalities than the RIS-AC module. However it manages the public key certifi-
cates instead of attribute certificates. 

• Tracing module: entity in charge of tracing the attribute certificates status. Its 
main task is to obtain information about the status of the different certificates: 1) 
the attribute certificates involved in the delegation chain, and 2) the certificates in-
cluded in the certification2 paths which are necessary to verify each AC signature 
in the delegation path. To carry out this task, it achieves a tracing on the certifi-
cates chains. Also, the module updates the transitive and selective effect on the 
delegation path. 

• Privilege Verifier or Access Point to Resources: entity in charge of controlling the 
access to the resources. To carry out this task, the module verifies the user privi-
leges brought on attribute certificates. The entity gets the necessary information 
from the different directories to take a decision. Also, it can achieve support tasks 
to the tracing module. 

3.2   Module Operation 

Figure 3 and Figure 4 depicts the procedures made by the tracing module. Next, we 
explain in more detail each procedure: 

                                                           
2 This paper is focused on the delegation chains which are only built with attribute certificates. 
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(1) The module receives information about the delegation achieved by the author-
ized entities. This information is used to build the tree (see Figure 4). The in-
formation related to each attribute certificate issued is stored in a node. The de-
pendent nodes (nodes, 4, 5 and 6) depict the ACs issued by the AC holder de-
picted in the upper node (node 3). The tracing is achieved on the nodes that  
represent the delegation chain, from the final node to the SOA node 

1
, ,..., ,i i

mAA AAAC SoA
cert cert cert cert< > . When an AA delegates any privilege to a 

user, the AA validates the user identity through the user PKC. This information 
can be stored to be used in the process of tracing the certification chains associ-
ated to the ACs.  

(2) There are two possibilities to update the tree:  
a. Pruning its branches following a revocation policy in cascade. That is, when 

a certificate is revoked, the node that represents the certificate to revoke is 
searched (node 3). Both the certificate to revoke (node 3) and the dependent 
nodes (4, 5, 6, and 7) are eliminated in the tree. In this case, the dependent 
nodes are depicted by the leaves with source branch at the node to eliminate 
(node 3).  

b. When the validity period of the certificate has expired. In this case, the sub-
tree with the root in the expired certificate is pruned. 

(3) Make a revocation request for each certificate located under the revoked certifi-
cate. Send the request to the appropriate entity in function of the revocation 
mechanism used. This fact allows the coexistence with entities that not support 
the proposed mechanism. The process is direct and does not need to make con-
nections to external servers if the node is internal to an AA. If the module is 
used as a revocation mechanism, it is not necessary to make extra processes. 

(4) When a user needs to access the resources, it sends a request to the Privilege 
Verifier. The Privilege Verifier verifies the attribute certificate presented by the 
user. The Privilege Verifier requests information from the tracing module to 
carry out this process: 

Delegation chain 

SoA (Source of Authority) 

Each leaf depicts the entity that receives 
the attributes 

AA intermediate 
 (Attribute Authority) 

Each branch depicts the issued certificate 
from node i to node j 

node i 

node j 

Prune process 
(cascade revocation) 

Revoked certificate 

(1)

(2)

node 3 

node 2 

node 7 

node 5 node 6 node 4 

 

Fig. 4. Tree depicting the relationships between the issued attribute certificates 
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a. The module searches the certificate in the tree and tries to find a delegation 
path for the certificate. If the module does not find information about the 
certificate object, the module returns an unknown code indicating an unusual 
situation. Therefore, the entity should deny the access to the user. 

b. The certificate is valid if the module finds an entry in the tree. As a node ex-
ists, it implies that the certificate is not revoked. Therefore, the rest of the 
certificates involved in the path are neither revoked and the certificates have 
not expired yet. 

4   Analysis 

Next, we present a short analysis about several issues about the proposed systems, 
such as: the issues that influence in the implementation cost and scalability. 

Issues in the implementation cost. Mainly, we study the cost on the system from 
two points of view: 

• Volume of information to store by the module. It is only necessary to store a part 
of the certificate information, due to the complete certificate can be stored in any 
LDAP directory. Basically, the necessary information for each node in the tree is: 
certificate serial number, the certificate holder and the IssuerSerial field in the 
PKC bound to the AC. 

• Tree update. The tree is updated: 1) when an AA issues a new AC, 2) an author-
ized entity revokes an AC, or 3) when the certificate has finished its validity pe-
riod. The tree update will depend on the tree size and the tree search algorithm. 
There are different tree search algorithms such as: BFS (Breath-First Search), DFS 
(Depth-First Search), DLS (Depth-limited Search), IDS (Iterative Deepening 
Search), etc. The time and space complexity3 of BFS is exponential with the depth 
of a shallowest goal node. However the DFS space complexity is linear with the 
maximum length of any path in the tree, but it is exponential in time complexity. 
On the other hand, IDS is the preferred search when search space is large and the 
depth of the solution is not known. 
However, the system could use additional information to search the goal node. For 
example, attribute certificate could convey information about the delegation path. 
In this case, when the module search the related information knows a priori the 
level where to start the search on the tree. In this case, both the time and space 
complexity is reduced to the maximum number of successors of any node.  

Scalability. When the number of nodes number into the tree increases, scalability 
issues has to be considered. The problem may be alleviated by dividing the tree 
among different domains. Each domain is in charge of the attribute certificates under 
her authority. Figure 5 depicts the tracing certificates division into different domains: 

(1) The main tree is managed by the SoA or by an authorized entity. 
(2) The node and leaves depict the Authorities who manage its own domain. In 

Figure 5, the node (a) manages the delegations make into the Domain 1. 
                                                           
3  Time complexity: how long does it take to find a solution?. Space complexity: how much 

memory is needed to perform the search? 
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(3) The certificate revocation into a domain, only affect into the domain. That is, 
the revocation has not effect over the other domains. 

(4) The certificate revocation of an AA who manages a domain involves the 
revocation of the complete tree into the domain. 

Domain 1 Domain 2 

SoA (Source of Authority) 

(a) (b)

Tree depicting domain 
authorities

(1)

(2)

Branch revocation into a tree 
domain 

(3)

Complete revocation of a tree 
into a domain 

(4)

 

Fig. 5. Tree management divided into different domains. Each domain manages a subset of the 
attribute certificates under its domain. 

5   Conclusions 

In this paper we have presented the procedures and necessary elements to implement 
a privileges revocation policy in cascade, based on the tracing of the certificates 
chains. 

There are scenarios where the burden on the tracing module can be considerable 
due to the great number of nodes to manage. We have proposed to manage different 
trees by different domains authorities. Each domain authority updates his tree and it 
communicates the revocations to the SoA domain. So the global revocation informa-
tion is approachable by all domains. 

Although the solution has been presented as a solution to delegation paths status 
checking, it can also be used in other scenarios. For example, it can be used to do a 
tracing of the certification chains in each PKI domain, allowing the global system to 
become more scalable. The module location in the PMI architecture is an important 
issue, and its location will depend on the benefits or constraints in the environment.  

Our solution is especially suitable to scenarios where the end entity has limited re-
sources - memory, computational capacity and bandwidth -, such as mobile devices. 
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Abstract. Nailfold capillary microscopy examination has been used since late 
1950s as a non-invasive in-vivo technique for diagnosing and monitoring connec- 
tive tissue disease in adults. Disorders such as Primary Raynaud’s phenomenon, 
progressive systemic sclerosis, and rheumatoid arthritis were detected in more 
than 80% of adult patients, by analyzing such high resolution images. Internet 
computing and grid technologies promise to change the way we tackle complex 
problems. Grid computing environments are characterized by interconnecting 
a number of heterogeneous hosts in geographically distributed domains. They 
enable large-scale aggregation and sharing of computational, data and other 
resources across institutional boundaries. In this paper, we discuss and develop a 
framework for nailfold capillary microscope image acquisition and analysis, using 
computational power provided by grid platforms. In this way, not only useful 
medical information can be extracted from large amount of history anamneses  
in an efficient way, with the use of a number of adequate techniques and methods 
in high performance computing, but also to diagnose abnormal nailfold capillary 
in far shorter time, to diagnose patient’s disease in real-time basis. Based on the 
results of the classification, analysis of history anamneses are done to discover 
updated health information possibly hidden in patients’ medical records. 

Keywords: Nailfold Capillary Microscopy, Medical Image, Image Processing, 
Pattern Recognition, Grid Computing. 
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1   Introduction 

Analysis of nailfold capillaries microscopy images have been used since late 1950s, 
and accepted as a non-invasive in-vivo technique to diagnose adults with connective 
tissue diseases. By using this technique, disorders such as Primary Raynaud’s 
phenomenon, progressive systemic sclerosis, dermatomyositis, and rheumatoid 
arthritis and other related abnormalities can be detected in more than 80% of adult 
patients, while rheumatic diseases in most children patients. Such technique has 
proven its efficiency to provide necessary information to aid the diagnosis of a 
number of disorders both in adults and children. 

A number of previous techniques for diagnosing process are widely available. 
Some of them have relied on measuring the capillary loop dimensions from single 
video frames. Unfortunately, the major drawback is that the loops can appear 
incomplete at any one instant, since the capillary walls themselves are transparent and 
there may have gaps in the flow of red blood cells [4]. An alternative approach due to 
this drawback is a method in which several video frames from a sequence can be 
integrated into a single image, averaging the temporal variability and thus, to build up 
a “mosaic” of the whole area under investigation in much high resolution than 
previous approach. The detailed registration process, its robustness and accuracy of 
this method have already been discussed in [1, 2, 3]. Though, there is no computer 
based system available to identify whether such high resolution image is a normal or 
abnormal nailfold capillary. 

Grid computing is the most important computer and network technology recently 
available. A computational grid is a collection of distributed and heterogeneous 
computing nodes that has emerged as an important platform for computation intensive 
applications. They enable large-scale aggregation and sharing of computational, data 
and other resources across institutional boundaries. It offers an economic and flexible 
model for solving massive computational problems using large numbers of 
computers, arranged as clusters embedded in a distributed infrastructure.  

In this paper, data acquisition and analysis computing system framework are 
described, based on the use of grid technology, in order to obtain list of possible 
diseases associated with high resolution images provided. These high resolution 
images are obtained via optical microscope, and a widely used technique today is to 
measure the size of the capillaries at the base of the fingernail (nailfold) to diagnosis 
patient’s health and possible associated diseases.  

The remaining of this paper is organized as follows. In section 2, background of 
nailfold capillary microscopy images and their classification are introduced, while in 
section 3 the motivation and some previous related researches are presented. In 
section 4, the framework of the proposed computer system is discussed, from 
microscopy image acquisition to image recognition. In addition, it is introduced the 
grid computing platform to be used for image analysis and recognition computations, 
since such high resolution images demands large amount of computational cycles. 
Finally, in section 5, some conclusion remarks about the proposed framework and 
some future works in this topic are discussed. 
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2   Background 

Capillaries are the thinnest blood vessels and form a microcirculation that links the 
arterioles and venules; the diameter is so small that red blood cells can only pass 
through singly. Capillary walls are formed from a layer of tissue so thin that waste 
products, nutrients and gases can be exchanged between the body’s tissues and blood. 
The vessels of the subpapillary plexus run approximately parallel to the surface of the 
epidermis, and the capillary loops grow from these vessels into the dermal papillae 
and normal to the surface. Each of the papillae contains one capillary that may be 
seen under strong illumination with a microscope. In the nailfold area, they may 
appear as a tiny red point that corresponds to the top of the capillary loop and, as the 
capillary loops become progressively parallel to the skin surface, they appear more 
and more loop-like. A normal capillary comprises an arterial (afferent) and a venous 
(efferent) limb connected by the apical part.  

Fig. 1. Nailfold capillaroscopy images: (A) Normal capillaries, (B) Homogeneously enlarged 
loops of the efferent limb, (C) Megacapillary, (D) Tortuous and enlarged loop, (E) Irregularly 
enlarged loop, (F) Budding of capillaries, (G) Bushy capillaries, and (H) Capillary hemorrhages 

Figure 1 shows the normal and abnormal nailfold capillaroscopy images. The 
normal capillary landscape is a uniform palisade of loops. There are several classes of 
abnormal nailfold capillaries, and they are listed as: Homogeneously enlarged loops 
of the efferent limb, Megacapillary, Tortuous and enlarged loop, Irregularly enlarged 
loop, Budding of capillaries, Bushy capillaries, and Capillary hemorrhages. The shape 
of each patient’s capillaries may remain unchanged for many years, though it shows a 
tendency to become tortuous and dilated with age. Permanent structural changes 
occur over long periods, when the microcirculation remodels the blood vessels by 
changing their length, diameter, wall thickness, tortuosity and number; such long-term 
changes are widely recognized as characteristic responses to certain diseases. 
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The skin capillaries come close to the surface of the skin and may be viewed 
conveniently through a microscope at the nailfold of the fingers and toes. The normal 
capillary microscopy is a uniform baluster with loops that are homogeneous in size 
and pattern. Several researchers have observed this pattern was completely 
disorganized in the nailfold presence in certain disease. For instance, ischaemia, 
diabetes mellitus, chronic venous incompetence, lympedema, Primary Raynaud’s 
phenomena, progressive systemic sclerosis, mixed connective tissue disease, 
dermatomyositis, rheumatoid arthritis and vibration disease. [10, 12, 16]. Different 
type of abnormal nailfold capillary could relate to different diseases. Therefore, 
determining the abnormality of nailfold capillary is very important to clinical 
diagnosis. 

2.1   Related Researches 

Nailfold capillary microscopy has been used to diagnose a number of diseases more 
than 50 years. In addition to patterned abnormalities, diagnosed measurements have 
been made of capillary density, capillary blood flow velocity (laser Doppler 
fluxmetry) and the diffusion of dyes through the capillary wall [5, 15]. Some major 
investigations in this topic were focused on the capillary blood flow video [1, 2, 3, 6, 
16] or based on the morphological taxonomy [11]. There is not available any method 
or technique that is able to provide nailfold capillary image diagnosis, specifically in 
investigations using high performance computerized technologies in medical image 
processing field. 

Previous techniques have relied on measuring the capillary loop dimensions from 
single frame or a serial video frames. These systems only capture and store capillary 
video frames, and without further detection or diagnosis for abnormal capillary. Grid 
computing has been applied to many scientific problems, such as climate modeling, 
computational biology, military applications, among others, but only a few 
applications in medical or clinical informatics field. We believe that the proposed 
framework in this paper will be able to contribute to a novel technique collaborating 
medical and high performance computing field researches. 

3   Motivation 

The Division of Allergy, Immunology and Rheumatology, Department of Internal 
Medicine, Taichung Veterans General Hospital (Taichung VGH), located in 
Taichung City, Taiwan, is the largest authority in Taiwan when speaking of treating 
immunological diseases in both adults and children. Their patients are numerous 
across Taiwan, and they have traced and kept this large amount of anamneses for 
more than two decades, being one the best resources for our research. It would be 
impractical that physicians analyze each of high resolution images and classify 
them, elevating even more medical costs as overall. Therefore, there is a need for 
powerful image processing and recognition computer based tool for this complex 
and meaningful work, by returning us in fewest time the classification of given high 
resolution image, and possible diseases associated with these high resolution 
images. 
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4   Proposed Computer Based System Framework  

High resolution nailfold capillary microscopy images are obtained from patient’s 
exams at Taichung VGH. These images are transferred to Providence University’s 
PDPC via data grid technology, and then, submitted for analysis in our grid platform. 
Once computations related to one particular patient are concluded, the computerized 
diagnosis is transmitted back to Taichung VGH, including it in patient’s medical 
records. Figure 2 shows the scheme for the complete process. 

Fig. 2. Complete geographical scheme for nailfold microscopy image analysis and diagnosis 

4.1   Data Acquisition System 

A color digital video camera is attached to a stereomicroscope with fiber optic 
illumination, in order to capture nailfold capillary high resolution images from the 
patient. The finger to be examined is gently held in position on the microscope base 
plate, by the parent for child patient.  

The whole nailfold is initially examined under low magnification, to determine the 
distribution of any obvious abnormalities. Since abnormalities are evenly distributed 
[9], the middle portion of the nailfold is magnified and then, photographed using the 
color digital camera. The set of all high resolution images belonging to the same 
patient are saved in a specific folder. Figure 2 shows the sequence of steps to be 
followed, in order to obtain a patient’s high resolution nailfold capillary images. 
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Taichung Veteran’s General Hospital (Taichung VGH) and Providence University 
are interconnected via TANET (Taiwan Academic Network), of 1Gbps. Therefore, 
high resolution images taken at Taichung VGH are transferred to Providence 
University’s PDPC for processing via Data Grid technology.  

4.2   Computational Grid Platform 

We have built a grid platform named PCGrid, which stands for Providence University 
Campus Grid, is a computing environment built by interconnecting a number of 
cluster platforms currently installed in different laboratories and computing centers 
distributed across different floors inside College of Computing and Informatics. Such 
computing facility’s goal is to support a number of different topics of research 
investigations among our college’s faculties. Topics of research among our faculties 
that demand such high computational power include computational biology, CFD, 
image rendering, data distribution, parallel application design, performance evaluation 
and analysis, visualization toolkit, parallel application graph representation, automatic 
and manual computing node selection, thread migration and scheduling in cluster and 
grid environments, among others. Previous experiences with a number of challenging 
topics makes us prepared to investigate the research proposed in this paper. The 
Figure 3 illustrates the PCGrid grid computing infrastructure.

The PCGrid computing platform [13, 14] has a total of 39 computing nodes and 6 
IBM Blade nodes, of different CPU speed and memory sizes, total storage of more 
than 5TB, interconnected via Gigabit Ethernet (1Gb/s). We believe that this 
computing platform will perfectly be suitable as research platform for the proposed 
investigation.  
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4.3   Method 

The proposed technique and computer based system is divided into two subsystems. 
The former one is the image pre-processing subsystem, and the latter is content 
feature detection subsystem, both built over PCGrid grid computing platform.  

Before recognizing the abnormal nailfold capillary, we must know where the 
capillary is. The image pre-processing system is used to enhance the quality of high 
resolution capillary microscopy images, and extract the nailfold capillary from 
images. We will use a number of high performance image processing and pattern 
recognition technologies in this subsystem; for instance: contrast enhancement, noise 
ignoring, edges enhancement, among others. Some previous researches have relied in 
statistical shape modeling [7, 8], which will also be considered for investigation and 
analysis of its performance. 

The latter subsystem, named content feature detection subsystem is used to 
recognize and identify the abnormal nailfold capillaries. After high resolution image is 
pre-processed and edges nailfold capillary enhancement, it is possible to indicate the 
shape of capillary and determine whether it is abnormal. Because of large number of 
computational cycles available, such recognition that highly demands computational 
power and data intensive will definitely speedup all computational process. 

One of the goals in this proposed research involves the development of a novel 
algorithm to detect and determine the capillary abnormality. The development of both 
computing system and algorithm are completely based in grid computing technology, 
and thus, the algorithm development and system implementation must be feasible and 
fulfill grid technology requirements, that is, points of concern include heterogeneous 
computing and network environments, analyzing computing node communication, 
data distribution and partitioning, performance issues, among others. 

5   Conclusion 

The proposed method integrates the use of grid computing technology and medical 
and clinical researches of nailfold capillary microscope diagnosis. The enormous 
amount of anamnesis is covered of useful medical information. Though, they need 
powerful computational resources and storage to handle it. The grid computing 
technology provides economic and flexible computational power, as also feasibility to 
process medical informatics problem such as nailfold capillary microscope diagnosis. 

The proposed system included two major subsystems. The former is an image 
enhancement module, which is a pre-processing procedure used to obtain high 
resolution nailfold capillary microscopy images. The latter is a content detective module 
used to recognize between normal and abnormal nailfold capillaries, as also to classify 
the category of the abnormal nailfold capillaries. The complete system is being 
developed based on grid technology. We can investigate the enormous historical 
anamnesis of nailfold capillary microscope through this powerful computing system, in 
order to discover new or hidden medical information. New discoveries from these 
medical records will definitely help in early disease diagnosis and treatments. 
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As future work, search and development for suitable and computationally efficient 
image recognition algorithms for processing in distributed environments is listed in 
this first step. The data grid environment will also be investigated in parallel for its 
implementation, in order to transfer data among these two sites. Once successful such 
implementation, other medical divisions and departments of the same hospital, as also 
other hospitals, medical centers and laboratories can also be interconnected to such 
environment, to provide a faster and efficient way for public medical care.  
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Abstract. Mobile IPv6 has been designed to manage movements of mobile 
nodes among wireless IPv6 networks. Nevertheless, a mobile node cannot re-
ceive IP packets on its new point of attachment until the handover completes. 
Therefore, a number of extensions of Mobile IPv6 such as FMIPv6 and 
HMIPv6 have been proposed to reduce the handover latency and the number of 
lost packets. In this paper, a new mechanism based on information of edge APs 
is proposed for fast handover. The proposed mechanism provides the faster ac-
quisition of neighboring subnet information than that of FMIPv6. In addition 
the information of the subnets is used more flexibly to determine L2 handover 
or L3 handover. Moreover, the proposed mechanism can reduce amount of traf-
fic and the handover latency in comparison with the FMIPv6 during the hand-
over. This research focuses on Fast Handover for MIPv6 which is an extension 
of Mobile IPv6 that allows the use of L2 triggers to anticipate the handover. 
The results of the handover latency are calculated with the L2 properties of 
IEEE 802.11b. In particular, we take into account the L2 handover and the L3 
handover for two fast handover scenarios of the wireless networks. 

1   Introduction 

The fast Internet evolution with the enormous growth in the number of users of wire-
less technologies has resulted in a strong convergence trend toward the usage of IP as 
the common network protocol for both of fixed and mobile networks. Future All-IP 
networks will allow users to maintain service continuity while they move through 
different wireless systems. 

Mobile IPv6 (MIPv6) [1] has been designed to manage movements of mobile 
nodes among wireless IPv6 networks. The protocol provides an unbroken connec-
tivity to IPv6 mobile nodes when it moves from one access point of attachment to 
another. MIPv6 sets up a messages exchange to notify its new localization by a bind-
ing between the mobile node addresses to the correspondent(s) of a mobile node. 

Nevertheless, the mobile node cannot receive IP packets on its new point of 
attachment until the handover finishes. This latency includes the new prefix discovery 
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on the new subnet, the new Care of Address configuration, and the binding update 
time needed to notify the new localization of the mobile node to the correspondents 
and the home agent. This time is called the handover latency. 

Actually, the handover latency might be too long to perform real time multimedia 
applications. In most cases, the impact of the handover latency terribly degrades the 
IP stream of the mobile node. Therefore, there are many extensions of MIPv6 and 
new protocols [2][5] proposed to improve the IP connectivity of mobile nodes. The 
purpose of these proposals is for reducing the latency and the number of packets lost 
due to the handover between one point of attachment to another, and for reducing the 
signaling load on the MIPv6 home agent and on the correspondent nodes. 

FMIPv6 (Fast Handover for MIPv6) [2] allows the mobile nodes to create new 
valid Care of Address before the movement to new wireless access point. If the 
protocol successfully completes, the layer3 (L3) handover latency only becomes the 
layer 2 (L2) handover latency. 

The purpose of this paper is to reduce the latency needed by handover to move the 
flow of a mobile node from one access network to another. Two cases are going to be 
considered with regarding that mobile node receives the FBack on the current AP 
coverage or not. Simulations of our approach are based on IEEE 802.11b WLAN [4]. 
The handover latency involved in FMIPv6 and our new proposed approach is 
evaluated in our simulation. 

In section 2 overviews of MIPv6, its extension FMIPv6 and IEEE 802.11b are 
presented. Then, in the following section, the proposed edge-based fast handover is 
presented and compared with FMIPv6. In the next section, simulation results are used 
to evaluate the handover latency in FMIPv6 and our new proposed approach. Finally, 
conclusions are given in section 5. 

2   MIPv6, FMIPv6 and the Proposed Approach 

In this section, we remind the handover procedure as it is defined in MIPv6 and in 
FMIPv6 and IEEE 802.11b WLAN. 

2.1   MIPv6  

MIPv6 is designed to manage mobile nodes movements between wireless IPv6 
networks and is inherently optimized by using a direct notification mechanism to the 
nodes that know and route packets to the mobile node’s new location. Every mobile 
node (MN) has a home network and is identified by a home IP address on that 
network. The 128-bit IPv6 address consists of a 64-bit routing prefix, which is used 
for routing the packets to the right network, and a 64-bit interface identifier, which 
identifies the specific node on the network and can essentially be arbitrary. Thus, IP 
addresses in MIPv6 can identify either a node or a location on the network, or even 
both. A router in the home network called a home agent (HA), acts as the mobile 
node’s trusted agent and forwards IP packets between the mobile’s correspondent 
nodes (CN) and its current location, identified by the care-of address (CoA). The 
MIPv6 protocol also includes a location management mechanism using Binding 
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Updates (BU). When a mobile node remains in its home network, it communicates 
with this home address like another IPv6 node with its CN. When a mobile node 
moves to a new point of attachment in another subnet, it can send BUs to its CNs as 
well as HA to notify them about the new location so that they can communicate 
directly. Moreover, it cannot use its home address any more to send packets in the 
new subnet. Therefore it needs to acquire a new valid CoA in the visiting subnet. 
Then, it informs its HA and its CNs about the binding between its home address and 
its new Care-of Address (nCoA). On the other hand, the home address always 
identifies the communication, even if the mobile node is in a visited network.  

MIPv6 describes the protocol operations for a mobile node to maintain 
connectivity to the Internet during its handover from one access router to another. 
These operations broadly involve movement detection, IP address configuration, and 
location update phase. Actually, the combined handover latency must be too long to 
perform real time multimedia applications. Throughput-sensitive applications can also 
benefit from reducing this latency. To reduce the service degradation that a mobile 
node could suffer due to a change in its point of attachment Fast Handovers for 
Mobile IPv6 (FMIPv6) has been proposed. 

2.2   FMIPv6 

FMIPv6 protocol describes a framework as well for the mobile-controlled handover 
as for the network-controlled handover with only a small difference in the messages 
order. In the case of the network-controlled handover, a specific entity of the network 
decides when the mobile node needs to move to a new point of attachment. This en-
tity can be the current AR (pAR) offering the connectivity to the mobile node or a 
dedicated equipment in the subnet which manages the mobile node movements. 

FMIPv6 enables a MN to quickly detect that it has moved to a new subnet by pro-
viding the new access point (nAP) and the associated subnet prefix information when 
the MN is still connected to its current subnet. A MN discover available access points 
using link-layer specific mechanisms (e.g., scan) and then request subnet information 
corresponding to one or more of those discovered access point. The MN may do this 
after performing router discovery. The Router Solicitation for Proxy Advertisement 
(RtSolPr) and the Proxy Router Advertisement (PrRtAdv) messages are used for aid-
ing movement detection. Through the RtSolPr and PrRtAdv messages, the MN for-
mulates a prospective nCoA and sends a Fast Binding Update (FBU) message.  The 
purpose of FBU is to authorize pAR to bind current Care-of address (pCoA) to nCoA, 
so that arriving packets can be tunneled to the new location. The FBU should be sent 
from pAR's link whenever feasible. 

During the IETF discussions regarding this proposal two different mechanisms 
have been described: Predictive and Reactive. Depending on whether a Fast Binding 
Acknowledgment (FBack) is received or not on the previous link, which clearly de-
pends on whether FBU was sent in the first place, there are two modes of operation. 

"Predictive" Fast Handover. The MN receives FBack on the previous link. This 
means that packet tunneling would already be in progress by the time the MN  
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handovers to nAR. The MN should send Fast Neighbor Advertisement (FNA) immedi-
ately after attaching to nAR, so that arriving as well as buffered packets can be for-
warded to the MN right away. 

Before sending FBack to MN, pAR can verify if nCoA is acceptable to nAR 
through the exchange of Handover Initiate (HI) and Handover Acknowledge (Hack) 
messages. When stateful assignment is used, the proposed nCoA in FBU is carried in 
HI, and nAR may consider assigning the proposed nCoA. In any case, the assigned 
nCoA must be returned in HAck, and pAR must in turn provide the assigned nCoA in 
FBack. If there is an assigned nCoA returned in FBack, the MN must use the assigned 
address (and not the proposed address in FBU) upon attaching to nAR. The HI and 
HAck protocol exchange to verify nCoA acceptability. 

"Reactive" Fast Handover. The MN does not receive FBack on the previous link. 
One obvious reason for this is that the MN has not sent the FBU. The other reason is 
that the MN has left the link after sending the FBU (which may be lost) but before 
receiving an FBack. Without receiving an FBack in the latter case, the MN cannot 
ascertain whether PAR has successfully processed the FBU. Hence, it (re)sends an 
FBU as soon as it attaches to NAR. In order to enable NAR to forward packets 
immediately (when FBU has been processed) and to allow nAR to verify if nCoA is 
acceptable, the MN should encapsulate FBU in FNA. If nAR detects that nCoA is in 
use when processing FNA, for instance while creating a neighbor entry, it must 
discard the inner FBU packet and send a Router Advertisement with  Neighbor 
Advertisement Acknowledge (NAACK)option in which nAR may include an alternate 
IP address for the MN to use. This discarding avoids the undesirable outcome of 
address collision, even though the chances of such a collision are extremely low. A 
FMIPv6 handover nominally consists of the following messages : 

a. The MN sends a RtSolPr to find out about neighboring ARs. 
b. The MN receives a PrRtAdv containing one or more [AP-ID, AR-Info] tuples. 
c. The MN sends a FBU to the pAR. 
d. The pAR sends an HI message to the nAR. 
e. The nAR sends a HAck message to the pAR. 
f. The pAR sends a FBack message to the MN in the new link. The FBack is also 

optionally sent on the previous link if the FBU was sent from there. 
g. The MN sends FNA to the nAR after attaching to it. 

2.3   Fast Handover in IEEE 802.11b WLAN 

IEEE 802.11b enables two operational modes. The first one is the ad hoc mode where 
there is no central point. The stations communicate directly if they can hear each 
other. The second is the infrastructure mode, where all the communications occur via 
an access point. An access point is a dedicated equipment which has at least one wire-
less interface and one wired interface. It is a bridge between the wired network and 
the wireless LAN. The communications occur within the cover area of the access  
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point. One or more mobile nodes connected to an access point are called a BSS and 
several BSS connected together through an Ethernet link under the same subnet are 
called an ESS (Extended Service Set). 

When several mobile nodes are connected to an access point, they must share the 
channel access. IEEE 802.11b defines two access methods: the basic protocol Dis-
tributed Coordination Function (DCF) which is a CSMA/CA MAC protocol, and 
Point Coordination Function (PCF) where a point coordinator determines which 
mobile node is given the right to transmit.  

When a mobile node enters in a new BSS, after an idle mode or after moving, it 
needs to synchronize itself with the access point. To do so, the mobile node has two 
possibilities: the passive scanning where it waits for a signalization frame periodically 
sent by the access point, or the active scanning where the mobile node sends a Probe 
Request frame to solicit a Probe Response frame. Once the mobile node is 
synchronized with the access point, it enters into an authentication procedure. If the 
authentication is successful, the mobile node starts an association process where the 
access point informs the mobile node about the transmission parameters in the BSS 
(e.g., the data rate and the transmission power). Once the association completes, the 
mobile node can communicate via the new access point. 

When cover areas of different access points share a common cover zone, the 
mobile node can handover between the access points. A mobile node associates itself 
with the access point which offers the best signal or which has the minimum load 
among the access points. A L2 (Layer 2) handover in IEEE 802.11b WLAN takes 
place when a mobile node changes its association from one AP (pAP : current AP) to 
another (nAP : new AP). This process consists of the following steps[6]: 

1. The MN performs a scan to see what APs are available. The result of the scan 
is a list of APs together with physical layer information, such as signal strength. 

2. The MN chooses one of the APs and performs a join to synchronize its physical 
and MAC layer timing parameters with the selected AP. 

3. The MN request authentication with the nAP. 
4. The MN requests association or re-association with the nAP. A re-association 

request contains the MAC-layer address of the pAP, while a plain association 
request does not. 

5. If operating in accordance with the IAPP, the nAP performs a lookup based on 
MAC-layer address to obtain the IP address of the pAP by consulting a local 
table. 

The handover procedure for FMIPv6 in IEEE 802.11b WLAN is shown in Fig. 1. 
In this figure, the MN performs a discovery of the neighboring ARs after scan. Then 
the MN may send FBU to the pAR. The pAR receiving the FBU message exchanges 
HI/Hack messages between the pAR and the nAR and then send FBU message to the 
MN. At the same time, after the MN sends the FBU message to the pAR, the MN 
performs join, authentication, re-association, IAPP and then receives FBack message 
through nAR and nAP.  
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Fig. 1. FMIPv6 handover message flows in IEEE 802.11b WLAN 

3   The Proposed Edge-Based Fast Handover 

A lot of researches [7]-[13] have tried to reduce the handover latency in IEEE 802.11 
networks, but it is not quite improved to reduce the latency. Almost all these results 
introduce unacceptable delay for real time applications.  

The handover latency should be more reduced. Therefore, in this section, new 
edge-based fast handover mechanism is proposed for the IEEE 802.11b WLAN with 
several access routers (ARs) connected by access points (APs). 

If two or more APs are overlapped and L3 handover between or among the APs is 
needed, each AP is called edge-AP in this research. An AR connected to the edge-AP 
is called edge-AR in this research. 

The proposed mechanism uses the network information in local AR's Candidate 
Access Router (CAR) table [3] to predict the handover. In order to perform the 
mechanism, current edge-AP requests the information of neighboring edge-AP to its 
local AR using newly defined ICMP messages. The information, called as edge-based 
subnet info, contains neighboring edge-AR's IP addresses, prefix lengths, identities 
and neighboring edge-AP's BSSIDs. 

In order to notify the neighboring edge based subnet info to the MN, new specific 
subfield is defined and this field is added to beacon message by using the existing 
reserved field. In this subfield, the neighboring edge-based subnet info achieved from 
local AR’s CAR table is included. Using these processes, the MN can acquire 
neighboring network information from beacon message before handover. Then the 
MN makes nCoAs by using the information and writes it in its own cache together 
with BSSIDs (AP-IDs) as a searching key. The entry in cache will be used to decide 
what nCoA is available after scanning. 
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After above procedures complete, the MN becomes to have the proposed nCoAs 
and neighboring edge-AP ID in its own cache. There are two possible ways to con-
firm MN’s proposed nCoAs. Firstly, there is no need to confirm because the exchang-
ing new ICMP messages between AP and AR are equal without the confirmation. 
Therefore, the proposed mechanism can eliminate the procedure of exchanging 
RtSolPr/PrRtAdv messages between the MN and the AR from FMIPv6 procedure. 
Secondly, the MN exchanges the messages to confirm before handover. 

After these procedures, the MN performs the scan and chooses one of the APs. The 
chosen AP-ID is compared with each entry, and then if the entry matches the input 
key (i.e., chosen AP-ID), the searching result is one of nCoAs. Then the MN config-
ures the nCoA and sends FBU message to the pAR. The pAR receiving the FBU 
message exchanges HI/Hack messages between the pAR and the nAR, and sends 
FBack message to the MN. At the same time, after the MN sends the FBU message to 
the pAR, the MN performs join, authentication, re-association, IAPP and then re-
ceives FBack message through nAR and nAP. This paper considers this procedure as 
case 1. The other case (case 2) is that the MN performs join, authentication, re-
association, IAPP, after the MN receives FBack message from pAR. 

The simulation results show that the handover latency of the proposed mechanism 
compared with the handover latency of FMIPv6 for these two cases.  

Prove Request

Prove Response (Active Scanning) 

join

IAPP
IAPP

Tentative New Care-of address creation
& Register it in Cache 

RtSolPr
PrRtAdv

join

FBU

HAck
HI

FNA

FBack(case 1)

Acquire neighboring network 
information from beacon 

FBack(case 2)

MN pAR nAP nAR

 

Fig. 2. The proposed edge-based fast handover message flow 

In the proposed edge-based fast handover, total handover latency can be more re-
duced because this approach performs the RtSolPr/PrRtAdv message exchange between 
pAR and nAR before the MN moves to new AP or can be eliminated the messages 
which are needed in the FMIPv6. Thus, RtSolPr/PrRtAdv exchange latency is not in-
cluded in total handover latency and IP configuration latency is reduced by using the 
cache memory. The message flow of the proposed mechanism is represented in Fig. 2. 
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4   Simulation 

This section gives an overview of the simulation environment. The FMIPv6 and the 
proposed approach have been implemented using Linux machine and the OMNET++ 
simulator[14][15]. 

Fig. 3. Simulation Model 

The configuration of the simulation network is seen in Fig. 3. Each AR connects to 
an AP forming an IEEE 802.11b WLAN. An MN roams across different subnets. A 
CN connecting to one of the AR acts as a data sender for the MN. This demonstrates 
connectivity between the MN and the CN while the MN changes points of 
attachments.  

 

Fig. 4. Simulation results of the case 1         Fig. 5. Simulation results of the case 2 

In order to make clear comparison, 10 handovers are performed. Averages of 
handover latency of the results are shown in Fig. 4 and Fig. 5 that the proposed 
mechanism outperforms FMIPv6. The two cases are considered in the evaluation. The 
first one is the case(case 1) when the MN receives FBack message from pAR. The 
comparing results of the case 1 are shown in Fig. 4. The other one is the case (case 2) 
when the MN receives FBack message through nAR and nAP. The comparing results 
of the case 2 are shown in Fig. 5. 
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5   Conclusions 

The proposed edge-based fast handover provides several advantages over the ordinary 
FMIPv6. The first one is handover latency could be reduced by eliminating the router 
discovery messages (RtSolPr/PrRtAdv) or by exchanging the two messages in ad-
vance. The second one is amount of signal loads might be reduced during the hand-
over. The third advantage is the mobile nodes could choose one of the APs flexibly 
and more efficiently by using the cache memory. 

However, it needs additional hardware for performing the proposed approach. 
Nevertheless it is not a serious problem due to the low cost hardware and the im-
proved technologies to fabricate the required cache memory.  

The primary contribution of this research is to provide new approach for reducing 
the handover latency for fast handover.  
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Abstract. In this paper, a recovery method using extendible hashing in a 
shared-nothing spatial database cluster is proposed. The purpose is to increase 
the recovery performance and to decrease overhead of the system. In the case of 
failure, the recovery method in a database cluster restores the database using 
replicated data from neighbor node. When detect a failure, neighbor node writes 
the cluster log, and it must be transferred to a failure node. However, in 
neighbor node, one transaction makes several logs, and increase transferring log 
size. Also, this increases the recovery time and overhead of the internal 
network. The proposed method defines a novel cluster log that is composed of 
update type and a pointer to a record through RID or primary key. This is 
managed by extendible hashing in main memory. The last transaction replaces 
the cluster log. Through sending of last updated data, the number of cluster logs 
and transaction count in failure node are decreased. As a result, the method in 
this paper increased the availability of the database cluster. 

1   Introduction 

The recovery method is the most important for high availability in a shared-nothing 
spatial database cluster. For a good recovery method, many kinds of researches were 
done for decrease of cluster log’s transmission overhead and recovery time in failure 
node [11]. 

Each node of shared-nothing spatial database cluster senses failure through the 
connection state. In the case of cluster node failure, recovery method has two steps. 
First step is a node recovery like a standalone database management system, and sec-
ond is a cluster recovery for synchronization with cluster node. In first step, local logs 
are used for undoing and redoing of local transaction. In second step, the cluster log is 
used for cluster recovery to synchronize a database with other cluster nodes [1, 8, 10]. 

                                                           
∗ This research was supported by the MIC (Ministry of Information and Communication), Ko-

rea, under the ITRC (Information Technology Research Center) support program supervised 
by the IITA (Institute of Information Technology Assessment). 
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However, in neighbor node, one transaction makes several cluster logs which in-
creases transferring log size and includes many unnecessary past transactions for one 
record. Also, unnecessary transactions will be processed in the failure node. The size 
of spatial transaction related cluster logs is bigger than non-spatial cluster logs. Be-
cause cluster recovery is performed in real time, it affects performance of shared-
nothing spatial database cluster. Furthermore, it increases the recovery time and 
overhead of the internal network [5, 7]. 

In this paper, an extendible hashing based recovery method using the cluster log in 
a shared-nothing spatial database cluster is proposed. The extendible hashing manages 
a cluster log in main memory. Each cluster log includes updated information and the 
pointer of target records by RID or primary keys. As a kind of queries, there are three 
types of cluster logs which are insert, update, and delete operations. And, In the case 
of insert and update operation, a RID of target record is wrote in cluster log. In the 
case of delete operation, because the record had been deleted, instead of RID, a pri-
mary key is used. 

The proposed method improves abovementioned problems. Through sending of 
last updated data without overlapping, the number of cluster logs and transaction 
count in failure node are decreased. First, the small size of data transmission  
decreased the network overhead. In a shared-nothing spatial database cluster, the 
network bandwidth is a critical consideration point, because if recovery processing 
increases network overhead, the whole transaction processing capacity is reduced. 
Second, the recovery time is reduced by a small transaction processing. As a result, 
the method in this paper increased the availability of a shared-nothing spatial data-
base cluster. 

Contents organization of this paper is as following. Related work about shared-
nothing spatial database cluster and its recovery method is presented in Section 2. 
Section 3 presents the proposed recovery method about hashing structure and its con-
text for recovery sequence. In Section 4 and 5, performance evaluation and conclu-
sion are presented. 

2   Related Work 

In this section, firstly shared-nothing database cluster is explained with architecture, 
data fragmentation policy and replication policy. Second, recovery method for data-
base cluster is explained. 

2.1   Database Cluster 

A database cluster is a database in which nodes independently capable of providing 
services are connected to each other through a high speed network and act as a single 
system [3].  

The database cluster provides a division policy, so that a piece of data is divided 
into small pieces of data and the small pieces of data are managed by different nodes, 
thus providing high performance to improve simultaneous throughput with respect to 
an update operation. Further, the database cluster provides a replication policy, so that 
the duplicates of respective data remain in other nodes, thus providing availability to 
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continuously provide service even if a failure occurs in one node. Such a database 
cluster includes a shared memory scheme, a shared disk scheme and a shared-nothing 
scheme, which are shown in Fig. 1 [4]. 

 

Fig. 1. Schemes of Database Cluster 

The shared memory scheme of Fig. 1 (a) is disadvantageous in that a network load 
excessively increases in order to access the shared memory and in that all processes 
use the shared memory, so that the disturbance of access to shared resources is in-
creased. Therefore, each node must independently set the size of its cache memory to 
the maximum. 

The shared disk scheme of Fig. 1 (b) is disadvantageous in that, since all nodes 
share disks, lock frequently occurs with respect to desired resources, and update op-
erations must be equally performed on all disks. Therefore, as the number of disks in-
creases, the load of update operations increases.  

The shared-nothing scheme of Fig. 1 (c) is advantageous in that, since the depend-
ence of each node on resources is minimized and each node is not influenced by other 
nodes. Therefore, it is preferable that the database cluster use the shared-nothing 
scheme that can be easily extended and has excellent parallelism [1, 4, 8]. 

2.2   Recovery Method for a Database Cluster 

Generally, the recovery of the shared-nothing database cluster includes a node recov-
ery procedure of recovering an individual node and a cluster recovery procedure of 
recovering cluster configuration. 

Node recovery is a recovery procedure of maintaining the consistency of data be-
longing to a node up to the time when a failure occurs in the node. Cluster recovery is 
a recovery procedure of maintaining the consistency of data from the time at which 
the node recovery terminates to the time at which the data participate in the configura-
tion of a cluster when a failure occurs in the node.  

If a failure occurs in a node, node recovery is performed to maintain the consis-
tency of the node itself. Thereafter, the recovery of cluster configuration is performed, 
so that the consistency of operations processed after the failure occurred is main-
tained. The recovery of cluster configuration is completed, so that the failed node re-
sumes normal service with respect to all operations. ClustRa has a structure in which 
nodes independently capable of processing queries are connected to each other 
through a high speed network, and a master node and a backup node form a single 
group and maintain the same data duplicate. Further, ClustRa maintains the same data 
duplicate in respective groups using a replication policy applied to groups [2, 3]. 
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If a failure occurs in a node, ClustRa performs a recovery procedure using an inter-
nal log required to recover the node itself and distribution logs required to recover 
cluster configuration. The distribution logs are generated to propagate duplicates in a 
typical query process and must be stored in a stable storage device. The synchroniza-
tion of distribution logs is controlled in the duplicates by means of the sequence of 
logs. However, the recovery technique of ClustRa has the following problem. That is, 
since node-based distribution logs are maintained in a single queue, the maintenance 
load for distribution logs is increased, and since the distribution logs are sequentially 
transmitted to a recovery node, recovery time is increased [5, 11].  

GMS/Cluster is a system which has nodes independently capable of processing 
queries in a shared-nothing structure, and in which 2 to 4 nodes are bundled into a 
group. The GMS/Cluster uses a complete replication technique allowing all nodes in a 
group to maintain the same data. If a failure occurs in a node, the GMS/Cluster per-
forms a recovery procedure using a local log required to recover that node and cluster 
logs required to recover cluster configuration. The local log is equal to a conventional 
single database log, which must exist in all nodes. The cluster logs are implemented 
to independently record table-based cluster logs in a master table. If the failed node 
completes recovery of itself, the node requests cluster logs from other nodes in the 
group and performs a recovery procedure on the basis of the cluster logs [8, 9, 11].  

However, the GMS/Cluster system is problematic in that, since a plurality of pieces 
of update information are maintained in cluster logs with respect to a single record if a 
plurality of operations occurs with respect to the single record, the size of the cluster 
logs increases and transmission cost increases, and since a recovery node repeatedly 
performs operations several times with respect to a single record, recovery time in-
creases. 

3   A Recovery Method Using Extendible Hashing 

In this section, we describe extendible hashing based recovery method. Also, manag-
ing the cluster log scheme in main memory, log transmission and update scheme, and 
record refresh scheme is mentioned. 

3.1   Cluster Log Management Using Extendible Hashing in Main Memory 

Cluster logs are required to recover cluster configuration in a database cluster and are 
generated separately from local logs required to recover individual nodes. If a failure 
occurs in a node, other nodes in a group generate cluster logs. Each node independ-
ently records cluster logs in a master table corresponding to the node. 

Further, a duplicate table of another node having a duplicate of a master table exist-
ing in the failed node is selected as a temporary master table. The temporary master 
table functions as a master table until the failed node completes recovery. A recovery 
node denotes a node that has failed, receives cluster logs from other nodes in the 
group and performs a recovery procedure. 

Cluster logs are recorded in main memory on the basis of extendible hashing, and 
are each composed of the update information of a record and a pointer indicating ac-
tual data, that is, a Record ID (RID) or primary key information which is one of fields 
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having unique values for each record in the table. If a plurality of operations occurs 
with respect to a single record after a failure occurs in a node, only the latest update 
information is maintained in cluster logs using extendible hashing. If an insert opera-
tion and an update operation occur, cluster logs are configured on the basis of RID in-
dicating the physical address of data. If a delete operation occurs, cluster logs are con-
figured on the basis of a primary key to identify data. Therefore, the size of 
maintained cluster logs and information stored therein vary according to the type of 
operations that occurred [6].  

 

Fig. 2. An Extendible Hashing-Based Cluster Log Management Structure 

Fig. 2 is an extendible hashing-based cluster log management structure. Data re-
quired to manage cluster logs maintained in the main memory are composed of a 
global depth, a local depth, a directory and buckets. Information about each element is 
described below.  

A global depth is an index for a directory which denotes the size of a current direc-
tory, and a local depth denotes the occurrence of overflow from a corresponding 
bucket. A directory stores a pointer indicating buckets. Each bucket stores cluster logs 
maintaining the latest update information. Each bucket supports combination and di-
vision according to a cluster log, and the directory supports only division, so that a 
structure of decreasing operation cost in the main memory is implemented.  

Further, each bucket sequentially accesses cluster logs in a connection list structure 
to flexibly configure packets at the time of transmitting the cluster logs to a recovery 
node. Each of cluster logs stored using extendible hashing is composed of the update 
information of a record and information indicating actual data stored in a database. 
The database maintains actual data on which an operation occurs. 

3.2   Structure of the Cluster Log 

Fig. 3 is the configuration of the cluster log of Fig. 2. If an insert operation occurs, 
data are inserted in a master table and an index is generated on the basis of RID of the 
data to be inserted. Further, an I flag indicating that the insert operation has occurred, 
and an RID which is the physical address of actual data stored in the database remain 
in a cluster log. 
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Fig. 3. Configuration of the Cluster Log 

If an update operation occurs, data are updated in the master table and an index is 
updated on the basis of RID of the data to be updated. Further, a U flag indicating that 
the update operation has occurred, an RID which is the physical address of actual data 
stored in the database, and a primary key of old data (old primary key: old PK) which 
is to be updated, remain in a cluster log. If a delete operation occurs, data are deleted 
from the master table, and an index is updated on the basis of a primary key of data to 
be deleted. Further, a D flag indicating that the delete operation has occurred, and a 
primary key (primary key: PK) of data to be deleted remain in a cluster log.  

3.3   Writing Logs of the Updated Record 

The recording of cluster logs is performed so that a directory address is searched for 
using results, obtained by applying RID of a corresponding record to a hash function, 
in binary notation, and the cluster logs are recorded in a bucket indicated by a pointer 
stored in a directory.  

 

(a) A Process of Allowing a Cluster Log According to Operations 
 

 Previously Recorded Cluster Log 
New Log - Insert Log Update Log Delete Log 
Insert Log Insert Log    

Update Log Update Log Insert Log Update Log  
Delete Log Delete Log Log Deletion Delete Log  

(b) A Table of Latest Cluster Log According to Previous Log 

Fig. 4. The Recording of Cluster Logs 
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The recording of cluster logs is performed so that a master node independently re-
cords logs according to a generated transaction when a failure occurs in a node. Fur-
ther, if a plurality of operations occurs before cluster logs are reflected on a recovery 
node, the operations are processed in a corresponding master table, and then the latest 
update information is reflected in the cluster logs. This operation allows only the lat-
est update information to remain in the cluster logs even if a plurality of operations 
has occurred, so that the recovery node performs a single operation, thus maintaining 
consistency with other nodes. Further, this operation causes the size of cluster logs to 
decrease, thus supporting the rapid recovery of the recovery node. 

Fig. 4 is the recording of cluster logs maintaining the latest update information. (a) 
illustrates a process of allowing a cluster log to maintain the latest update information 
according to operations occurring after the cluster log was generated, and (b) illus-
trates that only the latest cluster log is maintained, even if a plurality of operations has 
occurred to perform a recovery operation. In Fig. 4, “ ” indicates that, when an in-
sert log is generated after a delete log is recorded, primary keys of the delete and in-
sert logs are compared to each other, and an update log or insert log is recorded. 

After a cluster log is generated, an insert operation, an update operation and a de-
lete operation can occur. “Start” denotes the generation of the cluster log. If new data 
are inserted in a master table after the occurrence of a failure, an insert log is recorded 
to apply the new data to a recovery node. If old data are updated, an update log is re-
corded to reflect the updated data. If data are deleted, a delete log is recorded. If the 
recorded log is transmitted to the recovery node and reflected on the recovery node, a 
corresponding cluster log is deleted. If a plurality of operations occurs before the re-
corded log is transmitted to the recovery node, the latest update information remains 
in the cluster log. 

3.4   The Transmission of Cluster Logs 

Cluster recovery is performed by receiving cluster logs, so that the transmission of 
cluster logs greatly influences cluster recovery. 

In the meantime, a recovery node performs node recovery at the first step. Node 
recovery uses a local log left when an update operation has occurred on the data of a 
node. If node recovery is completed, the recovery node maintains the consistency of 
data thereof, and performs cluster recovery that is the second step required to main-
tain the consistency of cluster configuration. At the time of cluster recovery, the re-
covery node informs other nodes that the recovery node has recovered, and requests 
recorded cluster logs from the other nodes. The other nodes sense that the recovery 
node has completed node recovery at the first step, and transmit the cluster logs to the 
recovery node in packets. 

In Fig. 5, a processing position moves to a first bucket to transmit cluster logs at 
step , and a packet is initialized at step . Cluster logs that are stored in each 
bucket and maintain the latest update information are sequentially accessed using a 
connection list. Actual data are duplicated in and added to a packet on the basis of 
RID stored in the cluster logs at step . If a single packet is configured, the packet is 
transmitted to the recovery node at step . 
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Fig. 5. A Flowchart for a Process of Transmitting Cluster Logs 

An initialization procedure is performed with respect to a packet for which an ac-
knowledgement is received and a bucket is accessed to configure cluster logs as a 
packet until the last cluster log has been transmitted to the recovery node at step . If 
a transaction occurs during transmission, the transaction is processed by a correspond-
ing master table, so a cluster log remains. Each bucket is examined to determine 
whether a cluster log to be transmitted exists at step . If no cluster log to be trans-
mitted exists, a synchronization procedure is performed.  

If a transaction occurs during the transmission and cluster logs exist at step , the 
processing position returns to the first bucket, and the remaining cluster logs are con-
figured as a packet and transmitted to the recovery node. If cluster logs exist during 
transmission, but the number of cluster logs is maintained at a certain number without 
decreasing at step , a synchronization procedure is compulsorily performed.  

The synchronization procedure is a procedure of consistently maintaining all clus-
ter logs. That is, the master table is changed to a temporary standby state, so that all 
transactions occurring in the standby state stand by in the queue of the master table. If 
the last cluster log packet is reflected on the recovery node, the transactions standing 
by in the queue are transmitted to the recovery node, thus maintaining consistency 
with other nodes. The recovery node returns to a state existing prior to the occurrence 
of failure, thus terminating the reflection of cluster logs. 

4   Performance Evaluation 

In this section, we will present the result of experiments to analyze the performance of 
the proposed method with respect to the number of logs and the update query process-
ing performance. For comparing and verifying the effectiveness of the proposed 
method, GMS/Cluster is used on Windows XP PC with Pentium 4 2.4G Hz CPU, 1 
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GB memory and 80 GB HDD. We assumed that 10 tables are stored in database with 
one master node and three backup nodes. 
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Fig. 7. Update Performance 

In the first experiment, we compared the number of logs of GMS/Cluster and pro-
posed recovery method. As the overlapped updated query rate grows, in proposed 
method, the number of logs decreased than GMS/Cluster’s recovery. Second experi-
mental point is focused on update query processing time during recovery. With 50% 
of overlapped update query rate, the response time has been slightly decreased. There-
fore transaction throughput is increased. Also, the recovery term is decreased. Com-
pletion of recovery term is shorter than 45 second. 

5   Conclusion 

The proposed method provides a recovery method using extendible hashing-based 
cluster logs in a shared-nothing spatial database cluster. It maintains only the update 
information of a record and RID or primary key as a pointer indicating actual data in 
main memory and stores the latest update information in cluster logs when a plurality 
of operations occur with respect to a single record.  

Therefore, the number of cluster logs decreases, and a transmission load decreases 
when the cluster logs are transmitted to a recovery node. Further, the proposed 
method is advantageous in that a recovery node need only perform a single update 
operation with respect to a single record, thus decreasing recovery time. 

Further, it is advantageous in that, since it manages cluster logs using main mem-
ory-based extendible hashing, the maintenance load for cluster logs decreases, and 
since a load attributable to a node failure is decreased in a recovery node, recovery 
time decreases, so that stable service can be continuously provided, thus consequently 
improving the performance of a shared-nothing spatial database cluster. 
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Abstract. Traditionally the alternatives for Web content storage have
been full replication and full distribution. More recently partial repli-
cation has been proposed as an hybrid strategy. This paper shows a
quantitative justification to advantages achieved by using this approach
in terms of storage capacity usage and reliability. Our analytical study
proves that partial replication offers much higher storage capacity than
full replication and that its reliability is much higher than full distrib-
ution reaching to levels equivalent to those provided by full replication.

1 Introduction

In the last years the demand of high performance internet Web servers has
increased dramatically. The target is a solution which is scalable in both perfor-
mance and storage capacity while reliability is not compromised. The traditional
standalone Web server approach presents severe scalability limits which may be
partly mitigated by means of hardware scale-up [1] which may be viewed as a
short term solution. Web server performance may also be improved by acting on
the operating system [2, 3, 4, 5] or on the Web server software itself [6, 7].

Another approach is the distributed Web server [8] where a set of server
nodes are used to host a Web site. In these systems performance scalability may
be achieved by adding new server nodes to the system. Three approaches have
been used to allocate contents to server nodes.

Full replication. In a fully replicated solution every file is replicated in every
server node [9, 1]. This solution provides a high reliability, as any file may be
served by any node, although there are limitations on the storage capacity
which is limited by the server node with the lowest capacity.
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Full distribution. In a fully distributed solution each file is allocated in a single
server node [10]. This solution is not limited in storage capacity although it
is not fault tolerant at all. If there is a fault in a server node a subset of the
contents is not available.

Partial replication. In a partially replicated solution each file is stored in a
subset of server nodes [11, 12, 13, 14]. This solution provides better reliability
than the fully replicated one and higher storage capacity than the fully
distributed one (depending on the replication degree of each file).

Different architectures have been proposed for distributed Web servers. So-
lutions range from Distributed Web systems [15] and Virtual Web Clusters [16]
to Cluster Based Web Systems [17, 18, 19] (also known as Web Clusters). In all
of them a set of server nodes offer a single system image providing service to
Web requests. Solutions vary in their topology and in the method used to route
request to server nodes.

While Web Clusters and Distributed Web Systems may support partial repli-
cation of contents, it is not easy to integrate a partial replication strategy into
a virtual Web cluster [20]. In practice, partial replication solutions have only
been proposed for Web clusters. In this paper we study the storage capacity and
reliability of partially replicated solutions and we compare to fully replicated
and fully distributed solutions.

2 Storage Capacity

In the following discussion the website is represented by a set E of N elements
ei, where each element has size si. A distributed web server is represented by
the set X of M server nodes xj , where each server node has a storage capacity
cj . Given this, the size of the full website S is represented by (1).

S =
N∑

i=1

si (1)

In general, the allocation of elements to server nodes may be represented by
the allocation matrix A, where aij takes value 1 if element ei is allocated on
server node xj , and takes value 0 otherwise. Given this allocation matrix, the
occupancy Vj of a server node xj is expressed by (2) and the global occupancy
of the website in a distributed Web server is given by (3).

Vj =
N∑

i=1

aijsi (2)

V =
M∑

j=1

Vj =
M∑

j=1

N∑
i=1

aijsi (3)

Contents stored in each server node must fit in the storage capacity of that
node as expressed in (4).

Vj ≤ cj ∀j ∈ [1, M ] (4)
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2.1 Full Replication

With full replication every element is allocated to every server node. That is,
aij = 1 ∀i ∈ [1, N ] ∀j ∈ [1, M ]. This gives restrictions expressed in (5).

N∑
i=1

aij = N

M∑
j=1

aij = M (5)

Combination of (3) and (5) yields (6). That is, the global occupancy in a fully
replicated distributed Web server is the number of server nodes times the size
of the website.

V =
M∑

j=1

N∑
i=1

aijsi =
N∑

i=1

M∑
j=1

aijsi =
N∑

i=1

si

M∑
j=1

aij =
N∑

i=1

siM = M · S (6)

In a fully replicated distributed Web server, every file is stored in every server
node and, consequently, Vj = S ∀jin [1, N ]. In addition, the size of the website
must satisfy the restriction that it is below the storage capacity of each server
node as stated in (7), which leads to the general restriction that the size of the
website is limited by the server node with the lowest storage capacity.

S ≤ cj ∀j ∈ [1, M ] ⇒ S ≤ min
k∈[1,M ]

{cj} (7)

It is important to note that adding new server nodes to a fully replicated
distributed Web server does not scale up its storage capacity. The only way
to improve storage capacity, in that case, is to improve the storage capacity of
the server node with the lowest capacity. Improving storage capacity of a server
node may be performed either by adding a new storage device or by replacing a
storage device.

In any case, after adding new storage resources to the Web server the global
storage capacity is increased in ΔC (from C to C′) and the maximum size of
the hosted website is increased in ΔS (from S to S′). To measure the storage
capacity obtained when adding new storage resources we define the concept of
storage improvement efficiency E as the ratio between size increment of the
website and the storage capacity which was necessary to acquire (E = ΔS/ΔC).

Efficiency of storage device addition. Let xk be the server with lowest
capacity ck (ck = mini∈[1,M ] {ci}). If server node xk is added a new storage
device of capacity Δck, the new capacity for server node xk is c′k = ck + Δck.
Now, the size of the website is limited by the server node with the lowest storage
capacity, excluding xk. The increment in the size of the website that can be
hosted in the distributed Web server ΔS is given in (8).

ΔS = min

⎧⎨
⎩Δck, min

i∈[1,M]
i�=k

{ci − ck}
⎫⎬
⎭ (8)
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If several server nodes had initially the minimum capacity, no increment is
obtained unless all those nodes are added new storage devices of capacity Δck

each one. If the number of server nodes with minimum storage capacity is initially
Mmin (with 1 ≤ Mmin ≤ M), the global capacity increase may be expressed
as ΔC = Mmin · Δck. Thus, the efficiency of storage device addition may be
expressed by (9).

E =

min

⎧⎨
⎩Δck, min

i∈[1,M]
i�=k

{ci − ck}
⎫⎬
⎭

Mmin ·Δck
(9)

When Δck is below the limit imposed by the rest of server nodes, efficiency takes
value 1/Mmin. When Δck increases over that limit, efficiency decreases. This
decrease is due to the fact that with high values for Δck not all the available space
may be used. Furthermore, for very high values of Δck efficiency approaches to
zero.

In a distributed Web server with homogeneous storage capacities web site
size increment is always Δck. Thus, in such a case the efficiency is constant, as
expressed by E = Δck/ (MΔck) = 1/M .

Efficiency of storage device replacement. If server node xk cannot be added
a new storage device, the other alternative is to replace its current storage device
of capacity ck by a new storage device of capacity ck +Δck. The increment in the
maximum website size is the same than the one determined for storage device
addition. However the storage capacity acquirement ΔC now takes the value
ck + Δck (for one disk). Thus the general expression of the efficiency of storage
device replacement may be expressed by (10).

E =

min

⎧⎨
⎩Δck, min

i∈[1,M]
i�=k

{ci − ck}
⎫⎬
⎭

Mmin (ck + Δck)
(10)

When Δck is below the limit imposed by the rest of server nodes, efficiency
takes values below 1/Mmin. When Δck increases over that limit, efficiency de-
creases. This decrease is due to the fact that with high values for Δck not all the
available space may be used. Furthermore, for very high values of Δck efficiency
approaches to zero. In a distributed Web server with homogeneous storage ca-
pacities web site size increment is always Δck. Thus, in such a case efficiency is
expressed by (11).

E =
Δck

M (ck + Δck)
(11)

For very high values of Δck, efficiency approaches to 1 as we show in (12). That
is, in a fully replicated distributed Web server efficiency is always below 1/M .

lim
Δck→∞

Δck

M (ck + Δck)
= lim

Δck→∞
1

Mck

Δck
+ M

=
1
M

(12)
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2.2 Full Distribution

With full distribution every element is allocated to one and only one server node.
This leads to restriction expressed in (13).

M∑
i=1

aij = 1 ∀i ∈ [1, M ] (13)

Combination of (13) and (3) yields to (14). That is, global storage occupancy
is exactly the size of the website.

V =
N∑

i=1

si

M∑
j=1

aij =
N∑

i=1

si = S (14)

Family of restrictions expressed by (4) may be added giving the aggregated
restriction expressed by (15).

M∑
k=1

Vk ≤
M∑

k=1

ck (15)

Left side of (15) is just the size of the website (
∑M

k=1 Vk = S) as each file is
stored in one and only one server node. Thus, (15) may be expressed in the form
of (16). That is, the size of the website is limited by the aggregated capacity of
all the nodes in the cluster. In this case, adding a new server node to the cluster
does scale up its storage capacity. Improving storage capacity of an existing node
(either by adding a new storage device or by replacing an existing one) also scales
up storage capacity of the cluster.

S ≤
M∑

k=1

ck (16)

Efficiency of storage device addition. When a new storage device is added
to an existing node xj , storage capacity is increased Δcj (from cj to c′j = cj+Δcj)
and the maximum size of the hosted website is given by (17).

S′ ≤ Δcj +
M∑

k=1

ck (17)

Thus, the increment in the size of the website which can be hosted is ΔS =
S′−S = Δcj , and the efficiency of storage device addition is E = Δcj/Δcj = 1.
That is, in a distributed Web server with full distribution of contents storage
device addition is always maximum, and all the added storage capacity is used.

Efficiency of storage device replacement. When a storage device of a server
node xj with capacity cj is replaced by new device of higher storage capacity
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c′j = cj + Δcj , the maximum size of the hosted website is increased in Δcj . To
get this increase it is necessary to acquire a capacity of c′j . Thus, the efficiency
of storage device replacement is given by (18).

E =
ΔS

ΔC
=

Δcj

cj + Δcj
(18)

The maximum efficiency is reached when Δcj takes very high values. This
maximum value is 1, as we show in (19). Thus, to get a good efficiency in
storage device replacement the storage increment must be much higher than old
capacity of the server node.

lim
Δcj→∞

E = lim
Δcj→∞

Δcj

cj + Δcj
= lim

Δcj→∞
1

cj

Δcj
+ 1

= 1 (19)

2.3 Partial Replication

With partial replication each element is allocated to several server nodes. In this
study we consider the particular case in which every file has the same number
of replicas r (with 1 < r < M). That is expressed by (20).

M∑
j=1

aij = r ∀i ∈ [1, N ] (20)

Combination of (3) and (20) yields to (21). That is storage occupancy of a
replicated Web site is r times the website size.

V =
M∑

j=1

N∑
i=1

aijsi =
N∑

i=1

si

M∑
j=1

aij = r

N∑
i=1

si = rS (21)

As the global occupancy must not exceed the global storage capacity, there is
a restriction for the maximum size of the Web site, as shown in(22).

rS ≤
M∑

j=1

cj ⇒ S ≤ 1
r

M∑
j=1

cj (22)

Efficiency of storage device addition. When a new storage device is added
to an existing node xj , storage capacity is increased in Δcj (from cj to c′j =
cj + Δcj) and the maximum size of the hosted website is given by (23).

S′ =
1
r

(
Δcj +

M∑
k=1

ck

)
(23)

Thus, the increment in the size of the website which can be hosted is ΔS =
S′−S = Δcj/r, and the efficiency of storage device addition is given by (24). So,
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efficiency is constant and only dependent on the number of replicas per element,
which is a configuration parameter established on system setup.

E =
ΔS

ΔC
=

Δcj

r
Δcj

=
1
r

(24)

Efficiency of storage device replacement. When a storage device of a server
node xj with capacity cj is replaced by a new device of higher storage capacity
c′j = cj + Δcj , the maximum size of the hosted website is increased in Δcj/r,
and efficiency of storage replacement is given by (25).

E =
ΔS

ΔC
=

Δcj

r
cj + Δcj

=
1
r

Δcj

cj + Δcj
(25)

For low increments in storage replacement, efficiency is near to zero, as cj is
dominant in efficiency expression. When Δcj is high compared with cj , efficiency
increases. Maximum value is obtained when Δcj is very high compared with cj

as shwon in(26).

lim
Δcj→∞

1
r

Δcj

cj + Δcj
= lim

Δcj→∞
1
r

1
cj

Δcj
+ 1

=
1
r

(26)

3 Reliability

In a cluster based web system there are two main components: the Web switch
and the server nodes. The web switch and the set of server nodes form a serial
system and its reliability is expressed as Rserver = ρRnodes, where the reliabil-
ity of the system (Rserver) is given in terms of Web switch reliability, ρ, and
reliability of the set of server nodes Rnodes.

Let M be the number of server nodes and r the number of replicas for each
element (assuming all elements have the same number of replicas). Let Ri be the
reliability of server node xi. A failure in the set of nodes happens when a failure
arises simultaneously in the r servers where a requested element is stored. The
probability of this event is expressed by (27), provided that Ei represents the
event that the requested element is stored on server node xi.

Fnodes =
M∑

i1,i2,...,ir=1
i1<i2<...<ir

P

⎛
⎝ ir⋃

j=i1

Ei

⎞
⎠ ir∏

j=i1

(1 −Rj) (27)

If uniform distribution of replicas among server nodes (P (Ei) = P (Ej) ∀i, j)
is assumed, the probability that the r replicas of an element are in an specific
subset of nodes {xi1 , xi2 , . . . , xir} is M ! (M − r)!/r!. In addition, we also assume
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Fig. 1. Reliability percentage of partial replication and full distribution over the cor-
responding reliability of a fully replicated system

equal reliability among server nodes, which is an acceptable hypothesis when
all nodes have the same set of characteristics. With such assumptions, failure
probability is shown in (28) for a set of nodes. Consequently, reliability is given
by (29).

Fnodes =
M∑

i1,i2,...,ir=1
i1<i2<...<ir

M ! (M − r)!
r!

(1 −R)r = (1 −R)r (28)

R = ρ (1 − (1 −R)r) (29)

For the particular cases of full replication (r = M) and full distribution (r = 1)
reliability is given by (30) and (31) respectively.

R = ρ
(
1− (1 −R)M

)
(30)

R = ρR (31)

Figure 1 shows the reliability percentage of partial replication and full distri-
bution over the corresponding reliability of a fully replicated system. When each
server node has an individual reliability higher than 0.7, a partially replicated
solution gets more than 90% of the reliability of a fully replicated system. More
importantly, when the partially replicated solution uses at least three replicas
per file, the reliability rises up to 99% of the reliability obtained with a fully repli-
cated system. We conclude that partially replicated system, with a low number
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of replicas per file, may offer a reliability equivalent to the one offered by a fully
replicated system but with a lower storage occupancy.

4 Conclusions

In this paper we have studied storage capacity and reliability of partially repli-
cated Web clusters compared with fully replicated and fully distributed solu-
tions.

In all cases storage addition should be preferred to storage replacement be-
cause the former offers better efficiency than the latter. However, when the
storage size increase is high compared with the previous storage capacity of the
affected node, efficiency approaches to the case of storage addition. Thus, in that
case both solutions (addition and replacement) may be seen as equivalent.

Full distribution is the strategy which offers better efficiency (E = 1). And
that efficiency is independent of the number of nodes forming the server. On
the other hand, full replication offers the lowest efficiency which decreases as
the number of server nodes increases. Partial replication strategy offers an in-
termediate efficiency which only depends on the number of replicas per element.
This means that adding new server nodes does not affect the efficiency.From the
storage capacity point of view the best strategy is full distribution. However full
distribution is the least reliable solution in contrast with full replication which is
the most reliable solution. Besides from the reliability point of view a partially
replicated system, with a low number of replicas per file, may offer a reliability
level equivalent to the one offered by a fully replicated system.

5 Future Work

We are currently working on the removal of equal number of replicas assumption.
Special interest is in the case where the number of replicas is based on file
popularity and file size. Ongoing work is also in the evaluation of the reliability
increase of multiple switched Web clusters.
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Abstract. In this paper, we propose content distribution strategy to evenly 
disperse traffic over network and to reduce the required bandwidth for 
transmitting content data by merging the adjacent multicasts depending upon 
the number of proxies n that have requested the same one. In our technique, 
streaming for the identical content is fragmented as long as the grouping 
interval for batching multicast and can be stored among proxies in order of the 
requests. A client might have to download data on two channels simultaneously, 
one from server through multicast and the other from proxies through unicast or 
multicast. According to the popularity of content, the grouping interval of 
multicast can be dynamically expanded up to n times and so it can be reduced 
server’s workload and network traffic. We adopt the cache replacement strategy 
as LFU (Least-Frequently-Used) for popular content, LRU (Least-Recently-
Used) for unpopular content, and the method for replacing the first block of 
content last to reduce end-to-end latency. We perform simulations to compare 
its performance with that of conventional multicast. From simulation results, we 
achieve that the proposed content distribution strategy offers significantly better 
performance. 

1   Introduction 

The development of computer and communication technologies has implemented the 
high-speed global network like Internet. And the improved coding algorithms have 
made a multimedia data smaller size. Especially multimedia system for on-Demand is 
the essential field of various applications; digital library information system, remote 
education, entertainments, and so on. On-demand system is characterized by the real-
time operation and is needed the acceptable quality of streaming content from a server 
to clients. Most current Internet streaming applications require that a server maintains 
a large number of contents’ streams and generates traffic whenever request is 
occurred. The limited network bandwidth has resulted in restriction of streaming 
services to clients, and it is serious problem in on-Demand system [1,2,3]. 

Proxy is a special kind of server located in between clients and server. The benefit 
of proxy caching mechanism is to reduce network traffic, average latency for fetching 
items, and the load of server. Since proxy can store items that have been transmitted, 
many requests can be directly served from the cache of proxy without generating 
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traffic from/to server. But proxies storing popular items are faced with heavier traffic 
than others [4,5,6,7]. As caches can influence whole network traffic, it is important to 
use the proper cache replacement algorithm which items are stored and which items 
are replaced. Today, most proxy systems use some kind of the Least-Recently-Used 
(LRU) replacement algorithm. The advantage of LRU is its simplicity; the 
disadvantage is that it might not achieve the best hit-ratio since it does not use item 
sizes, latency, and the frequency of request as popularity [13].  

Multicast delivery technique is to minimize the required network bandwidth. 
During the predefined multicast grouping period Tm, service requests on the identical 
item are grouped into a multicast. It therefore can reduce the server’s load and use 
network resource more efficiently. But there is still shortage of infrastructure for 
multicast on the Internet and hard to serve interactive functions [8,9,10]. It allows 
clients to share video streams being transmitted through one channel, where channel 
is the unit of network bandwidth needed to transmit one video stream. Transmission 
techniques for multicast fall in two categories: batching and patching [11,12]. In 
batching, the requests for the same video are delayed for a certain amount of time Tm 
to serve as many requests as possible with one multicast channel. It is regularly 
generated at every Tm when there are the requests for the same video within Tm. So, 
some of clients should wait until new multicast is generated.  

This paper presents content distribution strategy which adopts the equivalent-
loaded proxy caching mechanism to reduce the network bandwidth and server’s load, 
and to prevent the identical video from duplicating among proxies. We have 
developed an end-to-end client/server architecture consisted of several Head-End-
Nodes, and resided near to clients. Under the new scheme, streaming contents are 
always conveyed from content server through Switching Agent (SA) and/or HEN to 
clients, thus HENs are able to intercept and cache these streams. Content server 
delivers the requested video to clients through multicast not concerned with the 
number of requests. Server calculates the request frequency on each video for 
replacing caches in HENs and slices streams being transmitted into equal-sized pieces 
called segment by the predefined multicast interval and delivers sequentially these 
segments to HENs according to the request order. Therefore it prevents the segment 
of the same video from duplicating among HENs.  

The remainder of the paper is organized as follows: In section 2 we describe the 
proposed multicast network using equivalent-loaded web caching mechanism. In 
section 3, we present the simulations and analysis of the results. Finally, we give out 
conclusion in section 4. 

2   Multicast Network Model 

The proposed multicast technique is operated under the web proxy caching 
mechanism for Head-End-Network (HNET) composed of several HENs adopted 
some caches. In this scheme, most of the communication bandwidth of the server is 
organized into a set of logical channels to transmit contents, we consider contents as 
video, and each of them is capable of transmitting a video at its own playback rate. 
The rest bandwidth of it is used for control of service requests and service 
notifications.  
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Fig. 1. The Structure diagram of web-cached multicast networks 

Figure 1 shows the structure diagram of web-cached multicast networks that have 
three kinds of client side networks; agent-support networks, self-organized networks 
and mobile wireless networks. Agent-support networks are operated under the control 
of switching agent which manages all traffic from content server to HENs attached 
itself. Because there is not SA in self-organized networks, HENs should manage 
traffics among them. Mobile wireless networks are self-organized networks that 
should consider nodes’ mobility. These networks are not easy to implement proxy 
caching strategy due to lack of processing power, limited energy, and variable 
network topology. This is out of our consideration. 

The content server performs immediately multicast streaming service through 
Internet as a source device that transmits the first segment of each content only once 
except HENs take cache miss on it. The HNET operates under the control of server 
and shares its information among HNETs. 

2.1   Content Distribution Strategy in Agent-Support Networks 

Switching agent establishes a transmission channel from client to server when a 
particular video Vi is requested first and calculates the request frequency Dpop on it. If 
the requested video has already transmitted and stored among HENs, SA dose not 
request the transmission for an identical video except it is cache miss both in SA and 
in HENs. SA stores streams delivered from server depending on the Dpop and splits 
received streams into segments Snumber, the value of the segment number is equal to 
Consecutive Value (CV), on an identical video within the predefined multicast 
grouping period Tm and transmits a segment to one of HENs according to the request 
order. Thus, different segments of streams on an identical video requested from 
several HENs are distributively stored at corresponding HENs.  

To distribute segments orderly, SA collects the requests on an identical video with 
Video Identification (VID) within Tm, makes the transmission order depending on the 
request time. And then, SA inserts CV to each segments’ header and transmits them 
orderly. This information indicates stored segments at each HEN classified by Node 
Identification (NID) and allows a HEN to find which HEN stores the rest parts of the 
requested video. To reduce processing time at each HEN, SA makes Multimedia 
Content Table (MCT) that has three elements; VID, CV and NID. For cache 
replacement, SA calculates how many segments will be transmitted to each HENs 
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during next Tm and inserts this value (number of segments on each HENs: NSNID) to 
MCT. It periodically transfers MCT to all HENs within its own HNET. Thus, all 
HENs under the control of SA can learn what they store and share their stored 
segments on an identical videos. 

Stored segments in HEN may be deleted if a HEN’s cache has been exhausted and 
this results in retransmitting deleted segments to the HEN from VOD server. To 
minimize the retransmission, HENs need much more cache but this is not cost-
effective method. To reduce the capacity of HEN’s cache, SA has some caches to 
store popular videos depending on the request frequency on an identical video 
content. 

2.2   Content Distribution Strategy in Self-organized Networks 

VOD server controls connection between client and HENs when i’th video Vi is 
requested first and calculates the request frequency Fi on it. Let all videos be ranked 
in order of their popularity where video i is the i’th most popular video. Server splits 
streams into segments Si, j by the predefined multicast interval Tm where j is j’th 
segment of video Vi and playback order Oj increases up to the number of HENs k by 
1, and transmits a segment Si, j to one of HENs Hk according to the request order. 
Thus, different segments of streaming the identical video Vi requested by several 
HENs are stored at corresponding HENs. The size of the segment Si, j is equal to the 
predefined multicast interval Tm and HEN stores only one segment on video Vi. So the 
amount of stored segments on video Vi among HENs depends on the number of 
configured HENs. 

To distribute segments orderly, server collects the requests on each video Vi within 
Tm and makes the playback order Oj as a First-In First-Out. And then, server inserts 
playback orders Oj to each segment’s header and transmits streaming videos among 
HENs orderly. This information indicates what video segments are stored at each 
HEN and allows clients to find which HEN caches the rest parts of the requested 
video Vi. For cache replacement, server calculates how many segments will be 
transmitted to each HEN, NHk for Hk, during next multicast interval Tm+1. To reduce 
processing time at each HEN, server makes Switching Table (Vi, Oj, Hk) and transfers 
it to all of HENs within its own HNET at every Tm. Thus, all HENs under the control 
of server can learn what they store and share stored segments of the same video. 

As an example, let us consider the following scenario in Figure 2. In Tm  t < 
2Tm, clients in H1 and H5 request the video Vi expressed as playback_order(playback 
time, stored HEN) = (Tm, (H1, H5)) where the number of HENs k is 10. If it is the 
first time to request on video Vi, transmission order Oj is 1 and 5. The segment Si, 1 
of video Vi will have been stored in H1 at time 2Tm, the segment Si, 2 in H5 at time 
3Tm. within next Tm, request is (2Tm, (H1, H6, H10)), the updated playback order Oj is 
1, 5, 6 and 10. The segment Si, 3 of video Vi will have been stored in H6 at time 4Tm, 
the segment Si, 4 in H10 at time 5Tm. Request (3Tm, (H3, H5, H6, H10)), the updated 
playback order Oj is 1, 5, 6, 10 and 3. The segment Si, 5 of video Vi will have been 
stored in H3 at time 6Tm, and so on. As a result, the first segment of video Vi for 0  
t < Tm is stored at H1 (Tm, H1), the second segment of video Vi for Tm  t < 2Tm at H5 
(2Tm, H5) and the rests are (3Tm, H6), (4Tm, H10), (5Tm, H3), (6Tm, H2), (7Tm, H8), 
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(8Tm, H7), (9Tm, H9) and (10Tm, H4), respectively. After 10Tm, the amount of stored 
segments among HENs is 10Tm. To playback video Vi continuously, client must 
connect among HENs in the order of j. If clients who requests video Vi in Tm  t < 
2Tm, series of playback_order are (Tm, H1), (2Tm, H5), (3Tm, H6), (4Tm, H10), (5Tm, 
H3), (6Tm, H2), (7Tm, H8), (8Tm, H7), (9Tm, H9) and (10Tm, H4), respectively. Because 
HEN can store only one Tm for each video Vi, there is no stored segments which will 
be played after 10Tm. 
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(b) Playback order 

Fig. 2. Diagram for caching sequence depending on requests 

To play the rest parts of the video Vi for Vi - 10Tm, as there is no cached data 
among HENs, server generates a new multicast called dynamic multicast which has 
a variable starting time depending on the number of HENs that have cached the 
same video. If the amount of cached video is n•Tm where n is the number of HENs 
that have cached the same video, server should send the rest parts of video |v| - n•Tm 
transmitted through dynamic multicast which is generated by server and which 
always starts at n•Tm, where |v| is the length of the video.. When dynamic multicast 
is generated, all clients should join dynamic multicast. So the interval of dynamic 
multicast is

mTn ⋅ . Thus, client downloads the whole video |v| with two different 

video streams through two channels. Since Client can download data on two 
channels simultaneously, one through unicast from one of HENs and the other 
through multicast from server. 

In the above discussion, server sends video data in the following cases: 1) to cache 
among HENs by initial request and 2) to multicast the rest parts of the video as many 
as |v| - n•Tm. So, the total amount of video data being transmitted can be computed as 
D. D is equal to the summation of Di and Dd, where Di and Dd denote the mean total 
amount of data transmitted by the initial transmission and dynamic multicast, 
respectively. The total amount of video data delivered by the initial transmission, Di, 
is equal to n•Tm. If there is no change in transmission order Ot, as the data for playing 
the video v have been already cached among HENs, server does not need to send 
them. Since there are two kinds of dynamic multicast channels depending on the 
mean service requesting rate v on video v denoted to requests/min, the amount of 
video data delivered by dynamic multicast Dd is 
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Since the mean interval of two consecutive dynamic multicast is nv•Tm + v for each 
video v, where v = 1/ v, the mean network bandwidth requirement of server Bs for N 
videos is  
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rv is the playback rate of video v. Ddv are the amount of data for video v delivered by 
dynamic multicast. 

3   Simulation and Analysis of the Results 

In this section, we show simulation results to demonstrate the benefit of proposed 
multicast network with equivalent-loaded web caching mechanism and analyzes on 
the results of performance using it. We assume that the system contains 1000 videos, 
Vi =1000; all of them are 100 minutes long, |v| = 100Tm. The server is capable of 
supporting 10,000 channels and the total number of service request is limited 10,000 
within 100 minutes. Let N be the total number of Videos in the Server. Let PN(i) be 
the conditional probability that, given the arrival of a video request, the arriving 
request is made for video i. Let all the videos be ranked in order of their popularity 
where video i is the i’th most popular video. We assume that PN(i), defined for i = 1, 
2, …, N, has “cut-off” Zipf-like distribution given by   
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In this paper, we consider a broader class of distribution functions with exponents 
in skew factor z [7,13,14]. A larger z corresponds to a more severe skew condition 
indicating that some videos are requested more frequently than the others. We set this 
value to 0.7 [14]. Using the Zipf-like distribution, if the overall clients’ service 
request rate to the VOD server is , the service requesting rate for i’th video is i = 
PN(i). Its rate based on popularity is used to determine the traffic for each video. The 

most popular video (i=1) must have higher weighted value than the others because the 
request for the most popular video is more frequent than that for unpopular ones. We 
use PN(i) as a weighting parameter for selection of videos in simulation and the 
service request rate  follows Poisson distribution. 

Consequently, we perform simulation such that the more popular videos with 
higher request probability [15]. Our workload and system parameters are summarized 
in Table. 1. The default values are listed under the Default column. We also vary 
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some of these parameters to do sensitivity analysis. The ranges of values used for 
simulation are given in the third column under the Range. 

Table 1. Parameters used for the simulations 

Parameter Default Range 
Number of videos 1000 100 ~ 2000 

Video length (minutes) 100 N/A 
Server bandwidth (streams) 10000 N/A 
HEN bandwidth (streams) 100 N/A 

Request rate  (requests/min) 50 10 to 200 
Skew factor z 0.7 N/A 

Cache size in HEN (minutes) 100 100 to 1000 
Number of HENs 10 1 ~ 20 

Figure 3 shows the mean number of transmission channels from VOD server. In 
this case, the number of HENs was fixed at 10, server’s bandwidth was 10,000, HEN 
bandwidth was 500 channels, and the mean request rate  was 10 and 50 requests per 
minute. The cache size of HEN is 100Im. So the total cache size of HENs is 1000Im. 
All of transmission channels from VOD server are to transmit initial transmission 
and/or to transmit dynamic multicast after n• Tm of the video Vi. Those multicasts start 
playing after finishing the playback of all the segments cached among HENs. So, it 
can reduces the number of multicast to transmit video segments as many as n• Tm for 
each video. 
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Fig. 3. The mean number of multicast channels 
for VOD server at arrival rate = 10 and 50 

Fig. 4. The mean number of multicast channels 
in server as the function of the number of 
videos at various arrival rates 

In proposed multicast technique, the multicast grouping interval Tm is various from 
Tm to n• Tm, where n is the number of HENs that cached the video Vi. We can reduce 
the number of multicast channels almost 59% for 100 videos and 15% for 1,000 
videos at the mean arrival rate  = 10 in compare with conventional multicast. At  = 
50, it can reduce 80 % for 100 videos and 22% for 1,000 videos. If the number of 
video is 100 and 1,000, cache can store as many as 1% and 0.1% of the total amount 
of video. So, as cache hit ratio of 1,000 videos is lower than 100 videos’, server has to 
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send more streams for clients to play uncached, called cache miss, video data. The 
number of multicast channels depends on cache hit ratio. Therefore, the number of 
transmission channels on server increases logarithmically because cache hit ratio 
grows logarithmically. Figure 4 shows simulation results of proposed multicast 
technique that the mean number of multicast channels in server as the function of the 
number of videos in various arrival rate  10, 20, 50, 100 and 200, and the others 
parameters were used the same ones in above simulations. This indicates that the 
number of channels in server grows depending on the number of videos 
logarithmically. It also grows depending on the arrival rate  linearly.  
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Fig. 5. Total cache hit ratio of HENs and SA 
for varying size of cache in HEN 

Fig. 6. The number of server’s channels as the 
function of the size of cache 

Figure 5 shows the total cache hit ratio of HENs and SA. In this case, the number 
of HENs was fixed at 10, the number of clients in each of HENs was 500, Server’s 
bandwidth was 100, HNET bandwidth was 500 and the average request rate  was 50 
requests per minute. The cache size of HEN is in the range of 100 to 1,000 and SA 
stored popular videos requested 0% to 70% of the total request. We configure HNET 
one SA, 10 HEN and 500 clients in each of HENs. We observe that SA storing 
popular videos offers better cache hit ratio than not storing. In case that HEN has a 
little cache, the more SA stores popular videos the better cache hit ratio it acquires. 
This is due to the fact that popular videos are frequently requested more than the 
others. When SA stores popular videos (2 videos as long as 200 minutes) requested 
20% of total requests and HENs store fragments of videos 1,000 minutes long, total 
hit ratio is almost 37%. But in case that no SA store videos and HEN store videos 
3,000 minutes long, total hit ratio is below 35% though the capacity of HEN’s cache 
grows 300%. In this case, the efficiency of cache is improved more than 250%. This 
shows that storing some popular videos in SA is better than increasing the capacity of 
HEN’s cache. The number of transmission channels from VOD server under the same 
simulation environment as Figure 5 is shown in Figure 6. All of transmission channels 
from VOD server are for transmitting initial segments and/or for retransmitting cache 
missed segments. If HEN has sufficient cache space, there is little effect originated by 
stored popular videos at SA as HEN’s cache can store all of transmitted videos. 

Figure 7 and figure 8 show simulation results that the load of each HEN according 
to the number of videos and the number of HENs, respectively. In figure 7, the HEN’s 
capability to cache each video is 1 minute long and the total amount of HEN’s cache 
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is 100 minutes long. So, the caching ratios depending on the number of videos 100, 
500, 1000 and 2000 are 10%, 2%, 1% and 0.5%, respectively.  When the number of 
videos is 100, the load of each HEN is almost same as 10%. But 1000 videos and 
2000 videos, there are some variation due to the popularity of videos. The more the 
number of videos is, the more the number of unpopular videos is increased. This 
means the decrease of the probability of caching among HENs. Therefore HEN has 
cached unpopular videos has higher load than the others. This shows that the caching 
ratio is main factor to determine the load of HENs.  
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Fig. 7. Load of each HEN according to the 
number of videos varying 100 to 2000 at 
arrival rate  = 50 

Fig. 8. Load of each HEN according to the 
number of HENs varying 2 to 20 at arrival 
rate  = 50 

In figure 8, the total amount of cached data is fixed at 1000 minutes long. So, the 
cache sizes of each HEN depending on the number of HENs 2, 5, 10 and 20 are 500, 
200, 100 and 50 minutes long, respectively. Since the number of videos is 100 and the 
caching ratio is 10%. Simulation results show that the loads of HENs are well 
balanced and are almost (1/ the number of HENs). From the results, we acquire that 
proposed web-cached multicast technique has equivalent-loaded among HENs and it 
can reduce VOD server’s bandwidth significantly. 

4   Conclusion 

Web-caching technique using proxy has been shown to be excellent techniques for 
reducing the demand on the server bandwidth. Unfortunately, it faces with an 
imbalanced traffic and load among proxies. Multicast delivery technique is one of the 
best ways to minimize the required bandwidth through the Internet. In this paper, we 
proposed the multicast technique using HNET which exists near clients and stores 
some segments of contents transmitted from server. HEN is able to cache the received 
segments and every HEN stores only one segment as much as multicast grouping 
interval for each content. The total amount of stored segments depends on the number 
of HENs. Client is served by stored segments among HENS according to playback 
order. The proposed technique makes the load of HENs evenly distribute over the 
configured network. We confirm the loads of distributive HENs composing a HNET 
are well balanced. With service request frequency, popular video are stored more 
frequently because they have higher probability of requests than others. So it can 
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reduce the transmission channels of both server and HENs. From the simulation 
results, we can approximately reduce the number of multicast channels from server by 
59%, 80% for 100 videos and by 15%, 22% for 1,000 videos at arrival rate  is 10 and 
50, respectively, compared with conventional multicast technique. So, the proposed 
multicast technique can improve server’s workload, decrease the number of required 
multicast channels and distribute transmission channels over network even and 
orderly. 
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Abstract. The recent advance in wireless network technologies has en-
abled the streaming media service on the mobile devices such as PDAs
and cellular phones. Since the wireless network has low bandwidth chan-
nels and mobile devices are actually composed of limited hardware speci-
fications, the transcoding technology is needed to adapt streaming media
to the given mobile devices. When large scale mobile clients demand the
streaming service, load distribution strategies among transcoding servers
highly impact on the total number of QoS streams. In this paper, the
resource weighted load distribution strategy is proposed for the fair load
balancing and the more scalable performance in cluster-based transcod-
ing servers. Our proposed strategy is based on the weight of resources
consumed for transcoding to classified client grades and the maximum
number of QoS streams actually measured in transcoding servers. The
proposed policy is implemented on cluster-based transcoding system. In
experiments, we evaluate its fair load distribution and scalable perfor-
mance according to the increase of transcoding servers.

1 Introduction

Based on recently the amazing growth of telecommunication, computer and im-
age compression technologies, the streaming media service has been spotlighted
in many multimedia applications. The large amount of network traffics and the
high performance computing ability are inevitable to support the QoS streams
[1, 2, 3]. However, since the wireless network has low bandwidth channels and
many mobile devices compose of limited hardware specifications, the transcod-
ing technology is needed to adapt the originally encoded MPEG media to the
given mobile devices.

� This work was supported by Kangwon Institute of Telecommunications and Informa-
tion, was supported by grant No. B1220-0401-0203 from the University Fundamental
Research Program of the Ministry of Information & Communication in Republic of
Korea and was supported by Basic Research Program of the Korea Science Engi-
neering Foundation(KOSEF).

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3983, pp. 1156–1165, 2006.
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The transcoding system is usually composed of both the multimedia server
with the originally encoded MPEG media and the transcoding servers to per-
form the adapting to the given environment. The multimedia server retrieves the
MPEG media and sends them to the selected transcoding server. The transcod-
ing server performs the transcoding to original MPEG video and also sustains
the streaming service to the corresponding client. In particular, to provide QoS
for clients, it is inevitable to guarantee streaming media without ceasing and
jittering phenomena [3, 4, 5, 6, 7].

In this paper, the load distribution strategies for transcoding jobs are studied
in cluster based servers. The cluster server architecture has an advantage of the
ratio of performance to cost and is easily extended from the general PCs [5].
This model usually consists of a front-end node and multiple backend nodes.
In our research, the front-end node is used as a load distribution server and the
backend nodes work as transcoding servers. Based on load distribution strategies,
the load distribution server distributes the transcoding requests of clients into
transcoding servers. To provide the QoS streams for various kinds of mobile
clients, we propose the Resource Weight Load Distribution (RWLD) strategy
in the cluster-based transcoding servers. For the criteria of load distribution,
we measure both the actual amounts of resources consumed and the maximum
number of QoS streams by transcoding grades in each transcoding server. From
the load weights by transcoding grades, the intrinsic property of streaming media
can be reflected in the load distribution mechanism. And also, the two types of
measured information are utilized as the threshold point of admission control to
guarantee QoS for all clients. The proposed strategy is implemented on cluster-
based transcoding system together with other load distribution strategies. From
our experiments, the RWLD strategy shows the fair load distribution in the
heterogeneous transcoding servers and it leads to better performance scalability
according to the increase of transcoding servers.

The rest of this paper is organized as follows. Sect. 2 describes related work
for our research. In sect. 3, the RWLD strategy is proposed to achieve the fair
load distribution and more scalable performance in cluster-based transcoding
servers. Sect. 4 explains our actual experimental environment. In sect. 5, the
performance of the RWLD strategy is evaluated and compared to other load
distribution strategies. Sect. 6 concludes the paper.

2 Related Work

2.1 MPEG Profile

Mobile devices have their own the computing power, memory, network capacity.
To adapt their working environment, the streaming media should be transformed
from the original contents. There are MPEG media specifications to support
the streaming media to mobile devices [8, 9]. Table 1 shows the MPEG profile
composed of video size, frame rate, bit rate based on the operating environment
of the streaming media service. As shown the Table 1, the MPEG media can be
classified by 4 grades and each grade designates its own working mobile device.



1158 D. Seo et al.

Table 1. Specification of MPEG Profile

Grade Video size Frame rate Bit rate (kbps) Mobile device
SQCIF 128 X 96 15 50 Cellular phone
QCIF 176 X 144 15 70 PDA
CIF 352 X 288 26 100 Laptop PC
4CIF 704 X 576 30 200 Desktop PC

2.2 Load Distribution Strategies

Many researches were undertaken for the load distribution strategies in cluster-
based servers. In particular, the cluster-based server architecture has been uti-
lized in the Web server, game server and file server areas. As representative
strategies in these areas, there are RR(Round Robin), LC(Least Connection),
WRR(Weighted Round Robin), DWRR(Dynamic Weighted Round Robin) and
so on.

The RR strategy allocates servers according to the sequence of job arrival.
Since the RR does not consider the state of servers and the intrinsic features
of jobs, it is difficult to attain the effective load balancing among servers. The
LC strategy uses the count of clients connected to each server. This strategy
chooses the server with the least count value. The WRR strategy designates the
different weight to each server based on the capability of servers. This approach
can not reflect the state of servers dynamically changed. To address the problem,
the DWRR strategy is suggested. For jobs distributing to servers, this strategy
considers the current state of backend servers.

3 Resource Weight Load Distribution Strategy

To provide the QoS streams for various kinds of mobile clients, we propose the
Resource Weight Load Distribution (RWLD) strategy. For the RWLD strategy,
the actual amounts of resources consumed for transcoding should be measured
on the individual transcoding servers by the grades of mobile device. After that,
the maximum numbers of QoS streams by transcoding grades are measured on
each transcoding server. Based on the two types of measured information, the
RWLD strategy manages the fair load balancing among heterogeneous cluster
servers as well as provides the scalable performance according to the increase of
transcoding servers.

3.1 Resource Consumption by Transcoding Grades

To find the actual amount of resources consumed for each transcoding grade,
we measure the usage of CPU, memory and network bandwidth exhausted by
the classified grades described in the Table 1. A Desktop PC has a role for a
transcoding server which is composed of 1.4 GHz CPU, 256 Mbytes Memory, and
100 Mbps Network Bandwidth. The Linux operating system is deployed and the
FFMPEG program is used for the transcoding of MPEG media [4].
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Table 2 shows the experimental results for transcoding 10 4CIF grade movies
into SQCIF, QCIF and CIF grade respectively. As experimental results, we find
that the transcoding for the same grade results in the almost same resource con-
sumption rates regardless of which movies are selected. As shown in this Table,
the CPU consumption rate is the highest among all resources. Based on the
constant resource consumption rates, the resource weight for the corresponding
transcoding grade can be computed in each transcoding server.

Table 2. Resource Consumption Rates by Transcoding Grades

Grage CPU (%) Memory (Mbytes) Network (Kbps)
SQCIF 8.3 5.7 50
QCIF 8.5 5.8 70
CIF 16.3 6.4 100

3.2 Resource Weight Table

Under the RWLD strategy, the load distribution server uses the Resource Weight
Table (RWT) for the fair load balancing and the admission control for guaran-
teed the QoS. The RWT is composed of 4 items such as the resource weight,
maximum streams, total resource weight and accumulated weight. The first
item means the relative resource consumption weights by transcoding grades.
It is driven by the fastest exhausted resource when each transcoding server
transcodes the original MPEG media into the corresponding grades. Table 3
shows the pseudo codes for computing the relative weight of transcoding grades
in each transcoding server. M is the available memory in a transcoding server.
B is the available network bandwidth. C is the available CPU capacity. Using
the index i for the transcoding grade, Qci, Qri and Qmi are denoted as the
CPU usage, network usage and memory usage for the corresponding transcod-
ing grade i. For example, if we have 4 grades such as SQCIF, QCIF, CIF, 4CIF,
the notations of CPU usages are Qc1, Qc2, Qc3 and Qc4 respectively. And
also, the Wn means the relative resource consumption weight for transcoding
grade n.

Since the firstly exhausted resource restricts the total number of transcoding
requests, the RWLD strategy uses its property to compute the resource weight
Wn. As shown in the following pseudo codes, the resource weight Wn for each
transcoding grade is determined by the firstly exhausted resources. The C/Qci,
M/Qmi, B/Qri designate the number of transcoding requests under available
the CPU capacity, the memory space and the network bandwidth respectively.
Among them, the smallest number determines the relative resource weight Wn

of all transcoding grades in the corresponding server. If the CPU is the firstly
exhausted resource in a transcoding server, the equation (1) of the Table 3
is chosen to compute the relative resource weights. After that, the results are
recorded into the first item to the corresponding server in the resource weight
table, as shown as Table 4.
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Table 3. Pseudo Codes for Resource Weight Computation

if ( M/Qmi ≥ B/Qri ≥ C/Cmi ) { // CPU is exhausted firstly
Wn = QCn ×100

i
k=1 QCk

(n=1,2,...,i) — equation (1)

}
else if ( B/Qri ≥ C/Qri ≥ M/Qmi ) { // Memory is exhausted firstly
Wn = Qmn ×100

i
k=1 Qmk

(n=1,2,...,i) — equation (2)

}
else if ( C/Qci ≥ M/Qmi ≥ B/Cri ) { // Network is exhausted firstly
Wn = Qrn ×100

i
k=1 Qrk

(n=1,2,...,i) — equation (3)

}

Table 4. Snapshot of Resource Weight Table on Initial Stage

Transcoding Server A
resource weight maximum streams total resoutce weight accumulated weight

SQCIF 25 8 200 0
QCIF 35 7 245 0
CIF 40 6 240 0

The maximum streams means the maximum number of QoS streams by
transcoding grades in each transcoding server. This value is also achieved through-
out the actual measurement. The total resource weight is computed by multi-
plying the resource weight item and the maximum stream. This value represents
the total resource weight guaranteed the QoS by transcoding grades in each
transcoding server. The accumulated weight means the resource weight accumu-
lated in the corresponding transcoding server by currently executing transcoding
jobs. In initial stage, the accumulated weight is zero.

3.3 Load Balance and Admission Control

In the cluster-based server architecture, each server has the same hardware
specifications or not. Using the heterogeneous transcoding servers, each server
shows up different resource consumption rates during transcoding operations.
In the RWT, the resource weight and accumulated weight items are exploited
for the load balancing among heterogeneous transcoding servers. By looking at
the performance of individual servers on the classified transcoding grades, the
RWLD strategy can apply the fair load distribution to heterogeneous cluster-
based transcoding servers.

To guarantee QoS to all serviced streams, the admission control is inevitable
in the streaming media service. If a new transcoding request ruins the QoS
for currently serviced all streams, the admission control should reject the new
client request to protect the existing clients. In our RWLD strategy, the load
distribution server performs the load balancing role as well as the admission
control mission.
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Fig. 1. Flow Chart of RWLD Strategy

Fig. 1 is the flow chart of the load balancing and the admission control in
the RWLD strategy. As shown in this figure, the load distribution server ini-
tializes the RWT information and waits for client requests. To every transcod-
ing requests, the RWLD strategy searches a transcoding server with the min-
imum accumulated weight so that the fair load balancing can be maintained.
In addition, to guarantee the QoS for currently serviced streams, the RWLD
strategy performs the admission control to the new transcoding request. If the
admission is accepted, the new client request is sent to the selected transcod-
ing server and its accumulated weight is updated. However, if the accumulated
weight including the new request is over the total resource weight of the se-
lected transcoding server, it is regarded as not eligible state for guarantee-
ing the QoS. In this case, since the new client request can destroy the QoS
for currently serviced all clients, the admission control rejects the new client
request.

4 Experimental Environment

In our experiment, the transcoding servers are composed of the 3 kinds of cluster
systems. Total number of transcoding servers is 23 nodes. The cluster 1, 2 sys-
tems have 8 nodes respectively and the cluster 3 has 7 nodes. All nodes within
a cluster system have the same hardware specification but the cluster systems
have different hardware specifications.

We use the yardstick program to measure the performance of our cluster-
based transcoding servers [10]. The yardstick program consists of the virtual
load generator and the virtual client daemon.

The virtual load generator is located in the load distributed server. It gener-
ates client’s transcoding requests based on the 3 parameters such as the distri-
bution of transcoding grades, client’s preferences to movies and client’s arrival
rate. Among the mobile devices, since the cellular phone takes a larger portion,
we apply the Zipf distribution with the skew factor 0.271 to the transcoding
from 4CIF grade to SQCIF grade [11]. The movies used in the Sect. 3.1 are used
in our experiments. We regard that the popularity of each movie also follows a
Zipf distribution with the skew factor 0.271. To the client’s arrival rate, we use
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the Poisson distribution with λ=0.25[10, 12]. The virtual client daemon locates
in test-bed PCs for clients. Based on the MPEG profile specification of Table 1,
the virtual client daemon measures the time elapsed for receiving the stipulated
frame rate and bit rates of the requested transcoded movies. If the elapsed time
is below 1 second, the virtual client daemon remains in an idle state until 1
second period passes.

5 Performance Evaluation

From the implemented cluster-based transcoding system, the performance of the
RR, DWRR and RWLD strategies are measured. As performance metrics, we
designate 2 metrics. The first is the amount of CPU consumed according to
the increase of clients because the CPU is the fastest exhausted resource in our
previous experiment. As a second metric, the total number of QoS streams is
selected to evaluate the scalable performance of tested strategies.

5.1 CPU Consumption Rates

Fig. 2 shows the amount of CPU usage of transcoding servers under RR, DWRR,
RWLD strategies. We used 23 transcoding servers involved in 3 kinds of cluster
system. On account of space in this figure, we chose 2 transcoding servers from
each cluster system. The A node and B node is from the cluster system 1. The
C node and D node belongs to the cluster system 2. The E node and F node is
from the cluster system 3.

Fig. 2. RR (Round Robin) Strategy

As shown in the Fig. 2, the RR strategy results in the different amounts of
CPU usage among transcoding servers. The reason is that transcoding jobs are
distributed based on just the arrival order. In particular, since the RR strategy
does not distinguish transcoding grades, it allows the overloaded transcoding
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servers and the underloaded servers to exist together. In the point of 120 clients,
the CPU of the server A, C, E becomes saturate as 100% utilization rates,
whereas the other servers do not.

In the DWRR strategy, transcoding servers send their current resource us-
ages to the load distribution server by periodically. Based on this information,
this strategy maintains the load balancing among transcoding servers. If the
CPU usage of some transcoding servers reaches 100% utilization, this strategy
does not require additional transcoding jobs to these servers. Since the workload
congestion to some specific transcoding servers is avoided, the DWRR strategy
does not destroy the QoS of all serviced streams. However, the load distribu-
tion server has overheads to communicate with transcoding servers. In addition,
since the DWRR strategy uses just the CPU utilization rate as an admission
control, it does not reflect the intrinsic characteristic of streaming media in real
time requirement. Thus, even if the CPU utilization reaches 100%, the addi-
tional transcoding requests could be serviced to clients within the limited range.
However, as shown in the Figure 5, the DWRR strategy shows fair load balanc-
ing among transcoding servers and does not ruin the QoS of all streams being
serviced.

As shown in this Figure, the RWLD strategy maintains the fair load balancing
among transcoding servers like the DWRR strategy. Since the DWRR uses the
resource weights and the maximum streams according to the transcoding grades
as the criteria of the load balancing and the admission control, there are no
communication overheads between transcoding servers and the load distribution
server. In addition, even if the CPU utilization reaches 100%, the additional
transcoding jobs could be accepted in the range of proposed admission control
mechanism. By considering the intrinsic property of streaming media, the RWLD
strategy contributes the fair load balancing as well as the scalable performance
in cluster-based transcoding servers.

5.2 Performance Scalability

Fig. 3 shows the total number of QoS streams supported by RR, DWRR, RWLD
strategies accordingly as the number of transcoding servers is increased. The QoS
is the most important mandatory requirement in the streaming media service.
If the serviced streams are insufficient to guarantee the QoS requirement by
transcoding grades, those streams can not involve in the total number of QoS
streams. For our experiments, the load generator invokes 294 transcoding jobs.
Under the Zipf distribution with 0.271 skew factor, the SQCIF grade is 44, the
QCIF is 86 and the CIF is 64.

As illustrated in Fig. 3, the maximum number of clients increases propor-
tional to the number of transcoding servers in all strategies. In the RR strategy,
the overloaded servers with the congestion of transcoding jobs can not satisfy the
QoS requirement. In particular, new transcoding requests allocated to the satu-
rated servers has a negative impact on other QoS streams being serviced. From
this reason, the RR strategy shows the relatively low performance improvement
across the increase of transcoding servers.
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Fig. 3. Performance Scalability

The DWRR strategy does not consider the minimum amount of CPU con-
sumed for transcoding to the desired transcoding grade. Even if the CPU utiliza-
tion reaches 100%, it is possible to perform additional transcoding and streaming
jobs within the range of satisfying the QoS requirement. The DWRR strategy
does not consider this characteristic of streaming media. In addition, to moni-
tor the CPU usages of transcoding servers, it has the communication overhead
between transcoding servers and the load distribution server periodically. This
overhead results in the further increase of the CPU usage in transcoding servers.
As a result, the overhead itself and the failure to notice for the intrinsic property
of streaming media have a negative impact on the performance scalability.

On the other hand, the RWLD strategy uses both the resource weight con-
sumed and the maximum number of streams by transcoding grades as the crite-
rion of the load balancing and the admission control. Based on these two types
of pre-measured information, this strategy not only fully reflects the intrinsic
property of streaming media but also has no communication overheads to moni-
tor the state information of the resources in transcoding servers. Based on these
advantages, even if the CPU utilization reaches 100%, the RWLD strategy can
require the additional transcoding jobs within the range of satisfying the QoS
requirement corresponding to each transcoding grade. As a result, the RWLD
strategy has been the best scalable performance among the experimented load
distribution strategies.

6 Conclusion

In this paper, the load distribution strategies are studied in the cluster-based
transcoding servers. The load distribution strategy should provide the fair load
balancing and scalable performance. We proposed the RWLD strategy used the
actual amount of resources consumed by transcoding grades and the maximum
number of QoS streams in transcoding servers.

In our heterogeneous cluster-based transcoding servers, we had evaluated
the fair load balancing and the scalable performance of the RR, DWRR and
RWLD strategies. The RWLD strategy maintained the fair load balancing among
transcoding servers. This strategy used the resource weights and the maximum
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streams as the criteria of the load balancing and the admission control. By the
two types of pre-measured information, this strategy not only reflects the intrin-
sic property of streaming media but also has no communication overheads to
monitor the working state of transcoding servers. From our experiments, since
the RWLD strategy performed the admission control based on the QoS require-
ments of the classified transcoding grades, it showed more linear performance
scalability than other strategies.
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Abstract. In this paper checkpointing and rollback-recovery protocol
rVsMW for mobile systems is presented. The protocol preserves Mono-
tonic Writes session guarantee required by clients, despite failures of
servers. The costs of rollback-recovery are minimized, by exploiting se-
mantics of operations and properties of MW guarantee. The proof of
safety property of rVsMW is included.
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1 Introduction

In the mobile environment, the replication of shared data is the key to obtaining
high data availability, good access performance, and good scalability. Replication
introduces, however, the problem of data consistency that arises when replicated
objects are modified. This problem is directly related to the question of how
results of operations, executed concurrently on different replicas of the same
object (data, service), can be perceived.

The properties of distributed system concerning consistency depend in gen-
eral on application and are formally specified by consistency models. The existing
consistency models are not suitable for mobile systems, where clients accessing
the data are not bound to particular servers and can switch from one server to
another. Therefore, a new class of consistency models, called session guarantees,
recommended for mobile environment, has been introduced [TDP+94]. Session
guarantees, also called client-centric consistency models, define required prop-
erties of the system regarding consistency from the client’s point of view. Four
session guarantees have been defined: Read Your Writes (RYW), Monotonic
Writes (MW), Monotonic Reads (MR) and Writes Follow Reads (WFR) and
protocols implementing them have been introduced [BS05, BSW05b, BSW05a].

Because of dependability requirements of mobile applications, such consistency
protocols should provide required session guarantees, despite severs’ failures. But,
as far as we know, none of proposed consistency protocols for mobile environment,
� This work was supported in part by the State Committee for Scientific Research

(KBN), Poland, under grant KBN 3 T11C 073 28.
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which preserves session guarantees, is fault-tolerant. The lack of consistency pro-
tocols optimized in terms of rollback-recovery, makes the construction of effective
solutions adjusted to real applications requirements more difficult.

For this reason, in this paper a checkpointing and rollback-recovery protocol
rVsMW, which preserves Monotonic Writes session guarantee is presented. The
proposed protocol integrates the popular fault–tolerant techniques: logging and
checkpointing with coherence operations of VsSG protocol. As a result, the rVsSG
protocol offers the ability to overcome the servers’ failures, at the same time pre-
serving MW session guarantee. Because of client orientation, in rVsMW protocol
run-time faults are corrected with any intervention from the user. The main con-
tribution of this paper is a formal proof of safety of the rVsMW protocol.

2 System Model

Throughout this paper, a replicated distributed storage system is considered.
The system consists of a number of unreliable servers holding a full copy of
shared objects and clients running applications that access these objects. Clients
are mobile, i.e. they can switch from one server to another during application
execution. To access shared object, clients select a single server and send a direct
request to this server. Operations are issued by clients synchronously, i.e. a new
operation may be issued after the results of the previous one have been obtained.

Since clients are separated from one another, a crash of one client does not
influence the processing of other clients. For that reason, in this paper we consider
only failures of servers. We assume the crash-recovery model of failures, i.e.
servers may crash and recover after crashing a finite number of times [GR04].
Servers can fail at arbitrary moments and we require any such failure to be
eventually detected, for example by failure detectors [SDS99].

The storage replicated by servers does not imply any particular data model
or organization. Operations performed on shared objects are divided into reads
and writes. Reads do not change the state of objects, while writes may create a
new object, delete the existing one or cause the update of the object state. The
server, which first obtains the write from a client, is responsible for assigning it
a globally unique identifier. Clients can concurrently submit conflicting writes at
different servers, e.g. writes that modify the overlapping parts of data storage.

3 Notation and Basic definitions

Operations on shared objects issued by client Ci are ordered by a relation Ci⇁
called client issue order. Server Sj performs operations in an order represented

by relation
Sj

�. Operations on objects are denoted by w, r or o, depending on
the operation type (write, read or these whose type is irrelevant).

In the paper, it is assumed that clients perceive the data from the replicated
storage according to Monotonic Writes session guarantee. MW session guarantee
orders writes issued by a single client. A server, before accepting a new write
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from a client, must perform all previous writes requested by this client. Formally,
MW session guarantee is defined as follows [Sob05]:

Definition 1. Monotonic Writes (MW) session guarantee is a property meaning
that:

∀Ci ∀Sj

[
w1

Ci⇁ w2|Sj =⇒ w1
Sj

� w2

]
In the paper, it is assumed, that data consistency is managed by the VsSG
consistency protocol [BS05].

The underlying consistency protocol uses a concept of server-based version
vectors for efficient representation of sets of writes required by clients and neces-
sary to check on the server side. Server-based version vectors have the following
form: Vsj =

[
v1 v2 ... vNS

]
, where NS is a total number of servers in the system

and single position vi is the number of writes performed by server Sj .
Every write in the VsSG protocol is labeled with a vector timestamp, set to

the current value of the vector clock VSj of server Sj , performing the write for the
first time. The vector timestamp of write w is returned by function T : O �→ V .
All writes performed by the server in the past are kept in set OSj . On the client’s
side, vector WCirepresenting writes issued by client Ci is maintained.

The sequence of past writes is called history. A formal definition of history is
given below:

Definition 2. A history HSj at time moment t, is a linearly ordered set
(
OSj ,

Sj

�
)

where OSj is a set of writes performed by server Sj, till the time t and relation
Sj

�
represents an execution order of writes.

The VsSG protocol eventually propagates all writes to all servers. During syn-
chronization of servers, their histories are concatenated. The concatenation of
histories HSj and HSk

, denoted by HSj ⊕ HSk
, consists in adding new opera-

tions from HSk
at the end of HSj , preserving at the same time the appropriate

relations [BS05].
Below, we propose formal definitions of fault-tolerance mechanisms used by

the rVsMW protocol:

Definition 3. Log LogSj is a set of triples:{ 〈i1, o1, T (o1)〉 〈i2, o2, T (o2)〉 ... 〈in, on, T (on)〉} ,

where in represents the identifier of the client issuing a write operation on ∈ OSj

and T (on) is timestamp of on.

Definition 4. Checkpoint CkptSj is a couple
〈
VSj , HSj

〉
, of version vector VSj

and history HSj maintained by server Sj at the time t, where t is a moment of
taking a checkpoint.

Every server stores objects in the violate memory, whose content is lost when
the failure occurs. However, for the sake of recovery procedure, it is commonly
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assumed that servers have also access to a stable storage, able to survive all
failures [EEL+02]. The log and the checkpoint are saved by the server in the
stable storage. Additionally, the newly taken checkpoint replaces the previous
one, so just one checkpoint for each server is kept in the stable storage.

Upon sending a request 〈o〉
to server Sj at client Ci

1: W ← 0
2: if iswrite(o) then
3: W ← max (W,WCi)
4: end if
5: send 〈o, i, W 〉 to Sj

Upon receiving a request 〈o, i, W 〉
from client Ci at server Sj

6: while VSj ≥ W do
7: wait()
8: end while
9: if iswrite(o) then

10: if i ∈ CWSj then
11: secondWrite ← TRUE
12: else
13: CWSj ← CWSj ∪ i
14: end if
15: VSj [j] ← VSj [j] + 1
16: timestamp o with VSj

17: LogSj ← LogSj ∪ 〈i, o, T (o)〉
18: perform o and store results in res
19: HSj ← HSj ⊕ {o}
20: if secondWrite then
21: CkptSj ← 〈VSj , HSj 〉
22: LogSj ← ∅
23: CWSj ← ∅
24: secondWrite ← FALSE
25: end if
26: end if
27: if not iswrite(o) then
28: perform o and store results in res
29: end if
30: send o, res, VSj to Ci

Upon receiving a reply 〈o, res, W 〉
from server Sj at client Ci

31: if iswrite(o) then
32: WCi ← max (WCi , W )
33: end if
34: deliver 〈res〉

Every Δt at server Sj

35: foreach Sk = Sj do
36: send Sj , HSj to Sk

37: end for

Upon receiving an update 〈Sk, H〉
at server Sj

38: foreach wi ∈ H do
39: if VSj ≥ T (wi) then
40: perform wi

41: VSj ← max VSj , T (wi)
42: HSj ← HSj ⊕ {wi}
43: end if
44: end for
45: signal()

On rollback-recovery
46: 〈VSj , HHj 〉 ← CkptSj

47: Log�

Sj
← LogSj

48: vrecover ← 0
49: foreach o�

j ∈ Log�

Sj
do

50: choose 〈i�, o�

i, T (o�

i)〉 with minimal
T (o�

j) from Log�

Sj
where T (o�

j)> VSj

51: VSj [j] ← VSj [j] + 1
52: perform o�

j

53: HSj ← HSj ⊕ o�

j

54: CWSj ← CWSj ∪ i�

55: vrecover ← T (o�

i)
56: end for
57: secondWrite ← FALSE

Fig. 1. Checkpointing and rollback-recovery rVsMW protocol
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4 The rVsMW Protocol

The VsSG coherency protocol assumes that servers are reliable, i.e. they do not
crash. Such assumption might be consider not plausible and too strong for certain
mobile distributed systems. Therefore, the rVsMW protocol, which equips the
VsSG protocol with fault-tolerance mechanisms, is proposed.

For every client Ci executing write w, results of all writes preceding w in a
client issue order cannot be lost if MW is to be preserved. On the other hand,
until write w is not followed by another write issued by the same client, then
results of w are not essential for preserving MW. Unfortunately, at the moment
of performing the operation, the server does not possess the knowledge, whether
in the future a client will issue another write request, or not.

So, to preserve MW, the rVsMW protocol must ensure that results of all writes
issued by the client are not lost in the case of server failure and its recovery. It
is performed by logging in the stable storage the operation issued by a client
and its timestamp. Additionally, the server state is checkpointed occasionally to
bound the length of a message log. Logging and checkpointing operations are
integrated with operations of VsSG consistency protocol.

The server, which obtains the write request directly from client Ci, logs the
request to stable storage (Fig. 1, l. 17), if it fulfills MW (l. 6)[Sob05]. It is
important that logging of write takes place before performing this request (l.
18). Such an order is crucial because, if the operation is performed but not
logged, it could be lost in the case of subsequent failure.

The moment of taking a checkpoint is determined by obtaining a second write
request from the same client (l. 21). Saving the state of server earlier is excessive,
because the loss of write request that is not followed by another write, does not
violate MW. Essential is the fact, that firstly the checkpoint is taken, and only
afterwards the content of log LogSj is cleared. (l. 22).

After the failure occurrence, the failed server restarts from the latest check-
point (l. 46) and replays operations from the log (l. 49-57) according to their
timestamps, from the earliest to the latest one.

Writes received from other servers during update procedure, and missing from
the local history of Sj , are not logged (l. 40-42). Thus, they are lost after the
failure occurrence. However, by the assumption, such writes are saved in the
stable storage (in the log or in the checkpoint) of servers, which received them
directly from clients. Hence, lost writes will be obtained again in consecutive
synchronizations.

5 Safety of rVsMW Protocol

Lemma 1. Every write operation w issued by client Ci and performed by server
Sj that received w directly from client Ci, is kept in checkpoint CkptSjor in log
LogSj .

Proof. Let us consider write operation w issued by client Ci and obtained by
server Sj .
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1. From the algorithm, server Sj before performing the request w, saves it in the
stable storage by adding it to log LogSj (l. 17). Because logging of w takes
place before performing it (l. 18), then even in the case of failure operation
w is not lost, but remains in the log.

2. Log LogSj is cleared after performing by Sj another write operation issued
by the same client. However, according to the algorithm, the second write
is logged (l. 17), before being performed (l. 18), and only afterwards the
server’s version vector VSj and history HSj are stored in the checkpoint
CkptSj (l.21). The operation of clearing log LogSj (l. 22) is made after the
checkpoint is taken. Therefore, the server failure, which occurs after clearing
the log, does not affect safety of the algorithm because writes from the log
are already stored in the checkpoint.

3. After the checkpoint is taken, but before the log is cleared (between lines 21
-22) writes issued by client Ci and performed by server Sj are stored in both
the checkpoint CkptSj and the log LogSj .

Lemma 2. The rollback-recovery procedure recovers all write operations issued
by clients and performed by server Sj that were logged in log LogSj in the moment
of server Sj failure.

Proof. Let us assume that server Sj fails. The rollback-recovery procedure, after
recovering VSj and HSj from a checkpoint (l. 46), recovers operations remem-
bered in the log (l. 49). The recovered operation updates version vector VSj (l.
50), it is performed by Sj (l. 51) and added to the Sj ’s history HSj (l. 53).

Assume now, that failures occur during the rollback-recovery procedure. Due
to such failures the results of operations that have already been recovered are
lost again. However, since log LogSj is cleared only after the checkpoint is taken
(l. 22) and it is not modified during the rollback-recovery procedure (l. 47), the
log’s content is not changed. Hence, the recovery procedure can be started from
the beginning without loss of any operation issued by clients and performed by
server Sj after the moment of taking checkpoint.

Lemma 3. Operations obtained and performed in the result of synchronization
procedure, are performed again after the failure of Sj before processing a new
write from a client, if they are required by MW.

Proof. By contradiction, let us assume that server Sj has performed a new oper-
ation w2 obtained from client Ci before performing again operation w1, received
during a former synchronization and lost because of Sj failure. According to
VsSG protocol, while executing w2 the condition VSj ≥ WCi is fulfilled (l. 6) .

Further assume, that w1 issued by Ci before w2, has been performed by server
Sk. According to the algorithm, after the reply from Sk is obtained by Ci, vector
WCi is modified: WCi ← max (W, WCi) . This means that vector WCi is updated
at least at position k: WCi [k] ← k + 1. (l. 32).

Server Sj , during synchronization procedure with Sk, performs w1 and up-
dates its version vector: VSj ← max

(
VSj , T (w1)

)
, which means that VSj has

been modified at least in the position k (l. 41). However, if the failure of Sj
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happens, the state of Sj is recovered accordingly to values stored in the check-
point CkptSj (l. 46) and in the log LogSj (l. 48-55). From the algorithm, while
recovering operations from the log, the vector VSj is updated only at position j.

Thus, if operation w1 performed by Sj in the result of synchronization with
server Sk is lost because of Sj failure, the value of VSj [k] does not reflects the
information on w1. Hence, until the next update message is obtained, VSj [k] <
WCi [k] , which contradicts the assumption.

Lemma 4. The server performs new write operation issued by a client only after
all writes performed before the failure are recovered.

Proof. By contradiction, let us assume that there is a write operation w per-
formed by server Sj before the failure occurred, that has not been recovered
yet, and that the server has performed a new write operation issued by client
Ci. According to underlying VsSG protocol, for server Sj that performs the new
write operation, the condition VSj ≥ WCi is fulfilled (l. 6-8).

Let us consider which actions are taken when a write operation is issued by
client Ci and performed by server Sj .

On the server’s side, the receipt of the write operation causes the update of
vector VSj in the following way: VSj [j] ← V Sj [j]+1 and results in timestamping
w with the unique identifier (l. 16). The server, which has performed write, sends
a reply that contains the modified vector VSj to the client.

On the client’s side, after the reply is received, vector WCi is modified: WCi ←
max (W, WCi) . This means that vector WCi is updated at least at position j:
WCi [j] ← j + 1 (l. 32).

If there is write operation w performed by server Sj before the failure that has
not been recovered yet, then VSj [j] < WCi [j] , which follows from the ordering
of recovered operations (l. 50). This is a contradiction with VSj ≥ WCi . Hence,
the write operation cannot be performed until all previous writes are recovered.

Theorem 1. MW session guarantee is preserved by rVsMW protocol for clients
requesting it, even in the presence of server failures.

Proof. Let us consider operations w1 and w2, issued by client Ci, which requires
MW session guarantee. Let write operation w2 follow write w1 in the client’s
issue order and let w2 be performed by server Sj .

It has been proved that the VsSG protocol preserves the MW session guar-
antee, when none of servers fails, i.e. for any client Ci requiring MW and for

any server Sj the relation ∀Ci ∀Sj

[
w

Ci

1 ⇁ w2|Sj ⇒ w1
Sj

� w2

]
holds [BSW05b].

According to Lemma 1, every write operation performed by server Sj is saved
in the checkpoint or in the log. After the server failure, all operations from the
checkpoint are recovered. Further, all operations performed before the failure
occurred, but after the checkpoint was taken, are also recovered (according to
Lemma 2). All recovered write operations are applied before new writes issued
by the client are performed (according to 4). Moreover, operations obtained by
Sj during synchronization procedure, which are required by MW, and possibly
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were lost because of Sj failure, are also performed once again before new writes
from Ci. Hence, for any client Ci and any server Sj , MW session guarantee is
preserved by the rollback–recovery and checkpointing rVsMW protocol.

Full versions of theorems and proofs can be found in [BKK05].

6 Conclusions

This paper addresses a problem of integrating the consistency management of
the mobile system with the recovery mechanism. We introduce the rollback-
recovery protocol rVsMW which preserves Monotonic Writes session guarantee.
A correctness proof, showing that the protocol is safe, i.e. MW is provided despite
servers failures, is included.

The rVsMW protocol has features similar in general to pessimistic message
logging. However, in contrast to message–passing systems, we consider the inter-
action between the client and the server, not between the servers. This is a novel
feature, which follows directly from the session guarantees assumptions which
are client–oriented. Moreover, in contrast to systems with message–passing, we
also take into account the semantics of operations. This results in checkpointing
only results of write operations which are essential to provide MW.

Our future work encompasses the development of rollback-recovery protocols,
which preserve other session guarantees. Moreover, appropriate simulation ex-
periments testing rVsMW protocol are being prepared.
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[BSW05b] J. Brzeziński, C. Sobaniec, and D. Wawrzyniak. Safety of a server-based
version vector protocol implementing session guarantees. In Proc. of Int.
Conf. on Computational Science (ICCS2005), LNCS 3516, pages 423–430,
Atlanta, USA, May 2005.

[EEL+02] N. Elmootazbellah, Elnozahy, A. Lorenzo, Yi-Min Wang, and D.B. John-
son. A survey of rollback-recovery protocols in message-passing systems.
ACM Computing Surveys, 34(3):375–408, September 2002.

[GR04] Rachid Guerraoui and Luis Rodrigues. Introduction to distributed algo-
rithms. Springer-Verlag, 2004.
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