Multivariate Convex Approximation and
Least-Norm Convex Data-Smoothing

Alex Y.D. Siem!, Dick den Hertog!, and Aswin L. Hoffmann?

! Department of Econometrics and Operations Research/Center for Economic
Research (CentER), Tilburg University, P.O. Box 90153,
5000 LE Tilburg, The Netherlands
{a.y.d.siem, d.denhertog}@uvt.nl
2 Department of Radiation Oncology, Radboud University Nijmegen Medical Centre,
Geert Grooteplein 32, 6525 GA Nijmegen, The Netherlands
a.hoffmann@rther.umcn.nl

Abstract. The main contents of this paper is two-fold. First, we present
a method to approximate multivariate convex functions by piecewise
linear upper and lower bounds. We consider a method that is based on
function evaluations only. However, to use this method, the data have to
be convex. Unfortunately, even if the underlying function is convex, this
is not always the case due to (numerical) errors. Therefore, secondly, we
present a multivariate data-smoothing method that smooths nonconvex
data. We consider both the case that we have only function evaluations
and the case that we also have derivative information. Furthermore, we
show that our methods are polynomial time methods. We illustrate this
methodology by applying it to some examples.

1 Introduction

In the field of discrete approximation, we are interested in approximating a
function y : R? — R, given a discrete dataset {(x%,4") : 1 < i < n}, where
' € RY and y° = y(2°) € R, and n is the number of data points. It may
happen that we know beforehand that the function y(z) is convex. However,
many approximation methods do not make use of the information that y(z) is
convex and construct approximations that do not preserve the convexity. For
the univariate case there is some literature on convexity preserving functions;
see e.g. [1I] and [2]. In [I, Splines are used, and in [2], polynomial approximation
is considered. For the multivariate case, in [3], convex quadratic polynomials are
used to approximate convex functions. Furthermore, there is a lot of literature on
so-called Sandwich algorithms; see e.g. [4], [B], [6], [7], and [8]. In these papers,
upper and lower bounds for the function y(x) are constructed, based on the
discrete dataset, and based on the knowledge that y(x) is convex.

A problem that may occur in practice is that one may have a dataset that is
subject to noise, i.e., instead of the data y* we have §* = y(a%) + 527 where 5; is
(numerical) noise. There may also be noise in the input data, i.e., ' = z* + &,
and if derivative information is available, it could also be subject to noise, i.e.,
Vyt = Vy' + 52, where Vy' = Vy(2'). Note that we assume y(z) to be convex.
However, due to the noise, the perturbed data might loose the convexity of

M. Gavrilova et al. (Eds.): ICCSA 2006, LNCS 3982, pp. 812-821] 2006.
© Springer-Verlag Berlin Heidelberg 2006



Multivariate Convex Approximation and Least-Norm Convex Data-Smoothing 813

y(x), i.e., the noise could be such that it is not possible to fit a convex function
through the perturbed data. Therefore, we are interested in data-smoothing, i.e.,
in shifting the data points, such that they obtain convexity, and such that the
amount of movement of the data is minimized. This problem has already been
tackled in literature for the univariate case; see e.g. [9], [10], and [I1]. Also in
isotonic regression, this problem is dealt with for the univariate case; see [12].

In this paper, we will consider two problems. First, we consider how to con-
struct piecewise linear upper and lower bounds to approximate the output for
the multivariate case. This extends the method in [7] to the multivariate case.
If derivative information is available it is easy to construct upper and lower
bounds. However, derivative information is not always available, e.g., in the case
of black-box functions. In this paper, it turns out that these upper and lower
bounds can be found by solving linear programs (LPs).

Second, we will consider the multivariate data-smoothing problem. We con-
sider both the case that we have only function evaluations and the case that we
also have derivative information. We will show that, if we only consider errors in
the output data, the first problem can be solved by using techniques, which are
from linear robust optimization; see [I3]. It turns out that this problem can be
tackled by solving an LP. If we also have derivative information, we can also con-
sider errors in the gradients and in the input variables. We then obtain a nonlin-
ear optimization problem. However, if we assume that there are only errors in the
gradients and in the output data, we obtain an LP. Also, if we assume that there
are only errors in the input data and in the output data, we also obtain an LP.

The remainder of this paper is organized as follows. In Sect. B, we consider
the problem of constructing upper and lower bounds. In Sect. Bl we consider
multivariate data-smoothing, and in Sect. @l we give some examples of the ap-
plication of the data-smoothing techniques, considered in Sect. Bl Finally, in
Sect. Bl we present possible directions for further research.

2 Bounds Preserving Convexity

In this section we assume that y(z) is convex and that the data (a?,y(z?)) for
i =1,...,n are convex as well, i.e., there are no (numerical) errors, and there
exists a convex function that fits through the data points.

2.1 Upper Bounds

We are interested in finding the smallest upper bound for y(x), given convexity,
and the data (2%, y(z?)), fori =1,...,n. Let x = > 1" | ayx?, where > i a; = 1,
and 0 < a; < 1, i.e., z is a convex combination of the input data z?. Then, it is
well-known that convexity gives us the following inequality:

y(z) =y (Z CWCZ) < Zail/(xi) .

This means that > ;" | a;y(z?) is an upper bound for y(x). To find the smallest
upper bound we should therefore solve
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where we put the decision variables underneath 'min’.

2.2 Lower Bounds

If we have derivative information, it is easy to construct a lower bound. It is
well-known that if y(z) is convex, we have that

y(x) > y(2") + Vy(2")T (z — ), VeeRILVi=1,...,n .
Therefore, /() = _max (y(z") + Vy(z*)" (z — 2")) is a lower bound.

If we do not have derivative information, we have to do something else.
We are interested in finding the largest lower bound for y(z), given convexity
and the data (2%,y(2?)), for i = 1,...,n. Let 2F = > itk afx + oFx, where
Z#kaf +af =1, with0<a¥ <1l,and0<of <1,forallk=1,...,n,ie.,
z* is a convex combination of x*, i # k, and z. Then the following holds for all
ke{l,...,n}

y(@*) =y | D afz' +are | <) afy(a’) +aFy() . (2)
ik ik

Without loss of generality we may assume that o > 0. Then we can rewrite (2)) as

y(a*) = X afy(a?)
ak

y(z) >

This inequality gives us a lower bound for y(x). To obtain the largest lower
bound we should solve the following problem:

yfork=1,...,n .

max y(wk)*zi;ﬁk a;'cy(ﬂii)
ok ak ak
s.t. ok = Zafzi +afx
i#k
max . 3
k=1,...,n Za? +af =1 3)
i#k
0<aF<1
D<ok <1

This comes down to solving n nonlinear optimization problems, and taking the
value of the largest solution. Note that the nonlinear optimization problems have
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linear constraints and a fractional objective with linear numerator and denomi-
nator. These kinds of optimization problems can be rewritten into an LP; see [14].

This can be done as follows. Define t* := 1/a*. We can now rewrite the inner
optimization problem in (@) as

max thy(a*) = 35, afthy(a?)

ak ok tk
s.t. oktk = Zafthi +aFthy
ik
> afth 4okt =
itk
ozi?tlc >0
afth =1,

where we multiplied all constraints by t*. Now we define zF := oft* and 2* :=

a*t*. We then get 4
max tFy(z*) — Zi;ﬁ}c zFy(a’)

zk,zf,tk
s.t. oFth = Z zfacz + 2k
i#k
Z zlk + 2k =1tk (4)
i#k
2F >0
=1

Note that (@) is an LP. Therefore, for the lower bound ¢(z) we obtain the
following:

k. (k Ko (i
Zlfllgxtk thy(a") — Zi;ﬁk ziy(x*)
s.t. akth = Z szxz + 2k
ik
E f—
() k:H11,aX,n Z 2f + 25 =1t )

ik
zf >0
2k =1.

Note that the number of constraints in (B is ¢ + 1. The number of variables in
(@) is also ¢ + 1. Therefore it takes polynomial time to find the lower bound.

3 Convex Data-Smoothing

If the dataset is not convex, we first have to smooth the data such that it becomes
convex. We distinguish between the case that we only have function evaluations
and the case that we also have derivative information.

3.1 Function Value Information

We only consider movement of the output data §°. So, we want to minimally shift
the perturbed output data §* such that they become convex. In the following
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optimization problem, we minimize the upward shifts (6; )# and the downward
shifts (6, ) such that the new shifted output data points y? become convex:

min Z )Z)

éy 0y »Ys i=1 ‘ ] )
st yt —gw((s;y—(é;)zwz 1,...,n
i< > Nyk (WA € 0,1]]c" = S Mk, Soap =1), ()
ki ki ki
Vi=1,...,n
of €RY, 6, €RY .

We minimize the ¢;-norm. It is easy to see that in the optimum either (6J)i =0
or (6,)" = 0. The second constraint forces the shifted output data points y? to
become convex. Note that (6] is an LP with infinitely many constraints, i.e.,
it is a semi-infinite LP, which can also be seen as a robust linear programming
problem. We can solve this problem with methods from [I3]. Since the ”uncer-
tainty region”: {VAL € [0, 1]|z" = Z PR Z Ai = 1} of the second constraint
ki ki

in (@) is a polytope, we can rewrite this semi-infinite programming constraint as
a collection of linear constraints without an uncertainty region. We follow the
reasoning of the proof of Theorem 1 in [I3] to show this. Let us consider the
second constraint for a certain value of i. We can write this constraint as

ki ki ki
Note that this constraint is satisfied if and only if the solution of the minimization
problem
mln Z Akys - ys
M k;ﬁz
s.t.at = Z P
ey (8)
S
ki
AL,=>0
is nonnegative. The dual of this LP is given by:
max (2°)"r" +v' — yi

s.t. (@ )r+vz<yka7éz 9)
r* € R, 0" € R,

where e,_1 is the (n — 1)-dimensional all-one vector. Since (@) is the dual of
@), both LP’s have the same optimal solution. Note that the optimal value of
@) is nonnegative if and only if there exists a feasible solution for (@) such that
the objective function of (@) is nonnegative. We can now conclude that (@) is
satisfied if and only if there exist ¢ and v, which are feasible for (@) and have
a nonnegative objective, i.e. if the following inequalities are satisfied:
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(@) Tri +vf > g
(2P Trt 4ot < yF VE £ (10)
r*e R, v €R .

We can now finally rewrite the second constraint in (6l) as (I0) for every i =
1,...,n. This means that we can rewrite (@) as

L omin Y ((6)"+(6,))
6y ,0y ,Ys,rt vt i1

s.t. yi‘:gji—k(é;)i—(é‘;)i Vi=1,...,n

(@)Tri+vi >yl Yi=1,...n (11)
(xk)TTi+UiSy§ Vk #£i,Vi=1,....n

oy €RY, 6, €RY,

reRI, vt e R Vi=1,...,n,

which is an LP. Note that, after substituting the equality constraints for y¢, the
number of constraints in () is n(n — 1) +n = n?. The number of variables in
(@@ is (¢ + 3)n.

Above, we minimized the sum of the absolute values of the shifts, i.e. the
{1-norm. However, we can also choose to minimize other norms, such as e.g., the
loo-norm or the fo-norm. Using the ¢, ,-norm, we also obtain an LP, which is
similar to ([TI).

3.2 Derivative Information

Next, we consider the case in which we also have gradient information. Suppose
that the underlying function is convex, but the data are not convex, due to
(numerical) errors. Again, we are interested in shifting the data such that they
become convex. We consider perturbed output values 7', perturbed gradients
Vy(z'), and perturbed input values #*. Therefore in this case we want to mini-
mize the shifts in the output values, in the gradients, and in the inputs. So, in the
following optimization problem, we minimize the sum of upward and downward
shifts (6,7)" and (6,7)" of the output values, the upward and downward shifts
(65)" and (6, )" of the gradient, and the upward and downward shifts (§,)" and
(6;)* of the input values such that the data become convex:

Lomin S () (6,) Heg (85 e (6,) + e (65) + eq (8,)7)
6,65
(8,)7.(85).(8,)",

ze,ye,(Vy')s

s.t. (V i)slz Vyi ' (6;)i - (5;)i Vi=1,...,n
x, =3+ (65) = (6;) Vi=1,...,n
yi=g' 4 (65) = (6,) Vi=1,...,n
(Vy')i(al —al) +yl <yl Vi,j=1,....ni#j
(65)" € Ry, (8,)" € Ry, (65) € R Vi=1,....n
(6,)" € RY, (65) € RY, (5, ) € RL Vi=1,...,n,
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where Vy' = Vy(z'), and e, is the g-dimensional all-one vector. The 4-th con-
straint in ([Z) is a necessary and sufficient condition for convexity of the data;
see page 338 in [I5]. However, (I2]) is a nonconvex optimization problem, and
therefore not tractable.

However, if there is no uncertainty in the input values z!,..., 2", we can
omit the variables (6;7)" and (6;)" in ([[Z), and we obtain an LP. Similarly, if
there is no uncertainty in the values of the gradients, we can omit (6;)i and
(6,)" in (I2), and we also obtain an LP.

An example of a problem, where the gradient information is exact, and we
only have errors in the input variables and output variables is in the field of
multiobjective optimization. In the so-called weighted sum method, to determine
a point on the Pareto curve/surface the weights determine the exact value of the
gradient, whereas due to numerical errors of the solver, the input value and the
output value might be subject to noise.

Note that in the formulation of (I2) we have minimized the shifts (&), (6, )",

(65)% (6,)" (865)", (65 )", and have given them all equal importance. However,

we might want to give one type of the error more weight than the other type.

4 Numerical Examples

In this section we will consider some examples of the theory discussed in Sect. [3

Ezample 1 (artificial, no derivative information). In this example we apply the
theory that we developed in Sect.[31l We consider the function y : R? — R, given
by y(x1,12) = 22 +x3. We take a sample of 10 input data points x!, ..., 21° from
[—2,2] x [-2,2], and calculate the output values y(z!),...,y(x!'?). Furthermore,
we add some noise to it, i.e., we add a noise 527 where the 52’5 are independent
and uniformly distributed on [—2.5,2.5], such that the data become nonconvex.
We obtain values ' = y* + 5;. The values are given in Table [Tl We solved (1)
for this problem, and the shifted data y’ are also given in Table [l The values

that are really shifted, are shown in italics. a

Table 1. Data and results of smoothing in Example [I]

number 3 T2 Y ] Ys

-0.0199 -1.9768 3.9081 6.1588 6.1588
0.0925 1.3411 1.8071 0.4628 0.4628
1.4427 0.3253 2.1872 2.7214 2.7214
-1.8056 -1.1961 4.6908 4.6208 4.6208
-0.4435 -0.3444 0.3153 2.2718 2.0578
-1.2952 0.8811 2.4539 3.7644 3.7644
1.7826 1.6795 5.9984 5.7807 5.7807
0.8074 -1.3585 2.4974 0.0899 0.4842
-0.8714 0.5089 1.0183 2.6254 2.6254
0.5779 -0.7205 0.8531 0.5766 0.5766

© 00 3O Ui Wi
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Ezxample 2 (radio therapy, no derivative information). In radiotherapy the main
goal is to give the tumour enough radiation dose, such that the surrounding
organs do not receive too much radiation dose. This problem can be formulated
mathematically by a multiobjective optimization problem. With the tumour and
each healthy surrounding organ, an objective function is associated. One of the
problems is that the calculation of a point on the Pareto surface can be very time-
consuming. Therefore, we are interested in approximating the Pareto surface; see
e.g. [I6]. Under certain conditions, we may assume that this Pareto surface is
convex. However, due to numerical errors, the Pareto points may not be convex.
Therefore we should first smooth them to make them convex.

We have data from a patient of the Radboud University Nijmegen Medical
Centre, in Nijmegen, the Netherlands. This data is from a multiobjective opti-
mization problem with 3 objectives, and has 69 data points. The data are shown
in Fig. [l The Pareto surface is a convex and decreasing function. However, it
turned out that the data is not convex. By solving (IIl), the data is smoothed
such that the data becomes convex. The smoothed data points are also shown
in Fig. [ O

S perturbed
1 smoothed

Fig. 1. The the perturbed data and the smoothed data of Example

5 Further Research

As interesting topics for further research we mention several possible applications
of the methods developed in this paper.
Possible applications for the construction of the bounds in Sect. ] are:

— Extend the Sandwich algorithms as exist for the approximation of univari-
ate convex functions to the multivariate case by using the lower and up-
per bounds. More specifically, this may be useful for approximating convex
Pareto surfaces and black-box functions (e.g. deterministic computer simu-
lation).
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— Use the lower bounds in convex optimization. For each new candidate pro-
posed by the nonlinear programming solver, we can calculate the lower
bound, and if this lower bound is larger than the best known objective value
up to now, we reject the candidate before evaluating its function value. This
may reduce computation time, especially when the function evaluation is
time-consuming. In [I7] promising results are shown for the univariate case.

Possible applications for the data-smoothing methods of Sect. Bl are:

— Apply data-smoothing before applying Sandwich type algorithms. This may
be necessary because of (numerical) noise. This noise occurs e.g., when we
want to estimate a Pareto surface in the field of multiobjective optimization.

— Apply data-smoothing to multivariate isotonic regression problems.

— Apply the data-smoothing techniques to sampling methods to assess the
convexity/concavity of multivariate nonlinear functions; see [18].
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