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Abstract. Intelligent search agent is popularly used for searching relevant in-
formation in the Internet and there are lots of tools that are used to satisfy the 
needs of the users. Since there is no sufficient cooperation among the agents 
and they are independent to each other, it is difficult to make an efficient search 
of information in the distributed environment. Therefore, a typical search agent 
is difficult to use and can contain irrelevant information for the users. To solve 
these problems, we use the CORBA architecture to create an agency in the bro-
ker agent and provide more reliable information to the users. Also, the proposed 
intelligent information search system use the NFC and filtering techniques 
through the multi-agents for fast and reliable search of information. 

1   Introduction 

Nowadays, we are already experiencing the high-speed networks which are the me-
dium for the Internet and other distributed information systems. Accompanied by the 
existence of the Internet, lot of information has increased and the work of the users 
who search for relevant information also increased rapidly. There is much information 
we can gather on the Internet and some information are not relevant to the user’s 
request, which makes it difficult for the user to search necessary information. It is 
common that users want to search for information on a fast and efficient way while 
avoiding the irrelevant information to be processed that can be time-consuming. 
Many researches proposed efficient search of information. Some developed an intelli-
gent agent for searching of information on the Internet and introduced cooperative 
multi-agents for searching of information. A push and pull method of information 
provides an efficient utilization of network resources [4]. 

Moreover, existing researches use typical agent architecture for searching informa-
tion from information resources that operate independently and are dependent to each 
platform [1][2]. The communication and cooperation of agent are inefficient. Conse-
quently, the reliability of information that is gathered in the distributed environment 
becomes low. Many researches study neural network and it is widely used in research 
task. One example is an agent which uses neural network that improves the accuracy 
and reliability of information, but has a longer processing time [5]. 

In order to solve these problems, we proposed an information search multi-agent 
system. The proposed system use CORBA to provide relevant information to users 
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and transparency of the system. The broker agent creates agency which communicates 
with the multi-agents to provide information. Internet Inter-ORB Protocol (IIOP) is 
used for the communications of multi-agent to send multiple packages of messages. In 
order to acquire accurate information, neural network and fuzzy technique are used. 
In addition, it uses filtering of the clustered data to reduce processing time. An agent 
which does the push service and manages the large resources in the distributed envi-
ronment is also presented. The goals of the agent are to have an efficient resource 
management and provide fast processing of information. 

2   Related Works 

Information search in the Internet is a popular topic of research which includes reli-
ability and efficiency. We gathered some related issues about neural networks and the 
multi-agents and discuss these in the following subsections. 

2.1   Neural Networks 

A neural network is an interconnected group of artificial or biological neurons. It is 
possible to differentiate between two major groups of neural networks. It is applicable 
in every situation in which a relationship between the predictor variables or inputs and 
predicted variables or outputs exists, even when that relationship is very complex and 
not easy to articulate in the usual terms of correlations. A few representative examples 
of problems to which neural network analysis has been applied successfully are in 
finance, medicine, engineering, geology and physics. There are a lot of researches 
which uses the neural network in information search. Two different approaches com-
bining fuzzy genetic algorithms and the preprocessing stage of classification called 
feature selection is used for the information retrieval [1] where the processed docu-
ment is rank by relevance of the information. A fuzzy clustering based on mobile 
agent is used for information search [5]. Here, a search mechanism based on ontology 
using a mobile agent to increase the accuracy rate of information is used. A coopera-
tion of multi-agent is used to provide a reliable search mechanism in the distributed 
system [6]. 

2.2   Multi-agent 

A multi-agent system (MAS) is a system composed of several agents, capable of 
mutual interaction. The agents are considered to be autonomous entities such as soft-
ware programs or robots. Their interactions can be either cooperative or selfish. That 
is, the agents can share a common goal or they can pursue their own interests. An 
intelligent information retrieval (IIR) agent is one of a solution to the information 
overloading [2]. The multi-agent system identifies the desirable features of an IIR 
agent, including intelligent search, navigation guide, auto-notification, personal in-
formation management, personal preferred interface, and tools for easy page-reading. 
An information filtering approaches that are distributed with respect to knowledge or 
functionality, to overcome the limitations of single-agent centralized information 
filtering [3] is used. Large-scale experimental studies like in the Text Retrieval  
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Conference (TREC) are also presented to illustrate the advantages of distributed filter-
ing as well as to compare the different distributed approaches. 

3   Intelligent Information Search Agent (IISA) System 

We proposed an Intelligent Information Search Agent (IISA) System, which is an 
information search system that produces more accurate information and process the 
information intelligently. Figure 1 presents the architecture of the proposed agent 
system which consists of three classes. These classes are interface agent, broker agent 
and resource agent. 

   

Fig. 1. Architecture of Intelligent Information Search Agent System 

The interface agent which is a primary class takes charge of the input of the user 
for request of search. The resource agent manages the information resource contents. 
It collects information which is necessary and then sends it to broker agent for ex-
tracting the information. The broker agent acts as medium of communication between 
the interface and resource agent which manages the task of other agents and commu-
nicates by query language. In order to respond to the request of the user, the interface 
agent manages the request for information. The interaction of resource agent and 
broker agent leads to providing relevant information to the user. 

3.1   Interface Agent of IISA 

The interface agent interacts with the user and the IISA system. The inputs for the 
interface agent are the request of the user for information and then it stores the log 
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information of the user. After the interface agent process the request of the user then it 
shows the result of the process as output. The user’s requests, interests and log  
information are delivered to broker agent and it processes the query of the user. The 
proposed system includes a resource agent that uses a data mining technique to gather 
the relevant data. The information which gets from the broker agent will be presented 
in a message format or graphical form to become easy to understand by the user. 

3.2   Resource Agent of IISA 

Resource agent manages the sources of information in the distributed environment. In 
order to gather the relevant and updated information, it uses the user log information 
of the interface agent. This log information is delivered to resource agent and it 
searches updated information about the previous log information. Then, the resource 
agent pushes the updated information to the broker agent. This is stored by the broker 
agent in the management table. Also, the resource agent does the resource monitoring 
in the dynamic distributed environment. 

3.3   Broker Agent of IISA 

Broker agent solves the heterogeneity and improves the transparency of the distrib-
uted environment by using CORBA architecture. One of the important goals of broker 
agent is to interact with the multi-agent to provide more reliable information. The 
broker agent creates an agency in order to communicate with the multi-agent agency 
(MAA). Figure 2 presents the broker agent architecture. After creating the agency, it 
performs the data mining using Fuzzy Neural Clustering (FNC). Figure 3 presents the 
process of extracting the information by using the FNC and filtering. In the first proc-
ess, the fuzzy clustering is performed. The next process is filtering the clustered data 
by selecting the more interesting data with the user’s request. This eliminates irrele-
vant data and improves the efficiency to extract information. The last process is using 
the neural network on the filtered data. This uses the self-organizing maps (SOM) to 
learn from data and then provide information. SOM is a good method to learn from 
data and to provide information but time processing is longer so we use filtering proc-
ess to make it more efficient by not adding the irrelevant data in SOM. This approach 
reduces the processing time. 

 

Fig. 2. Architecture of Broker Agent 
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Fig. 3. NFC and filter processing of data 

Agency. The agency is used for interaction of the multi-agent to provide data and 
mining process to produce information. The multi-agent interacts with the agency and 
it uses NFC and filtering processes. All information is stored in a stack which is the 
management table. This information will be accessed by the interface agent in case 
the user request for information. 

FNC and Filtering. We present a technique using FNC and filtering of data. Our 
proposed algorithm enhances the speed of processing compared with the other exist-
ing information search technique that uses neural network. Figure 4 illustrates the 
architecture of the FNC and filtering. First, we use the Fuzzy C-Means (FCM) which 
is the second layer of the architecture of FNC. After the FCM, we filter the clustered 
data which occurred between the second layer and third layer. SOM is presented from 
the third layer until the fifth layer which is used to learn from the data and process it 
into information. In Equation 1 until Equation 5, we present the formula for fuzzy 
clustering. Equation 6 presents the formula of filtering the clustered data to be proc-
essed in SOM. 

 

Fig. 4.  Architecture of FNC 
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Fig. 5. Algorithm for FNC and filtering 
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(2) 
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Procedures for FNC and Filtering: 
1. Input value of the user by requesting the information 
2. Fuzzy clustering using FCM 
3. Filtering of the clustered data 
4. Result of third procedure is gathered to be processed in SOM for learning of 

data 
5. Calculates the weight value in the hidden layer of the SOM 
6. Repeat the fifth procedure in the next hidden layer 
7. Update the weight value from the result of the sixth procedure 
8. Repeat fifth to seventh procedure until the weight value is more than the 

critical value. If the weight value is lesser than the critical value then end the 
procedure. 

4   Performance Evaluation 

The simulation environment of the proposed system consists of multi-agent and it has 
object modules for agency. These multi-agents provide information processing 
through the interaction to each other. To perform the heterogeneity of the system, we 
use the Solaris 9 and Windows XP operating systems. The information processing is 
done in the heterogeneous environment by using different operating systems and uses 
the Visibroker software by Borland which follows the OMG CORBA standards. The 
programming languages used in the development of the multi-agents are Java and 
C++. Figure 6 presents the system simulation environment. 

 

Fig. 6. System simulation environment presented in Borland management console   

4.1   Results of Simulations 

The simulation used 10 nodes for information processing and we calculate the proc-
essing time and accuracy of the information. In Figure 7 we present the result of proc-
essing time that has a filter variable set from 0.2 until 0.8. It is observed that when 
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increasing the filtering value, the processing time will also increase. In Figure 8 we 
present the result of the accuracy of the information by changing the filtering value in 
the same manner in Figure 7. To provide more accurate information and to process 
the information faster, we found the best value of filtering that has at least 80 percent 
accuracy of information and lesser processing time. Based on the graphical result, the 
filtering value of 0.5 has satisfied these conditions and will be used for comparison of 
the other algorithm. 

 

Fig. 7. Results of processing time 

 

Fig. 8. Results of accuracy of information 

We compared our proposed algorithm with SOM and F-NFC. We assumed that the 
number of nodes is the number of the multi-agents. The simulation used 100 nodes 
to process the information, setting up the learning rate to 0.5 and perform 100 times 
of looping value that was applied in all methods. We set the filtering value of the 

The result of processing time by changing the 
filter value 

The result of accuracy of information by 
changing the filter value 

Filter value (Fw)



152 S. Yi et al. 

FNC to 0.5. The result of the simulation is illustrated in Figure 9. The graphical 
results show that the FNC with filtering has the fastest processing time comparing 
with the three other methods. It was also observed that increasing the number of 
nodes will dramatically increase the processing time in SOM and F-NFC because it 
does not support filtering of data while NFC has lesser processing time because of 
filtering. 

 

Fig. 9. Comparison result of the processing time by the methods 

5   Conclusions 

The multi-agent system provides transparency and accuracy service to the user 
through the interaction with multi-agent in the distributed environment. In addition to 
multi-agent interaction supports satisfaction of the users by providing more reliable 
information and faster information processing service. 

In this paper, we used CORBA for the multi-agent interaction to solve the  
heterogeneity of the distributed environment. Also, we proposed a method of NFC 
with filtering that solved the problems of the existing research which has longer 
processing time using neural networks. The result implies that using our proposed 
algorithm can increase the reliability of the information processed and reduced the 
processing time of the search. The resource agent gathers resources in the distrib-
uted environment and performs the data mining. These data are pushed to the broker 
agent and it creates an agency which interacts with the multi-agent and process the 
data using the NFC with filtering method. All information is stored in the manage-
ment table and the user can access the information needed from the management 
table. 

The result of the proposed system simulation is evaluated over 80 percent accuracy 
of information, which is similar to other existing research but has reduced the proc-
essing time and is more effective in case the number of nodes increase. 

This research uses an interaction of multi-agent and it applies to the information 
search system. The future works will be focused on the push service and management 
table. 
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