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Preface

This book is based on the best papers presented at the 7th Conference on Ar-
tificial Evolution, EA 2005, held in Lille (France). Previous EA meetings took
place in Marseille (2003), Le Creusot (2001), Dunkerque (1999), Nimes (1997),
Brest (1995), and Toulouse (1994).

There were 78 submitted papers, of which 27 were selected for presenta-
tion. They cover all aspects of artificial evolution: genetic programming, machine
learning, combinatorial optimization, co-evolution, self-assembling, artificial life
and bioinformatics.

In addition, the program included an invited talk by David Corne on “Evolu-
tionary Computation in Bioinformatics: How to Save Lives and Make Scientific
Breakthrough.”

Thanks to the Organizing Committee and the Steering Committee for their
hard work.

All the submissions were reviewed by at least three members of the Program
Committee. I am very grateful to the members for their conscientious work.

We take this opportunity to thank the different partners whose financial and
material support contributed to the success of the conference: Polytech’Lille,
Université des Sciences et Technologies de Lille, INRIA, AFIA, CNRS, Région
Nord-Pas-De-Calais, ROADEF, and EA association.

Finally, I wish to thank all the authors who submitted papers, and the au-
thors of accepted papers for sending their final versions on time.

January 2006 El-Ghazali Talbi
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Mohamed El Bachir Menäı, Mohamed Batouche . . . . . . . . . . . . . . . . . . . 155

Analysing Co-evolution Among Artificial 3D Creatures
Thomas Miconi, Alastair Channon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Self-assembling

A Critical View of the Evolutionary Design of Self-assembling Systems
Natalio Krasnogor, Graciela Terrazas, David A. Pelta,
Gabriela Ochoa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

Algorithmic Self-assembly by Accretion and by Carving in MGS
Antoine Spicher, Olivier Michel, Jean-Louis Giavitto . . . . . . . . . . . . . . . 189

Evolutionary Design of a DDPD Model of Ligation
Mark A. Bedau, Andrew Buchanan, Gianluca Gazzola,
Martin Hanczyc, Thomas Maeke, John McCaskill, Irene Poli,
Norman H. Packard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

Artificial Life and Bioinformatics

Population Structure and Artificial Evolution
Arthur M. Farley . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213



Table of Contents XI

Outlines of Artificial Life: A Brief History of Evolutionary Individual
Based Models

Stefan Bornhofen, Claude Lattaud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

An Enhanced Genetic Algorithm for Protein Structure Prediction
Using the 2D Hydrophobic-Polar Model

Heitor S. Lopes, Marcos P. Scapin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

Incorporating Knowledge of Secondary Structures in a L-System-Based
Encoding for Protein Folding

Gabriela Ochoa, Gabi Escuela, Natalio Krasnogor . . . . . . . . . . . . . . . . . . 247

Advances

The Electromagnetism Meta-heuristic Applied to the
Resource-Constrained Project Scheduling Problem

Dieter Debels, Mario Vanhoucke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Applications of Racing Algorithms: An Industrial Perspective
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Santa Fe Trail Hazards

Denis Robilliard, Sébastien Mahler, Dominique Verhaghe, and Cyril Fonlupt

Laboratoire d’Informatique du Littoral,
Université du Littoral-Côte d’Opale,
BP719, Calais Cedex 62228, France

Abstract. This paper focuses on methodological problems associated to
the famous Santa Fe Trail (SFT) problem, a very common benchmark for
evaluating Genetic Programming (GP) algorithms, introduced by Koza
in its first book on GP. We put in evidence the difficulty to ensure fair
comparisons especially with new genotype representations as found in
works on grammar-based automatic programming, such as Grammatical
Evolution, and Bayesian Automatic Programming. We extend a work by
Langdon et al. by measuring the effort to solve SFT by random search
with different time steps limits and a reduced but semantically equivalent
function set.

1 Introduction

The Santa Fe Trail (SFT) problem was inspired by Jefferson et al. Genesys–
Tracker system [1] and was first formally described and used as a Genetic Pro-
gramming (GP) benchmark by Koza in its seminal book [2] and also in [3]. This
problem can be briefly stated as finding a command program for a robotic ant
such that the ant retrieves a maximum number of food pellets forming a trail
with gaps and turns on a toroidal grid. This problem has become quite popular
as a benchmark in the GP field and is still repeatedly used, despite (or perhaps
because) it has been shown by Langdon and Poli that GP does not improve
much on pure random search [4, 5].

We focus on several recent works exploring two grammar-based automatic
programming paradigms, Grammatical Evolution (GE) and Bayesian Automatic
Programming (BAP). In recent papers introducing these techniques, their effi-
ciency against GP was measured on the SFT benchmark among other tests.
We show that the setup of these SFT experiments includes small changes in
the benchmark definition, having great consequences in solving the problem, up
to the point that comparisons with GP are called into question. However some
legitimate changes should be acknowledged when using the Santa Fe Trail bench-
mark with new automatic programming paradigm. We also compute the effort
to solve SFT with various time steps limits and a reduced function set.

The rest of the paper is organized as follows: after recalling the initial def-
inition of the SFT in Section 2, we briefly present GE, BAP and their imple-
mentations of the SFT in Section 3. In Section 4 we emphasize the differences
in experimental conditions introduced by these works, and how it relates to the
difficulty of the problem. Conclusion are drawn in Section 5.

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 1–12, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Santa Fe Trail and Genetic Programming

2.1 Presentation of the Problem

In this section we recall the basics of the SFT benchmark as it appeared in [2, 3].
It consists in generating a control program for a virtual ant robot to find the
maximum number of food pellets along an irregular trail on a toroidal grid.
The ant has only a limited perception of its environment. This is modeled by
a binary if-food-ahead conditional operator, that executes its first argument
only if the ant senses food on the neighboring cell in the direction it is facing,
or else executes its second argument. The ant can also move in its environment
by doing a 90 degrees rotation to the left or to the right, or by moving one grid
cell forward. Each move operation and each turn operation consumes one time
step. During the simulation of the ant foraging behavior, this control program is
iterated until a fixed number of time steps is exhausted. In a few words, the less
the number of time steps, the more “clever” the program should be to retrieve
the maximum amount of food.

To solve this problem with GP, Koza used his well-known Lisp-like parse tree
representation for programs, incorporating the set of functions:

– In [2]: { if-food-ahead, progn2, progn3 }
– In [3]: { if-food-ahead, progn }

where progn is the sequence operator that simply executes its arguments in
order, from left sibling to right sibling, and progn2, progn3 do the same with a
limitation of respectively 2 and 3 siblings.

The set of terminals, to implement the basic motion of the ant, was:

{ left, right, move }

Koza said he arbitrarily fixed to 400 the amount of available time steps.
Mutation was not used, fitness proportionate copy and crossover were used with
respective ratio of 10% and 90%. Initial solutions were limited to depth 4, and
crossover was also limited to produce at most depth 15 individuals. Different
population sizes were tried such as 500, 1000, 2000 and 4000, and these were
refined for 50 generations (not counting generation 0). We will call this setting
SFT. Notice that Langdon and Poli in [4] set the maximum time limit to 600
steps, assuming a possible mistype in the original Koza’s paper.

3 Two Context Free Grammars GP Variants

In this section we briefly present two variants of GP, Grammatical Evolution
and Bayesian Automatic Programming. A detailed description of these two tech-
niques is out of the scope of this paper, and we only sum-up their basic principles,
in order to introduce their genotype representation based on integer codons string
and their mapping process for translation of genotype codons string to phenotype
programs through derivation rules in a Backus Naur Form (BNF) grammar.
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3.1 Grammatical Evolution Paradigm

One GP variant that has been tested many times on the SFT benchmark is
the Grammatical Evolution (GE) system from O’Neil and Ryan [6, 7]. Several
studies have been published dealing with this paradigm, notably [8, 9, 10], and
the SFT experiments with GP comparisons appear in [6, 11, 7, 12].

In GE, a genotype is a string of integers (called codons), and before an
individual can be evaluated it must be translated into a program. Codons are
parsed from left to right and each one is used to make a choice between available
derivation rules in a BNF grammar, beginning with the grammar start symbol.
The choice of the derivation for a given symbol is done by taking the integer
codon modulo the number of available rules (obviously, this introduces some
bias depending whether the codon range is divisible by the number of rules and
this has been addressed in [8]). The process is continued until every grammar
variable has been derived in terminal symbols. The resulting string of terminal
symbols is the phenotype program, and it is evaluated in the usual GP way. If
there are unused codons when derivation is complete, these are simply ignored,
and in case there are not enough codons, the translation process wraps over to
the beginning of the genotype. If the derivation is not complete after 10 wrapping
operations, then the individual is considered invalid and gets a very low fitness.

Table 1. An overview of the GE decoding scheme

(0)
(1) 101 101 mod 2 = 1

(1)

40 mod 2 = 0
50 mod 2 = 0
93 mod 1 = 0
91 mod 2 = 1
36 mod 3 = 0
1 mod 2 = 1
246 mod 3 = 0
17 mod 2 = 1
49 mod 3 = 1
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This wrapping mechanism can be avoided, notably with a refined strategy for
initializing the population as suggested in [12].

Table 1 gives the grammar used in [12] to implement the SFT, which will
be denoted SFT-GE. In this table, we also give an example derivation from
genotype to phenotype.

3.2 Bayesian Automatic Programming Paradigm

Bayesian Automatic Programming (BAP) has been recently introduced in [13],
where it is evaluated on a regression problem and on the Santa Fe Trail. BAP
proposes to tackle the task of automatic programming via the use of an Esti-
mation of Distribution Algorithm (EDA), namely a Bayesian network. Working
with integer codons strings, BNF grammars and derivation trees in the same way
as Grammatical Evolution (see details in section 3.1), BAP trains a Bayesian
network to learn the statistical correlations between codons in promising solu-
tions. A Conditional Probability Table (CPT) is built using the standard K2
algorithm from a fitness-biased selected subset of the population, and then this
CPT table is used to generate a new population of candidate solutions, this whole
generation process being iterated as in GP. Notice that this is not the first at-
tempt at using some sort of EDA for automatic programming, see also [14] for
example.

So BAP uses the same representation as GE and needs a grammar to im-
plement the SFT. This grammar is given in Table 2, and will be denoted
SFT-BAP. The BAP paper also refers to a GP function set for SFT, which is re-
ported as: {if-food-ahead, left, right, move} without detailing the sequence
operator.

Table 2. The SFT-BAP grammar used in the BAP versus GP experiment

4 Analysis and Discussion of SFT Variants

4.1 Representation Bias Versus Program Semantic

As seen above there is a small disagreement between the two 1992 Koza’s pub-
lications, whether one should use progn or rather progn2 and progn3. We
argue that this difference in representation does not bear on the ant control
possibilities:
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– it could affect the chances to evolve successful solutions, as the space of
program trees explored is not the same: this is a representational bias;

– it does not affect the ant control, since any progn subtree can be exactly
translated using progn2 and progn3 operators and reciprocally, preserving
the semantic of the program. More formally, if we call respectively A and B
the search spaces associated to these two versions of the benchmark, we can
find a surjective mapping preserving program semantic both from A to B
and from B to A.

Thus we can say that these two versions of the Santa Fe trail have different
biases in searching two spaces of program trees with equivalent semantic.

4.2 Expressiveness of SFT-GE and SFT-BAP Grammars

A close observation of Table 1 shows that the expressiveness of the SFT-GE
grammar differs from what can be achieved by combining the terminal and func-
tion set from SFT. It is not possible to have a sequence of several instructions
embedded in an if-food-ahead statement like for example:

if-food-ahead { move right } else { right move move}

Thus there is no surjective mapping preserving semantic from the SFT-GE
to the SFT search spaces: if all SFT-GE programs have a translation in the SFT
framework, no all SFT programs have a translation in the SFT-GE grammar.

On the opposite, the SFT-BAP grammar allows sequences of instructions
everywhere an op instruction can appear, notably inside an if-food-ahead
statement. Any SFT program can be translated into an semantically equiva-
lent SFT-BAP derivation, and the converse is also true. We conclude that the
SFT-BAP and SFT search spaces are semantically equivalent, while the SFT-GE
grammar defines a related but different benchmark.

4.3 Assessing the Difficulty of SFT-GE Benchmark

Some clues about the importance of changes in the SFT-GE search space can be
obtained by comparing how GE solves the problem with the SFT-GE and SFT-
BAP grammars. This was done with the maximum allowed time steps limits
to retrieve the food ranging from 400 to 700 by increments of 50 time steps.
We used the cumulative success frequency (or cumulative probabiliy of success),
introduced in [2], computed on 100 runs with other parameters identical to [7].
The precison of this measure has been questionned notably by [15], but it will
be enough here to indicate the general trend. Results are displayed on Figure 1.

Notice that when using grammar SFT-GE no perfect solution to this problem
have been found up to and including 600 time steps in our experiments, and
almost all GE publications do indeed refer to a maximum allowed of 615 time
steps that differs from both Koza or Langdon’s settings (the GE limit is reported
as 600 time steps only in [7], a possible mistype).

To assess more precisely the difficulty of this new SFT-GE benchmark, we
tried to solve it by generating random strings of codons:
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Fig. 1. Comparison of the GE system performance using 2 grammars SFT-GE and
SFT-BAP with several time steps limits to retrieve the food

– as we are not supposed to know in advance the size of a typical perfect
solution, we generate strings in a range of length from 3 to 102 codons;

– for every size in the interval, we generate 250 random solutions;
– we test if we obtain a perfect solution with, and without the GE wrapping

mechanism, using 615 time steps;

We also try a small variation of SFT-GE: in the second possible derivation of
the first rule, we swap the line and code variables. This first rule then becomes:
code ::= line | line code, and we call SFT-GEBIS this new grammar. This will
allow us to test the sensitivity of grammar-based systems.

Within these settings, we can compute a kind of cumulated success frequency
(CSF), as if we were doing a GP run of 100 pseudo-generations: a pseudo-
generation is a random draw of 250 individuals with a given solution size, and
the next pseudo-generation increases the size by 1 codon. If a perfect solution
is found, the run is stopped and a success is counted for that pseudo-generation
size. The whole run is repeated 100 times to obtain the usual CSF plot in Fig. 2.

There are two main observations on this plot:

– the problem is rather easy, since a random search can have a CSF of about
29% when using the same maximum number of evaluations as the GE ex-
periment;

– when wrapping is on, the small change between these two grammars imply
a noticeable change in the difficulty.

We compute the so-called effort defined in Koza [2]: let p be the probability of
finding a solution, the number of evaluations needed to ensure we find a solution,



Santa Fe Trail Hazards 7

Fig. 2. Randomly solving the benchmark defined by grammars SFT-GE and SFT-
GEBIS

Fig. 3. Effective length versus actual length for SFT-GE and SFT-GEBIS random
solutions

with probability at least 1− ε, is: Effort = − log(ε)/p. We have drawn 2, 500, 000
independent solutions with sizes from 3 to 102, and obtained 37 perfect solutions
with wrapping. This gives an effort of around 310, 000 for our random search to
solve SFT-GE with a 99% confidence.

A possible hint for the gap in performance between SFT-GE and SFT-GEBIS
with wrapping may be given by the difference in average effective length of
solutions (remember all codons are not always used). As it is shown in Figure 3,
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random SFT-GE solutions with wrapping have a slightly greater average length,
and this certainly allows to explore a more promising part of the search space.
The mapping process in combination with wrapping is also at the origin of
the quite astonishing “stair” effect that can be observed on Figure 3: the bias
introduced in the sampling of programs is rather complex and hard to foresee
using the grammar alone.

4.4 Semantic Equivalence Is Not Enough

Even when the competing heuristics work on semantically equivalent search
spaces, as is the case between SFT-BAP and SFT, a matter of concern raises
from the different probabilities of randomly sampling a given tree. This impinges
the run at least during the random initialization phase, between grammar-based
systems using the SFT-BAP grammar and standard GP “grow” or “ramped half
& half” mechanisms, but also during the evolution which is a stochastic pro-
cess:

– through random mutation;
– through crossover in GP and GE, since crossover points are chosen at ran-

dom; moreover in the GE scheme exchanged codons are often interpreted
differently in their new context, and it can also be seen as a kind of random
sampling;

– through the BAP generation phase, where the new population is drawn ran-
domly with the biases obtained from the Bayesian network;

Sampling biases are of course a well-known cause for different search perfor-
mances, and such discrepancies are certainly very hard to avoid in many cases,
but above all it can fairly be argued that these are indeed desirable, because
new paradigms are designed precisely to introduce new biases in the exploration
process. Then a refined definition of the SFT could state that:

“The search space of programs must be semantically equivalent to the
set of programs possible within the original SFT definition”.

This would be enough to discard the SFT-GE grammar and keep the SFT-
BAP one.

But then, if a new paradigm such as SFT-BAP is allowed to change the ex-
ploration bias, presumably to its best, one must also seek to give GP a good bias
if both are to be compared. As can be seen on Figures 4, 5 and 6, simply drop-
ping the progn3 statement from the function set gives a much more favourable
bias to random search and to GP, while the search space remains semantically
equivalent to the original SFT. From Figure 6, and from the plots and the ref-
erence to Koza appearing in [13], we can suppose that both progn2 and progn3
were used in their BAP versus GP experiment, in which case GP performance
was not measured at its best.

One can also notice that the ramped half and half random search effort
on Figure 4 incurs a sudden and dramatic drop when the time steps limit is
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pushed from 600 towards 615 steps. The 15, 000, 000 programs already reported
by Langdon et al. in [5] drops to around 2, 400, 000 with progn3, while it moves
from 6, 000, 000 to 620, 000 with progn2 alone. This seems to be a sensitive
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parameter in this range of values, even if there is no significant difference in the
way GP solves the problem as illustrated on Figure 6.

5 Conclusion

This paper shows how references to an a priori standard benchmark, the Santa
Fe Trail, can indeed cover different settings associated to various difficulty levels,
up to the point where comparing results is impossible. Let us say that this
problem is more likely to be encountered when the new paradigm to be tested
does not allow a straight re-use of fundamental concepts such as genotype and
phenotype representations, as it was the case in grammar-based systems due to
the translation phase via the derivation rules.

In the meantime, new paradigms also question whether some previously de-
fined parts of a benchmark should be considered as open to legitimate changes,
somehow contributing to define the search space associated to the problem. We
think it is the case when tackling the SFT: from a problem-oriented point of
view, it is enough to preserve the semantic of programs, whatever the biases
introduced by the representation. In turn, when comparing search methods with
different biases, it is of course necessary to push all competing heuristics to their
best and this may imply at least to drop the progn3 statement from the GP
function set.

Re-visiting some recent works, we have shown that the SFT-GE grammar
define a search space that is different from the SFT one, contrary to the SFT-
BAP grammar which is a fair equivalent as far as the semantic of programs
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is concerned. We have pointed at the sensitivity of the grammar choice when
wrapping is allowed for GE. The work from Langdon et al. has also been extended
by computing the effort with the sequence operator progn2 alone, and showing a
sudden drop in the effort needed to solve SFT with ramped half and half random
search when the time limit moves from 600 to 615 steps.
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Size Control with Maximum Homologous
Crossover

Michael Defoin Platel, Manuel Clergue, and Philippe Collard

Laboratoire I3S, CNRS-Université de Nice Sophia Antipolis

Abstract. Most of the Evolutionary Algorithms handling variable-sized
structures, like Genetic Programming, tend to produce too long solutions
and the recombination operator used is often considered to be partly re-
sponsible of this phenomenon, called bloat. The Maximum Homologous
Crossover (MHC) preserves similar structures from parents by aligning
them according to their homology. This operator has already demon-
strated interesting abilities in bloat reduction but also some weaknesses
in the exploration of the size of programs during evolution. In this paper,
we show that MHC do not induce any specific biases in the distribution
of sizes, allowing size control during evolution. Two different methods
for size control based on MHC are presented and tested on a symbolic
regression problem. Results show that an accurate control of the size is
possible while improving performances of MHC.

1 Introduction

One of the major research areas in Genetic Programming (GP) is the manage-
ment of the size of programs. Indeed, the “natural” trend of GP systems is to
quickly increase the size of individuals until they reach the maximum allowed
size, a phenomenon commonly known as bloat.

1.1 Bloat

This uncontrolled growth of programs is one of the weaknesses of GP as a
problem-solver: resources needed by the system to address a problem are not
adapted to the difficulty, the system consumes all the resources provided, lead-
ing generally to a waste of computing time and memory. Moreover, this behav-
ior may dramatically influence the efficiency of the system in terms of solution
quality and it works against the assumption [14] that between two equally fit
programs, we should retain the smaller, which is often more robust and more
evolvable.

Many authors have proposed explanations for bloat. To name a few, Al-
tenberg [1] notes that bloat arises during evolution as the population attempts
to protect useful subtrees from the crossover effects. This is the protection hy-
pothesis. On the other hand, in [8], Langdon and Poli argue that fitness causes
bloat. The idea is that the search starts from short genotypes with a given fit-
ness. Then after a while, since the chance of finding better solutions is low, the

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 13–24, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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process becomes neutral and only equally fit solutions can be retained. But the
search space contains many more long genotypes than short ones with the same
fitness. This is the drift hypothesis. We note that recent work on Exact Schemata
Theorems [14] tends to confirm this hypothesis, while giving a theoretical expla-
nation for bloat. In [16], authors give another explanation for bloat by pointing
out the asymmetric effects on the fitness of subtrees deletions and insertions.
Indeed, they show that when a subtree is removed, the effects on the fitness
depend on its size (strong effects for large subtrees) but not in case of a subtree
insertion. This is the removal bias hypothesis. Another important aspect of the
bloat problem is the presence in programs of inviable code, called the introns.
Most of bloat theories suggest that the phenomenon is due to the propagation of
introns. However, some interesting work [9][10] tends to contradict the introns
hypothesis.

Various methods have been investigated to solve the size problem. Maybe the
widespread idea to control the size, is tomodify thefitness ofprogramsand so the se-
lectionprocess. For examples,we canquote : the variable fitness [17], the parsimony
pressure [16], the multi-objective evaluation [5] and the Tarpeian method [12]. An-
other way to tackle the size control problem is based on specific genetic operators,
in particular more homologous crossover operators, [13] and [4].

1.2 Maximum Homologous Crossover

The Maximum Homologous Crossover (MHC) [7] is a recombination mechanism
mimicking natural crossover that maximally preserves homology between par-
ents. The MHC ensures that the genetic material exchanged during crossover is
chosen, according to an edit distance1 , in the most dissimilar regions of parents,
and so leaves unchanged their nearly identical parts, ie the homologous regions.
Thus, offspring can not be very different from their parents.

MHC was originally designed for Linear GP (LGP), where programs are se-
quences of instructions of an imperative language (C, machine code, . . . ). Our
study is based on a stack-based GP implementation [11] and [3], where a se-
quence of instruction is evaluated using an operand stack. Figure 1 gives an
example of MHC recombination between two programs Px and Py in stack-
based representation. We see that during Step 1, an alignment (P x, P y) of the
two parents is computed, see [7] for details, to identify homologous regions. We
note that aligned programs may contain some gaps (ε) and that they always
have the same size. Thus, a crossover site can be chosen in (P x, P y), here at
position 5, and the classical 1-point crossover used in GA can be used, see Step
2. Finally, in Step 3, the inserted gaps are removed, producing offspring P ′

x and
P ′

y. In a previous study [6], authors have shown, on the Even-N Parity Problem,
that MHC is a less destructive operator than the Standard Crossover (SC) used
in LGP2. Moreover the performances of the two crossover operators were very
1 The edit distance corresponds to the minimal number of elementary operations (dele-

tion, insertion or substitution) required to change one program into the other.
2 In LGP, the SC operator randomly exchanges prefixes (or suffixes) between linear

sequences.
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Px Py

DIV X
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ADD DIV

X ADD
0.56 -1
MUL SUB

X
-0.10
MUL
SIN

1
=⇒

(Px, P y)
ε X
ε COS

DIV DIV
ε ADD
ε -1

SUB SUB
ADD ε

X X
0.56 -0.10
MUL MUL
ε SIN

2
=⇒

Xo(P x, P y)
ε X
ε COS

DIV DIV
ε ADD
-1 ε

SUB SUB
ε ADD
X X

-0.10 0.56
MUL MUL
SIN ε

3
=⇒

P ′
x P ′

y

DIV X
-1 COS

SUB DIV
X ADD

-0.10 SUB
MUL ADD
SIN X

0.56
MUL

Fig. 1. MHC of programs Px and Py in stack-based representation : Step 1, alignment
and Xover site selection (here 5 ); Step 2, swapping sequences ; Step 3, deletion of gaps

similar but MHC has demonstrated a significant tendency in bloat reduction.
The fact that using less desctructive operators allows a kind of reduction in
bloating behaviours tends to confirm the protection hypothesis. However, an un-
expected consequence of this size growth limitation was the need to accurately
tune initial sizes in the population. The hypothesis was that MHC is unable to
properly manage the size of individuals. In this context, the size may be viewed
as a new dimension of the search space that needs some specific operators to
be explored. Some experiments, on a flat landscape and on the Even-N Parity
Problem, have demonstrated the possibility of controlling the size of programs
using MHC.

In this paper, we investigate further, with two methods based on MHC, how
to control the size of program during evolution but also how to improve the
performances of MHC, as a fully functional recombination mechanism.

2 Size Control with MHC

In [14][15], authors have shown the biases introduced by SC in the exploration
of the size of programs. They concluded that, without selective pressure, the
distribution of the size converges toward a gamma distribution, ie SC does not
modify the average length of individuals but leads to an oversampling of shorter
programs of the search space and also to the creation of very long programs
compared to the average size. To compare the effects of SC and MHC on size
distribution, we have performed, for both crossover operators and without mu-
tatin, 200 experiments on a flat landscape with a population of 1000 individuals
during 1000 generations. The initial size of programs was randomly chosen be-
tween 1 and 50 instructions and the instruction set was defined with 10 different
symbols.

We can see, in Figures 2 and 3, the expected gamma distribution obtained
with SC, while with MHC, the distribution seems to converge much more slowly
toward a gamma distribution. More precisely, at the last generation, when SC
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is used, the most numerous programs, around 7% of the population, have only
2 instructions, while for MHC, they represent 4% of the population and have 23
instructions. So MHC is less biased than SC what explains its ability to reduce
bloat and at the same time its difficulty to explore efficiently the size dimension.

We have already mentioned that two main strategies have been investigated
to fight the bloat phenomenon. With the first one, the idea is to work on fitness
to modify the search space in order to eliminate too long programs. For exam-
ple, with the Tarpeian Method (TM) (see [12] for pseudo-code), some “holes”
are dynamically introduced in the fitness landscapes by assigning, with a given
probability, a very low fitness to programs whose size is higher than average in
the population. With the second strategy, the approach consist in designing unbi-
ased operators that prevent the creation of too long programs. For example, the
size-fair operators (cf. [4]) ensure that the amount of genetic material exchanged
during recombination is comparable between parents and so they modify little
the size of programs. In this case, the goal is to control the distribution of size
of programs that undergo the selection process. We focus on two different ways
to control the distribution of size with MHC.

Firstly, we propose to use the mutation operator to modify the average size of
programs during evolution. In our stack-based system, mutation consists either
of an insertion, a deletion or a substitution of one instruction, each operator
having its own application rate. We define an operator MHC+INSr to be MHC
combined with an insertion rate of r higher than deletion and substitution rates.
This unbalanced setting of the mutation rates must enable the system to increase
the average size of programs and so to increase the chances of visiting areas
of high performances. We note that, in [2], a similar setting was used in the
context of LGP with homologous recombination to improve performances. We
have plotted, in Figure 4, the size distribution obtained with MHC+INS1.0, ie
insertion rate equal to 1.0 and deletion and substitution rates fixed to 0.0. We
see that MHC+INSr allows a translation of the size distribution reported when
using MHC alone.
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Secondly, we propose to use SC to modify the average size of programs during
evolution. An operator MHC+SCp is defined where MHC is used to perform
recombination but with p being the probability that SC will be used instead.
Thus, MHC+SC0.5 corresponds to an equally use of both MHC and SC. We
note that in [4], authors have already speculated that judicious mixing of size-
fair and standard operators could be the best way to encourage robust problem
solving performances. We have plotted, in Figure 5, the size distribution obtained
with MHC+SC0.2. We see that MHC+SCp allows a transformation of the size
distribution reported when using MHC alone.

3 Experimental Results

3.1 Problem and Parameters Settings

In this section, we aim to verify the ability to control the size of programs on a
Symbolic Regression Problem. We choose the Poly-10 problem [12], where the
target function is the 10-variate cubic polynomial x1x2 +x3x4 +x5x6 +x1x7x9 +
x3x6x10, because it was introduced as a benchmark for the study of the TM.
In this study, the fitness is the classical Root Mean-Square Error. The dataset
contains 50 test points and is generated by randomly assigning values to the
variables xi in the range [−1, 1].

We want to compare the performance between the operators SC with TM,
MHC and the two alternatives MHC+INS and MHC+SC. For the TM, we call
n the parameter giving the probability that programs whose size is higher than
average will receive a very bad fitness. We test different value for n varying from
0.05 to 0.9. The GP system has very distinct behavior according to the operator
used, this is why to perform a fair comparison, the evolutionary parameters
tuning must be extensively investigated. For each operator and for each tuning
of the size control parameters (n, p and r), we perform 50 independent runs with
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various mutation and crossover rates. Let us notice that a mutation rate of 1.0
means that each program involved in reproduction will undergo, on average, one
insertion, one deletion and one substitution.

Populations of 500 individuals are randomly created according to a maximum
creation size of 50. The instruction set contains: the four arithmetic instructions
ADD, SUB, MUL, DIV, the ten variables X1. . . X10 and one stack-based GP
specific instruction DUP which duplicates the top of the operand stack. The
evolution, with elitism, maximum program size of 500, 16-tournament selection,
and steady-state replacement, takes place over 100 generations3. We use a sta-
tistical unpaired, two-tailed t-test with 95% confidence to determine if results
are significantly different.

3.2 Best Results

In what follows, SC stands for SC without TM (n=0), MHC+INS stands for
MHC+INS2.0 and MHC+SC stands for MHC+SC0.1. In Table 1, the best re-
sults, in terms of average fitness of the best program found, among all the pa-
rameters settings tested, are reported (crossover rate varying from 0 to 1.0 and
mutation rate from 0 to 2.0). As expected, using MHC, the system has found less

Table 1. Best Results

Xover Type Fitness Size Effective Size
SC 0.13(σ=0.03) 457.42(σ=79.07) 457.14(σ=79.25)

MHC 0.25(σ=0.05) 92.28(σ=31.39) 91.74(σ=31.45)

MHC+INS 0.14(σ=0.03) 247.18(σ=90.36) 245.00(σ=90.75)

MHC+SC 0.11(σ=0.02) 419.12(σ=96.90) 418.80(σ=96.82)

fit but smaller programs than using other operators. This is unsurprising since
the optimization of the “maximum initial size” parameter, needed by MHC (see
Section 1.2), has not been performed. Statistical analysis of the results of SC,
MHC+INS and MHC+SC shows that their average fitness does not differ sig-
nificantly. Conversely, the average size of the best solution found varies greatly.
The operator MHC+INS seems to give a good trade-off between fitness and size
since, in this case, the average size is almost 2 times smaller than with SC. We
note that an increase of the n parameter has always led to fitness degradation
for the SC operator.

3.3 Application Rates

In what follows, SC stands for SC without TM (n=0), MHC+INS stands for
MHC+INS2.0 and MHC+SC stands for MHC+SC0.1. We have gone to great
3 In a steady state system, the generation concept is somewhat artificial and is used

only for comparison with generational systems. Here, a generation corresponds to a
number of replacement equal to the number of individual in the population, ie 500.
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effort to determine the appropriate setting for each operator studied. Figure 6
depicts the average fitness of the best program found as a function of the mu-
tation rate for the best crossover rate found. In other words, each point of the
plot corresponds, for a given mutation rate, to the best result found among all
crossover rates. All operators demonstrate a similar behavior according to the
mutation rate, except for MHC+INS, which has obtained better performances
without mutation. However, we know that it performs, by construction, at least
2.0 insertions on average per individual. The use of the mutation operator is
critical but with low rates (the optimal is less than 0.4). Let us recall that a
rate of 0.4 corresponds to, on average, 0.4 mutations of each type (insertion,
deletion and substitution) per individual, so to a little more than one change
per individual.

In Figure 7, we have plotted the best results found according to the crossover
rate for a mutation rate set to 0.2. We see that SC obtains its best result with
a small crossover rate but that its performances tend to worsen when too many
recombinations are performed. On the other hand, the performances of MHC,
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MHC+INS and MHC+SC operators do not vary so much according to the
crossover rate, but with a small tendency to increase for high rates. Figure 8 rep-
resents the average size of the best program found as a function of the crossover
rate for a mutation rate of 0.2. We see that the size of the programs found using
SC, MHC and MHC+INS does not depend on the crossover rate. More precisely,
for SC, the size is limited by the “maximum allowed size” parameter, here 500 in-
structions. Whereas for MHC, the “maximum creation size”, here 50 instructions,
is the major parameter influencing size (see also Figure 9). Finally for MHC+INS,
we see that the insertion of instructions, here 2.0 on average, in each individual
of the population leads to an increase of more than 100 instructions compared to
MHC. It is obvious that in the case of MHC+INS, when no recombination is per-
formed, size control does not work (around 400 instructions) since there is nothing
to compensate the unbalanced mutation setting. Conversely, the MHC+SC oper-
ator finds programs of different sizes according to the crossover rate. This means
that the size of programs does not depend only on the proportion of MHC and SC
(the parameter p) but rather on the number of SC recombinations performed per
generation, which increases with the crossover rate.
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3.4 Fitness vs Size Trade-Off

In order to visualize the fitness vs size trade-off, we have plotted, in Figure 10 a
scatter plot of the average fitness and the average size of the best solutions found.
Each point corresponds to one of the setting of the parameters (of both mutation
and crossover rates) tested in this study. Lines connecting points depict the
Pareto frontiers. We can see that the trade-off between size and fitness differs for
the four operators. We see that when SC with n=0 or MHC are used, variations
in the size dimension are very small. On the other hand, frontiers for SC with TM
and for both alternatives of MHC cover larger ranges in the fitness vs size space.
However, excepted for SC with n=0.9 that gives the shorter programs, the size
control methods using MHC report better trade-off than SC with TM. Let us
recall that results presented here do not correspond to a multi-objective approach
since our goal was not to minimize, in words of Pareto optimality, both size and
fitness criteria. We next investigate further the influence of the parameters r and
p on fitness and size for both MHC+INSr and MHC+SCp operators. We have
performed some specific experiments with a mutation rate of 0.2 and a crossover
of 0.80. Figures 11 and 12 show the variations of, respectively, the average fitness
and size of the best program found as a function of r for MHC+INSr. We see that
the insertion of instructions, controlled by r, always leads to an improvement in
fitness but that for r greater than 2.0, no gains can be obtained. The average
size is strongly correlated to the parameter r and all the allowed sizes in the
search space can be reached. Compared to the performances of MHC, using
MHC+INS2.0, we obtain programs around two times more fitter but also two
times bigger (see Table 1 above).

Figures 13 and 14 show the variations of, respectively, the average fitness
and size of the best program found as a function of p for MHC+SCp. We see
an improvement of the fitness, compared to MHC and SC, for all the values
of p. This means that the combination of both MHC and SC performed better
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than when MHC and SC are used separately. However the size of the programs
increases quickly with parameter p and seems to reach the maximum size when
p is greater than 0.5. Moreover, we note a minimum of the fitness curve, when
p is equal to 0.2. This implies that the p parameter must be carefully fixed. In
the size control context, we can define, for the Poly-10 problem, a “region of
interest” of the MHC+SCp operator for p in the range [0,0.2].

4 Conclusion and Perspectives

Contrary to SC, MHC do not induce any specific biases in the distribution of
sizes and so an accurate control of the distribution during evolution is possible
and have to be investigated.

In this paper, two methods for controlling the distribution with MHC are
introduced and tested. The first one, called MHC+INSr, where MHC works in
conjunction with the mutation operator, directly modifies the number of genes in
the population, ie the total amount of available instructions. In the second one,
called MHC+SCp, the MHC works in conjunction with SC to allow the creation
of much bigger programs than the average size in the population. As expected,
we note a significant increase in the average size and in the average fitness of the
solution found. This reinforces our first assumption: to be efficient with MHC,
the size of programs has to be explored as a new dimension of the search space.
Nevertheless, the two methods presented here are static and so require a specific
tuning that may depend on the problem addressed. Hopefully, the first steps in
the study of size control methods, and more generally of MHC behavior, allow
us to believe that dynamic control of the size is possible, according to some
exogenous or endogenous properties.

MHC understanding, thanks to experimental results, is improved. For various
benchmarks, the performance of this operator is equivalent but with an accurate
management of the size. Future work should consist in a study of much more
complex problems and then to real-world applications where an uncontrolled
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growth of the size of programs is a strong limitation for GP. For this purpose,
the use and design of new dynamic methods for size control with MHC, tak-
ing into account some exogenous or endogenous additional informations, will
undoubtedly be required.
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Abstract. This work proposes a new rule pruning procedure for Ant-Miner, an 
Ant Colony algorithm that discovers classification rules in the context of data 
mining. The performance of Ant-Miner with the new pruning procedure is 
evaluated and compared with the performance of the original Ant-Miner across 
several datasets. The results show that the new pruning procedure has a mixed 
effect on the performance of Ant-Miner. On one hand, overall it tends to 
decrease the classification accuracy more often than it improves it. On the other 
hand, the new pruning procedure in general leads to the discovery of 
classification rules that are considerably shorter, and so simpler (more easily 
interpretable by the users) than the rules discovered by the original Ant-Miner. 

1   Introduction 

Ant-Miner [3] is an Ant Colony algorithm that discovers classification rules in the 
context of data mining. The basic goal of data mining is to extract, from data, 
knowledge that is not only accurate but also comprehensible to the user [9], [5]. 
Knowledge comprehensibility is important because in many applications of data 
mining the user should validate and interpret discovered knowledge, rather than 
blindly trust the result provided by an algorithm. A typical example of an application 
where rule comprehensibility is crucial is medical diagnosis, where rules suggesting a 
diagnosis for a patient must be interpreted and validated by a medical doctor. 

Ant-Miner has been shown to be competitive with a well-known classification 
algorithm in [3], in experiments across several datasets. However, those experiments 
did not involve datasets with a large number of attributes, where the rule pruning 
procedure of Ant-Miner tends to be very time consuming. In order to improve Ant-
Miner’s scalability to data sets with a larger number of attributes, this paper proposes 
a faster rule pruning procedure for Ant-Miner. The proposed procedure is essentially a 
hybrid pruning procedure. It combines Ant-Miner’s original pruner with a faster 
pruning based on the information gain of individual attributes. (See [5] for a review of 
information gain in general.) The basic idea is that, if the candidate rule to be pruned 
is a long one, instead of applying Ant-Miner’s original pruner the algorithm first 
applies the faster information gain-based pruner, as a first step to reduce the rule 
length. In terms of computational cost, this first step “comes for free”, since the 
required value of the information gain is already computed by another procedure of 
Ant-Miner. Once the rule has been so reduced, Ant-Miner’s original pruner – slower 
but more effective – can be applied to the rule, further reducing its length.  
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The proposed hybrid rule pruner is evaluated across several datasets, most of them 
with more than 100 attributes. The results are evaluated with respect to the 
classification accuracy and the comprehensibility of the discovered rules.  

The remainder of this paper is organized as follows. Section 2 reviews the Ant-
Miner algorithm. Section 3 describes the proposed hybrid rule pruner. Section 4 
reports the results of computational experiments, and section 5 concludes the paper. 

2   The Original Ant-Miner Classification Algorithm 

A single ant within a colony is normally seen as a highly unintelligent individual, but 
collectively, as a colony, ants exhibit what is known as swarm intelligence. While 
ants forage for a food source they deposit on their paths a certain amount of 
pheromone, a chemical substance to which other ants are attracted. It turns out that 
over time shorter routes between two points (such as the colony’s nest and some food 
source) will have more pheromone than longer routes, because in a fixed period of 
time there will be more ants completing a shorter path than a longer path. When 
selecting between multiple paths, ants will in general be attracted to those paths with 
the highest concentration of pheromone. As a result, the ants will in general prefer to 
follow the shortest route within a network of paths, which will further increase the 
concentration of pheromones in the shortest path, attracting more ants to that path. 
Therefore, over time ants will converge and follow the shortest route within a network 
of paths. This has been shown by experiments performed by Deneubourg et al. [2]. 

Dorigo et al, inspired by this interesting behaviour of ant colonies, first developed 
Ant Colony Optimization (ACO) to solve difficult combinatorial optimization 
problems like the classic travelling salesman problem [1], [8]. This idea was then 
taken from solving optimization problems and applied in the field of data mining for 
discovering classification rules. The Ant-Miner algorithm, developed by Parpinelli et 
al. [3], is an adaptation of the ACO paradigm especially for the classification task of 
data mining. The algorithm implements the basic idea of awarding the best attributes 
(used by the ants to construct the best rules) with pheromone, which increases the 
probability of those attributes being selected by the next ants to construct other rules. 
A simple high-level pseudocode of Ant-Miner is shown in Pseudocode 1, adapted 
from [7]. A more detailed description of Ant-Miner can be found in [3].  

The Ant-Miner algorithm uses a sequential covering approach to discover a list of 
classification rules which will cover all or most of all the examples in the training set. 
Rules discovered are in the form of: IF <term1> AND … AND <term-n> THEN 
<class>. Each term takes the form <attribute=value>, where value belongs to the 
domain of the attribute. The training set holds examples that are used for discovering 
a list of classification rules. The discovered rule list is empty to start with. Every 
iteration of the outer REPEAT-UNTIL loop of Pseudocode 1 discovers one 
classification rule and adds it to the list of discovered rules. Each iteration of the inner 
REPEAT-UNTIL loop corresponds to the trail of an ant that constructs one candidate 
rule. At the end of the inner REPEAT-UNTIL loop, the best rule from the set of rules 
constructed by all ants (i.e., in all iterations of the inner REPEAT-UNTIL loop) is 
added to the discovered rule list. Examples correctly covered by this rule are removed 
from the training set before the next iteration of the outer REPEAT-UNTIL loop 
begins to discover the next rule. (An example is correctly covered by a rule if the 
example satisfies all conditions of the rule and it has the class predicted by the rule.)  
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The first procedure of the inner REPEAT-UNTIL loop consists of incrementally 
constructing a candidate rule. This procedure starts with an empty rule and then adds 
one term at a time to the current rule. This incremental rule construction will 
terminate when one of the following two stopping criteria is met: any term added to 
the current rule would make the rule cover a number of examples less than a user 
specified threshold, or when all attributes have already been used in the current rule 
being generated, so that no other attribute is available. (A rule cannot have two 
occurrences of the same attribute, because this would lead to invalid rules such as “IF 
<gender = male> AND <gender = female>…”.)  

The inner REPEAT-UNTIL loop will terminate when one of two stopping criteria 
is met: the number of constructed rules is equal or greater than the maximum number 
of ants specified by the user, or the rule constructed by an ant is exactly the same as 
the rule constructed by the a certain number of previous ants. The latter criterion is 
checked via a convergence test. These stopping criteria are controlled by parameters, 
which are discussed in detail in [3]. Finally, the outer REPEAT-UNTIL loop 
terminates when the number of examples in the training set becomes lower than a 
predefined threshold. 

TrainingSet = {all training examples}; 
DiscoveredRuleList = {} /* initialized with empty list */ 
REPEAT 
   Initialize all trails with the same amount of 
   pheromone; 
   REPEAT 
      An ant incrementally constructs a  
         candidate classification rule; 
      Prune the just-constructed rule; 
      Update the pheromone of all trails; 
   UNTIL (stopping criteria) 
   Choose the best rule out of all candidate  
      rules constructed by all ants; 
   Add the best rule to DiscoveredRuleList; 
   TrainingSet = TrainingSet – {examples correctly 
      covered by best rule}; 
UNTIL (stopping criteria) 

Pseudocode 1. A high-level description of the original Ant-Miner 

For the purpose of this paper, the most important part of Ant-Miner is its rule 
pruning procedure. This procedure is computationally expensive and it can be 
considered the bottleneck of the algorithm with respect to processing time and 
scalability to large data sets, as discussed in the next section. 

3   Extending Ant-Miner with a Faster Rule Pruning Procedure 

3.1   The Motivation for Rule Pruning 

Rule pruning is a commonplace data mining technique, used in the vast majority of 
rule induction algorithms [5]. Pruning can improve the quality of a rule by removing 
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irrelevant terms from the rule antecedent. As a result, pruning can improve both the 
predictive accuracy and the comprehensibility of the rule.  

It should be noted that Ant-Miner, like the majority of rule induction algorithms, 
can potentially discover rules with a long rule antecedent (with many terms), 
hindering the comprehensibility of the rule. Indeed, rules take the form of IF 
<antecedent> THEN <consequent> where the rule antecedent is a conjunction of n 
terms, where the value of n can potentially be close to the total number of attributes in 
the dataset. This means that a rule can become too long for a user to be able to 
interpret it. Hence, there is a preference for shorter, more comprehensible rules. 

3.2   Ant-Miner's Original Rule Pruner 

Ant-Miner’s original rule pruner takes a freshly generated rule by the current ant and 
tries to improve its quality (measured by the rule’s predictive accuracy), by removing 
irrelevant terms from the rule antecedent. This is done by iteratively removing one 
term at a time while it improves on the rule’s quality. This iterative process stops 
when no term removal will further increase the quality of the current rule undergoing 
pruning. The entire rule pruning process is described in Pseudocode 2. 

Execute_pruning = true; 
WHILE (Execute_pruning = true) AND  
      (Number of terms in current rule antecedent > 1) 
   FOR EACH (term ti in the current rule to be pruned) 
      Temporarily remove ti and assign to 
      the rule consequent the most frequent class among  
      the examples covered by the rule antecedent; 
      Evaluate rule quality; 
      Reinstate term ti in rule antecedent; 
   END FOR 
   IF (rule quality was improved w.r.t. original rule’s 
       Quality in some iteration of the FOR loop) THEN 
       Remove permanently the term whose removal improves  
       current rule most; 
   ELSE 
      Execute_pruning = false; 
   END IF-THEN-ELSE 
END WHILE 

Pseudocode 2. A high-level description of Ant-Miner's original rule pruner 

Initial experiments conducted by Parpinelli et al. [3] showed that Ant-Miner 
produces rules that have a good predictive accuracy and are relatively short on average. 
However, that work also presented an analysis of computational time complexity 
showing that rule pruning is the most time consuming part of the algorithm, and that 
the time taken by Ant-Miner’s rule pruner is quite sensitive to the number of attributes 
in the data being mined. This is due to the fact that the larger the number of attributes 
in the data being mined, in general the larger the number of terms in a constructed rule 
before pruning, and so the larger the number of iterations in the loops of Pseudocode 2. 
In each iteration of the FOR EACH loop a term is temporarily removed and the quality 
of the reduced candidate rule has to be computed by formula (1).  
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Rule Quality = Sensitivity × Specificity = (TP / (TP+FN)) × (TN / (TN+FP))      (1) 

where: 

• TP (true positives) is the number of examples that are covered by the rule 
and have the same class as predicted by the rule; 

• FP (false positives) is the number of examples that are covered by the rule 
and have a class different from the class predicted by the rule; 

• TN (true negatives) is the number of examples that are not covered by rule 
and have a class different from the class predicted by the rule; 

• FN (false negatives) is the number of examples that are not covered by the 
rule but have the same class as predicted by the rule. 

The computation of formula (1) is computationally expensive because it requires 
scanning the entire current training set in order to compute the values of TP, FP, TN 
and FN. For rules generated with a small number of terms in its antecedent, the 
pruning method shown in Pseudocode 2 is relatively quick, as there are not a large 
number of terms to temporarily remove and evaluate rule quality. But for rule 
antecedents containing a large number of terms, this type of pruning is very 
computationally expensive. This is because the WHILE loop of the Pseudocode 2 is 
potentially performed a large number of times (in the worse case the number of terms 
in the original rule), each iteration of the while loop involves a FOR EACH loop over 
all current terms in the rule, and each FOR EACH iteration involves a scan of the 
training set.  

It should be noted that the computational time taken by Ant-Miner was not a 
significant problem in the experiments reported by Parpinelli et al. for the following 
reason: those experiments involved datasets where the number of attributes was not 
very large. However, in addition to the previously-mentioned theoretical analysis of 
the computational time complexity of Ant-Miner identifying the rule pruner as the 
bottleneck of the algorithm [3], there is empirical evidence that the computational 
time taken by Ant-Miner becomes very long when the data being mined contains a 
large number of attributes. This empirical evidence consists of recent experiments 
trying to apply Ant-Miner to a large bioinformatics data set containing 33,079 
examples and 854 attributes [10]. In that project Ant-Miner turned out to be so slow 
that it was not viable to use it to discover classification rules, and a much faster hybrid 
ACO/PSO (Particle Swarm Optimization) algorithm was developed and used instead. 
To quote [10]: “…the unusually large amount of attributes and classes associated with 
this problem mean an extremely large amount of computation time is required [by 
Ant-Miner].” Therefore, there is a clear motivation for developing a considerably 
faster rule pruning procedure for Ant-Miner and investigate its performance, which is 
the focus of the remainder of the paper. 

3.3   Proposed Hybrid Rule Pruner for Ant-Miner 

After an analysis of Ant Miner’s original rule pruner, the following is a proposal to a 
new hybrid rule pruner, combining the original Ant-Miner’s rule pruner with a rule 
pruner based on information gain – the latter somewhat inspired by the rule pruner 
proposed in [4]. (For a review of information gain in general, see [5].) 
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INPUT:  

a) information gain of all terms individually,  
calculated using the entire current training set;  
/* previously done by another procedure of Ant Miner */ 

b) value of r /* user-defined parameter: number of terms 
in the current rule which will be given to Ant-Miner’s 
original rule pruner */ 

Reduced_rule = {}; 
Num_terms_selected = 0; 
IF (number of terms in current rule’s antecedent > r) 
THEN 
  WHILE (Num_terms_selected < r) 
      FOR EACH (term ti in current rule’s antecedent) 
         Calculate probability of selecting a term ti as: 

prob(ti)=      InfoGain(ti)         
               T i=1(InfoGain(ti)) 

       /*T = number of terms in the rule antecedent */ 
      END FOR 
      Create roulette wheel for selection and select one 
      Term, called selected_term, by spinning the wheel; 
      Reduced_rule = Reduced_rule ∪ selected_term; 
      Remove selected_term from current rule’s antecedent 
      to avoid reselection; 
      Num_terms_selected = Num_terms_selected + 1; 
  END WHILE 
  Assign to the consequent of the Reduced_rule the most 
  frequent class among all examples covered by the rule; 
  Run Ant-Miner’s original rule pruner on Reduced_rule; 
ELSE 

   Run Ant-Miner’s original rule pruner on current rule; 
END IF-THEN-ELSE 

Pseudocode 3. A high-level description of the proposed hybrid rule pruner 

First of all, the motivation for this new hybrid rule pruner is to significantly reduce 
the computational time taken by Ant-Miner, and hopefully do it without unduly 
reducing the accuracy of the discovered rules, by comparison with the original Ant-
Miner. In other words, the basic idea is to combine the effectiveness of the original 
Ant-Miner pruner (in terms of maximizing predictive accuracy) with the speed of a 
rule pruner based on information gain. This latter is very fast, because it does not 
require any scan of the training set, as explained below. 

The way this hybrid rule pruner functions is described in Pseudocode 3. The 
information gain of each term has already been computed by Ant-Miner – in order to 
compute the values of the heuristic function [3], and is re-used in this hybrid 
procedure. The parameter r represents the number of terms in the rule antecedent that 
will be subject to the original Ant-Miner’s rule pruner.  
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As shown in Pseudocode 3, the hybrid pruner selects r terms, out of all the terms in 
the current rule, before applying Ant-Miner’s original rule pruner. If the number of 
terms in the rule antecedent of a freshly generated rule exceeds the value of r, the rule 
first undergoes reduction of the number of terms to the value of parameter r. This 
reduction is obtained as follows. For each term within the rule antecedent, the rule 
pruner computes a measure of the probability of selecting that term. This probability 
measure is based on the pre-computed value of that term’s information gain with 
respect to the class attribute. Then the rule pruner selects r number of terms using the 
roulette wheel selection technique (commonplace in genetic algorithms), with the 
probability of selecting each term proportional to the information gain of that term. 
Once r terms have been selected by spinning the roulette wheel r times, the resulting 
reduced rule is placed back into Ant-Miner’s original rule pruner.  

If the original rule does not contain a number of terms in its rule antecedent 
exceeding the value of r parameter, then it gets placed straight into Ant-Miner’s 
original rule pruner, with no need to apply the information gain-based pruning.  

Intuitively it is difficult to specify an ideal value for parameter r, since the best 
value of this parameter tends to be dataset-dependent. Therefore we have conducted 
experiments to investigate the influence of different values of this parameter in the 
performance of the proposed hybrid rule pruner, as discussed in the next section.  

4   Computational Results 

4.1   Experimental Setup and Datasets Used in the Experiments 

As discussed earlier, the proposed hybrid rule pruner has a parameter, r, which can 
have a significant influence in the performance of Ant-Miner. To investigate this 
issue, we conducted experiments with different values of r, varying from 3 to 10. 
These experiments have two main goals. First, evaluating how sensitive the 
performance of Ant-Miner with the hybrid pruner is with respect to different values of 
the parameter r. Second, comparing the performance of the hybrid rule pruner with 
the performance of the original Ant-Miner’s rule pruner. 

The experiments used mainly 5 datasets – as summarised in Table 1, detailing key 
statistics (the number of examples, attributes and classes) for each dataset. The Chess 
and the House-votes datasets have been taken from the well-known UCI Machine 
Learning dataset repository – see [6] for details about these data sets. They have a 
small number of attributes, and were included in the experiments as control datasets. 
By contrast, the three Web-mining datasets are more challenging, because they have a 
considerably larger number of attributes, varying from 159 to 339. In addition, note 
that these data sets are very “sparse”, in the sense that the number of examples is even 
smaller than the number of attributes. (Such challenging datasets are commonplace in 
text/web mining and bioinformatics applications, and therefore it is important to 
investigate the performance of Ant-Miner in this kind of very sparse dataset.)  

In the Web-mining datasets, each example is a web page, and the goal is to classify 
each example into one of three classes: ‘Technology’, ‘Sport’ and ‘Education’. These 
classes represent the general subject of the web page. These datasets were harvested 
from a small selection of BBC and Yahoo web pages relating to the above named 
subjects. All attributes within these datasets are binary, where each attribute denotes 
whether or not a given word occurs in a given web page (example). These datasets 
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have been collected by and previously been experimented with Ant-Miner by Holden 
& Freitas [7]. 

In addition to the above datasets, we also did experiments with 2 bioinformatics 
datasets using a single value of r. Both datasets have 1872 examples (proteins) and 
the same values of 102 binary predictor attributes. Each attribute indicates whether or 
not a protein has a given Prosite pattern. The datasets differ in the class to be 
predicted: whether or not a protein is involved in DNA repair (first dataset) or in 
DNA damage (second dataset). The creation of these datasets is explained in [11].  

Table 1. Summarized details of the 5 main datasets used in the experiments 

Dataset No. of examples No. of attributes No. of classes 

Chess 3196 36 2 

House-votes-84 434 16 2 

Web-mining 1 124 159 3 

Web-mining 2 124 293 3 

Web-mining 3 124 339 3 
 

Ant-Miner takes on several parameters besides the one we have discussed for the 
hybrid pruning procedure. The values of all those other parameters were maintained at 
their default values, specified in [3].  

All the experiments were conducted using a stratified 5-fold cross validation 
procedure [5]. In essence, the dataset was partitioned into five folds with each fold 
retaining as closely as possible the class distribution of the whole dataset being 
mined. Each version of Ant-Miner (with original pruner and with the new hybrid 
pruner) is then run 5 times. In these runs, each fold was used four times as the training 
set and once as a test set. All results reported in this paper were averaged over the five 
iterations of the cross validation procedure.  

4.2   Results on Classification Accuracy 

Reported in Table 2 are the average classification accuracies on the test set and the 
corresponding standard deviations for each value of r in the range of 3 to 10. The 
classification accuracy is the number of correctly classified test examples divided by 
the total number of test examples. The first line with results in the table shows the 
classification accuracy of Ant-Miner using only its original rule pruner. The results 
for this original version of Ant-Miner are provided as a comparison to see how well it 
performs against the new hybrid rule pruner. For each dataset, the best result (out of 
the trials using the hybrid pruner) is highlighted in bold, in order to indicate which 
value of r yielded the highest accuracy.   

From Table 2, in general there was a considerable variation in the classification 
accuracy across different values of the parameter r. The only exception was the 
House-votes dataset, where accuracies varied only in the range 93.1–95.4%. In the 
Chess dataset, most values of r led to an accuracy higher than the accuracy obtained 
with the original Ant-Miner’s rule pruner, although in general the differences are not 
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statistically significant (considering the standard deviations). On the other hand, in the 
three Web-mining datasets the accuracies obtained with the hybrid rule pruner were 
lower than the accuracies obtained with Ant-Miner’s original rule pruner. This drop in 
accuracy associated with the use of the hybrid rule pruner in the Web-mining datasets 
can be explained as follows. 

Table 2. Classification accuracy rate (%) on the test set (5-fold cross validation) 

Dataset 
Value of r Chess House-votes Web-mining 1 Web-mining 2 Web-mining 3 
Original 72.18±9.61 94.23±1.75 68.53±4.29 57.26±7.25 55.90±4.79 

3 78.79±7.84 95.38±1.33 50.76±3.57  (-) 44.89±5.95 48.83±1.00  (-) 
4 83.77±7.77 94.23±1.75 40.26±4.07  (-) 43.32±6.56  (-) 48.95±5.02 
5 74.00±9.80 93.07±1.95 50.86±3.24  (-) 38.55±5.48  (-) 50.4±1.91 
6 67.40±8.82 94.23±1.75 49.16±2.81  (-) 43.20±6.58  (-) 52.24±8.17 
7 78.75±9.42 94.00±1.61 51.86±4.62  (-) 49.56±6.37 51.87±5.23 
8 79.85±7.99 94.23±1.75 51.10±2.37  (-) 44.92±1.78  (-) 50.27±5.67 
9 76.91±8.33 94.00±1.69 62.83±3.86  40.06±4.11  (-) 45.84±5.90 

10 84.13±8.88 93.53±2.19 53.96±2.39  (-) 55.26±5.92 49.50±6.00 
 

As mentioned earlier, the Web-mining datasets are particularly challenging because 
they are very “sparse”. Each of those datasets contains a number of attributes greater 
than the number of examples. Recall that the hybrid rule pruner selects r number of 
terms, and terms are selected with probability based on their information gain. In very 
sparse datasets such as the Web-mining datasets, the values of the information gain of 
the attributes are not very “reliable”, since they are prone to overfitting issues. As a 
result, the hybrid rule pruner has difficulty in selecting r relevant terms based on the 
computed information gain values. Of course, the issue of overfitting also occurs with 
the other component of the hybrid rule pruner, i.e., the original Ant-Miner’s rule 
pruner. However, the latter is a more direct and more reliable measure of the 
relevance (predictive power) of the terms, since it is based on evaluating a candidate 
pruned rule as a whole, taking into account term interactions. By contrast, the 
heuristic of selecting terms based on the information gain of individual attributes 
seems more sensitive to overfitting issues, since the quality of each term is estimated 
by ignoring term interactions, i.e., ignoring the actual effect of the term in the current 
candidate rule. As a result, in the Web-mining datasets the accuracy obtained with the 
hybrid rule pruner is consistently lower than the accuracy obtained with the Ant-
Miner’s original rule pruner; a phenomenon that is not observed in the much less 
sparse Chess and House-votes datasets.  

In any case, the difference of accuracy between Ant-Miner’s original rule pruner 
and the new hybrid rule pruner is not significant in the majority of the cases in Table 
2, taking into account the standard deviations. More precisely, in Table 2 the cells 
where the accuracy of the hybrid pruner is significantly lower than the accuracy of 
Ant-Miner’s original rule pruner – in the sense that the corresponding standard 
deviation intervals do not overlap – are marked with the symbol “(-)”. The drop in 
accuracy associated with the hybrid pruner was significant in 13 out of the 40 cells 
with hybrid pruner results in Table 2. In the other 27 cells the difference in accuracy 
is not significant, and as mentioned earlier the hybrid rule pruner even obtains a 
somewhat higher accuracy in the majority of the cases for the Chess data set.  
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We have also applied the hybrid rule pruner with a single value of r, viz. r = 5, to a 
couple of bioinformatics datasets with 102 attributes and 1872 examples, as 
mentioned in section 4.1, to evaluate the performance of the method in less sparse 
datasets. In the DNA repair dataset the hybrid rule pruner obtained a predictive 
accuracy of 97.69% ± 0.81%, against the original Ant-Miner’s accuracy of 98.50% ± 
0.58%. In the DNA damage dataset the hybrid rule pruner obtained an accuracy of 
95.30% ± 4.03%, against the original Ant-Miner’s accuracy of 93.25% ± 3.49%. 
Hence, in these datasets the hybrid pruner did not significantly reduce the accuracy. 

4.3   Results on Rule Comprehensibility 

We now turn to another criterion of performance often used in data mining, namely 
the comprehensibility of the discovered rules. We emphasize that rule 
comprehensibility is an important performance criterion in the context of data mining 
[5], [9] where the goal usually is to discover knowledge that can be interpreted and 
validated by human beings, to support intelligent decision making. As usual in the 
literature, we measure rule comprehensibility by the average number of terms in the 
discovered rules. The basic idea is that in general the shorter a rule is (i.e., the fewer 
terms it has in its antecedent), the simpler and more easily interpretable the rule is to 
the user. In this spirit, Table 3 reports the average number of terms per discovered 
rule when using the original Ant-Miner’s rule pruner and when using the hybrid rule 
pruner – again, with values of r varying from 3 to 10. Similarly to Table 2, the 
numbers after the symbol “±” are standard deviations. For each dataset, the best result 
(i.e., the smallest number of terms per rule) is shown in bold. 

Table 3. Average number of terms per discovered rule 

Dataset 
Value of r Chess House-votes Web-mining 1 Web-mining 

2 
Web-mining 3 

Original 3.35±0.49 0.95±0.05 10.07±0.65 10.02±1.76 7.33±1.52 
3 1.50±0.14 0.96±0.07 1.77±0.23 1.32±0.15 1.30±0.24 
4 1.85±0.15 0.86±0.06 2.42±0.28 2.00±0.15 2.00±0.15 
5 1.97±0.24 1.12±0.12 3.13±0.08 2.30±0.13 2.60±0.24
6 2.07±0.14 0.95±0.05 3.62±0.19 3.20±0.36 3.13±0.27
7 2.62±0.24 1.27±0.17 3.97±0.42 3.38±0.20 3.65±0.49
8 2.22±0.65 0.95±0.05 4.67±0.47 3.77±0.34 4.67±0.27
9 2.48±0.15 1.00±0.08 5.67±0.38 3.80±0.34 3.87±0.54

10 2.51±0.30 0.95±0.05 5.53±0.49 4.33±0.46 4.37±0.38 
 

The only dataset in which the hybrid rule pruner did not significantly lower rule 
length, by comparison with Ant-Miner’s original rule pruner, was the House-votes 
dataset. In this dataset the original Ant-Miner already obtained a very short average 
rule length, close to 1, and so it is perfectly acceptable that this result cannot be 
significantly improved. In the other four datasets, the hybrid rule pruner has 
significantly lowered the rule length, and so significantly improved rule 
comprehensibility, taking into account the standard deviations, for all tested values of 
r. The results were particularly good in the Web-mining datasets, as can be seen in 
Table 3, where rule length is reduced to less than half the rule length associated with 
the original Ant-Miner in most cases. 
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As expected, the shortest rule lengths were in general obtained with the smallest 
tried value of r, i.e., r = 3. With this value of r, in the Web-mining datasets rule length 
is reduced from about 10 or 7 to less than 1.5, a very significant improvement in rule 
comprehensibility. In addition, in all datasets but the House-votes one, there is a clear 
correlation between the value of r and the average length of the discovered rules. That 
is, in four out of the five datasets, in general the larger the value of r the larger the 
average rule length, and so the less comprehensible the discovered rules are. This 
result can be explained by the fact that the hybrid rule pruner’s component based on 
information gain is more “aggressive” than the other component – Ant-Miner’s 
original pruner. The latter is more “conservative” in the sense that it will only remove 
a term from a candidate rule if that removal improves the rule quality. By contrast, the 
pruner based on information gain always reduces the rule to r terms as the first step of 
the hybrid pruner, and so the hybrid pruner as a whole tends to produce shorter rules 
as the value of r is reduced. 

5   Conclusions and Future Work 

This work has proposed a new hybrid rule pruner for the Ant-Miner algorithm. The 
hybrid pruner combines Ant-Miner’s original pruner with a faster pruning based on 
information gain. The basic idea is that, if the candidate rule to be pruned is a long 
one, instead of applying Ant-Miner’s original pruner the algorithm first applies the 
faster information gain-based pruner, as a first step to reduce the rule length. In terms 
of computational cost, this first step “comes for free”, since the required value of the 
information gain is already computed by another procedure of Ant-Miner. Once the 
rule has been so reduced, Ant-Miner’s original pruner – slower but more effective – 
can be applied to the rule, further reducing its length. 

Experiments were performed with several data sets, comparing the performance of 
the proposed hybrid rule pruner with the performance of Ant-Miner’s original rule 
pruner. In general the hybrid pruner significantly reduced the computational time of 
Ant-Miner, by comparison with the computational time taken with the original rule 
pruner. In the datasets with the largest numbers of attributes (the Web-mining 
datasets), in most cases the computational time was significantly reduced, by 
comparison with the original Ant-Miner’s computational time. In particular, in the 
Web-mining-2 data set, the use of the hybrid rule pruner reduced Ant-Miner’s 
computational time to a fraction of the original Ant-Miner’s time in all cases, and this 
fraction varied from 11.6% in the best case to 65.0% in the worst case. A larger 
computational time reduction is expected in a dataset with a much larger number of 
attributes and examples. Concerning the quality of the classification rules discovered 
by Ant-Miner with the new hybrid rule pruner, there are three main conclusions.  

First, the predictive accuracy of Ant-Miner is quite sensitive to values of a 
parameter of the hybrid rule pruner that determines how aggressive the information 
gain-based rule pruner is. Hence, when using the hybrid rule pruner in important real-
world problems, it is recommended to carry out experiments optimizing the value of 
this parameter for the target dataset. Such parameter optimization is, of course, 
normally recommended in the context of data mining in general, where the 
performance of the algorithm is typically considerably dependent on the dataset being 
mined. Second, with respect to the comprehensibility of the discovered rules, the 
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hybrid rule pruner in general led to the discovery of rules considerably shorter (and so 
more easily interpretable by users) than the rules discovered with the original Ant-
Miner’s rule pruner. Hence, the hybrid rule pruner is particularly recommended in 
applications where rule comprehensibility is very important, such as medical 
applications – where discovered rules should be carefully interpreted by experts 
before they are actually used to diagnose a patient or suggest a medical treatment. 
Third, the results suggest that, as long as the main parameter of the hybrid rule pruner 
is suitably adjusted for the target data set, it is possible to obtain a good trade-off 
between accuracy and comprehensibility. In each of the three web mining data sets – 
where accuracy was overall most reduced by using the hybrid rule pruner – the hybrid 
rule pruner with its best parameter value obtained a rule set with no significant drop in 
accuracy and with a significant gain in comprehensibility. However, to be on the safe 
side it is recommended to use Ant-Miner’s original rule pruner whenever possible, in 
order to avoid the potential loss of accuracy associated with the hybrid rule pruner. 

A future research direction is to develop a more adaptive version of the proposed 
hybrid rule pruner, where the value of r is automatically adapted by the algorithm on-
the-fly, rather than being statically determined by the user. 
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Abstract. Clustering can be defined as the process of partitioning a
set of patterns into disjoint and homogeneous meaningful groups, called
clusters. Traditional clustering methods require that all data have to be
located at the site where they are analyzed and cannot be applied in the
case of multiple distributed datasets. This paper describes a multi-agent
algorithm for clustering distributed data in a peer-to-peer environment.
The algorithm proposed is based on the biology-inspired paradigm of a
flock of birds. Agents, in this context, are used to discovery clusters us-
ing a density-based approach. Swarm-based algorithms have attractive
features that include adaptation, robustness and a distributed, decen-
tralized nature, making them well-suited for clustering in p2p networks,
in which it is difficult to implement centralized network control. We have
applied this algorithm on synthetic and real world datasets and we have
measured the impact of the flocking search strategy on performance in
terms of accuracy and scalability.

1 Introduction

Clustering algorithms have been applied to a wide range of problems, including
exploratory data analysis, data mining, image segmentation and information
retrieval. In all of these disciplines the common problem is that of grouping
similar objects according to their distance, connectivity, or their relative density
in space [5] [9].

Traditional clustering methods require that all data have to be located at
the site where they are analyzed and cannot be applied where there are mul-
tiple distributed datasets unless all data are transferred in a single node and
then clustered. Today’s large-scale data sets are usually logically and physically
distributed, requiring a distributed approach to mining. Huge amounts of data
are stored in autonomous, geographically distributed sources over networks with
limited bandwidth and large number of computational resources. Such comput-
ing systems include Grid computing platforms, sensor networks and peer-to-peer
(P2P) computing environments. The scale of these systems poses several diffi-
culties, such as the impracticability of global communications and global syn-
chronization, dynamic topology changes of the network, on-the-fly data updates
and the frequent failure and recovery of resources. In last years, many effective
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and scalable clustering methods have been developed [8] [13] [14] [7] but they
cannot manage with efficiency large-scale distributed clustering problem.

Recently, other data mining paradigms based on biological models [10] [11]
have been introduced to solve the clustering problem. These paradigms are char-
acterized by the interaction of a large number of simple agents that sense and
change their environment locally. Ants’ colonies, flocks of birds, termites, swarms
of bees etc. are agent-based insect models that exhibit a collective intelligent
behavior (swarm intelligence) [1] that may be used to define new distributed
clustering algorithms. In these models, the emergent collective behavior is the
outcome of a process of self-organization, in which insects are engaged through
their repeated actions and interaction with their evolving environment. Intel-
ligent behavior frequently arises through indirect communication between the
agents using the principle of stigmergy [3]. This mechanism is a powerful prin-
ciple of cooperation in insect societies. According to this principle an agent
deposits something in the environment that makes no direct contribution to the
task being undertaken but it is used to influence the subsequent behavior that is
task related. Swarm intelligence (SI) models have many features in common with
Evolutionary Algorithms (EA). Like EA, SI models are population-based. The
system is initialized with a population of individuals (i.e., potential solutions).
These individuals are then manipulated over many iteration steps by mimicking
the social behavior of insects or animals, in an effort to find the optima in the
problem space. Unlike EAs, SI models do not explicitly use evolutionary opera-
tors such as crossover and mutation. A potential solution simply ’flies’ through
the search space by modifying itself according to its past experience and its
relationship with other individuals in the population and the environment.

We believe that this biology-inspired paradigm could serve as a basis for
supporting the design of completely distributed clustering algorithms in large
scale systems with a dynamic environment as P2P systems. The advantages of
SI are twofold. Firstly, it offers intrinsically decentralized algorithms that can
use P2P systems quite easily. Secondly, these algorithms show a high level of
robustness to change by allowing the solution to dynamically adapt itself to
global changes by letting the agents self-adapt to the associated local changes.

In this paper, we present P-SPARROW a novel algorithm which uses the
concepts of a flock of birds that move together in a complex manner with simple
local rules, to cluster spatial data in P2P systems. P-SPARROW assumes that
the objects to be clustered are created and located at local sites. Each local site
situates its own objects in a local 2D cellular space. P-SPARROW clusterizes
data independently on the different local sites by a smart exploratory strat-
egy based on a colored flock of birds combined with a density-based clustering
method. On each cellular space, a set of agents, equipped with a set of attributes,
will be working with the goal to discover local clusters. The flocking algorithm
determines a local model that consists of a set of representative agents (RAs).
Each RA represents a skeletal object in which the cardinality of the neighbor-
hood exceeds some threshold. At intervals, as RAs discover skeletal points, each
node transfers the agents to neighboring nodes. In the receiving nodes, all the
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objects that are in the neighborhood of these agents are considered belonging to
the same cluster. Furthermore, as the clusters are discovered they are merged us-
ing an iterative distributed labeling strategy to generate global labels with which
identify the clusters of all nodes. P-SPARROW has a number of nice properties.
It has the advantages of being easily implementable on distributed systems as
P2P networks and it is robust compared to the failure of individual agents. It
can also be applied to perform efficiently approximate clustering since the points
that are, to each iteration, visited and analyzed by the flock of agents represent
a significant (in ergodic sense) subset of the entire dataset. The subset reduces
the execution time since reduces the space of solutions that a clustering algo-
rithm has to search keeping the accuracy loss as small as possible. P-SPARROW
has no centralized coordinator. Each node acts independently from each other
and intermediate results may be overturned as new data arrives. P-SPARROW
behaves as an anytime algorithm in which the quality of results improves as
computational time increases. Each node maintains an assumption of the cor-
rect result and updates it whenever new skeletal objects are discovered. During
the execution of the algorithm, if the system remains static, then the solution
will quickly converge toward an exact solution. However, in a dynamic system,
where nodes dynamically join or depart and the data changes over time, the
changes are quickly and locally adjusted to, and the solution continues to con-
verge. This property is particularly interesting if continuous data are analyzed.
Furthermore, each node communicates only with its immediate neighbors. Lo-
cality implies that the algorithm is scalable to very large networks. Another
outcome of the algorithm’s locality is that the communication load it produces
is small and decreases with the time. We have implemented P-SPARROW in a
P2P network to investigate the interaction of the parameters that characterize
the algorithm. The remainder of this paper is organized as follows. Section 2 in-
troduces P-SPARROW, presents the principles of the density-based algorithms
and describes the heuristics of the proposed method. Section 3 discusses the
obtained results and Section 4 draws some conclusions.

2 A Flocking Algorithm for Distributed Clustering

In this section we present P-SPARROW a multi-agent distributed clustering
algorithm implemented in a P2P network which combines the stochastic search
of an adaptive flocking with a density-based clustering method and an iterative
self-labeling strategy to generate global labels with which identify the clusters of
all nodes. Since P-SPARROW utilizes the principles of the conventional density-
based algorithms, some of them are described first. After, the algorithm proposed
is described.

2.1 Density-Based Clustering

Density-based clustering methods try to find clusters based on the density of
points in regions. Dense regions that are reachable from each other are merged
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to formed clusters. The key idea is that for each point of a cluster the neigh-
borhood of a given radius has to contain at least a minimum number of points,
i.e. the density in the neighborhood has to exceed some threshold. The shape
of a neighborhood is determined by the choice of a distance function for two
points p and q, denoted by dist(p,q). Density-based clustering methods excel at
finding clusters of arbitrary shape. Examples of density-based clustering meth-
ods include DBSCAN [2] and DBRS [15]. DBSCAN is one of the most popular
density-based spatial clustering algorithms. A complete description of the algo-
rithm and its theoretical basis is presented in the paper by Ester et al. [2]. In the
following we briefly present the main principles of DBSCAN. The algorithm is
based on the idea that all points of a data set can be regrouped into two classes:
clusters and noise. Clusters are defined as a set of dense connected regions with
a given radius (Eps) and containing at least a minimum number (MinPts) of
points. Data are regarded as noise if the number of points contained in a region
falls below a specified threshold. The two parameters, Eps and MinPts, must be
specified by the user and allow to control the density of the cluster that must be
retrieved. The algorithm defines two different kinds of points in a clustering: core
points and non-core points. A core point is a point with at least MinPts number
of points in an Eps-neighborhood of the point. The non-core points in turn are
either border points if they are not core points but they are density-reachable
from another core point or noise points if they are not core points and are not
density-reachable from other points. To find the clusters in a data set, DBSCAN
starts from an arbitrary point and retrieves all points with the same density-
reachable from that point using Eps and MinPts as controlling parameters. A
point p is density reachable from a point q if the two points are connected by
a chain of points such that each point has a minimal number of data points,
including the next point in the chain, within a fixed radius. If the point is a core
point, then the procedure yields a cluster. If the point is on the border, then
DBSCAN goes on to the next point in the database and the point is assigned
to the noise. DBSCAN builds clusters in sequence (that is, one at a time), in
the order in which they are encountered during space traversal. The retrieval of
the density of a cluster is performed by successive spatial queries. Such queries
are supported efficiently by spatial access methods such as R*-trees. DBSCAN
is not suitable for finding approximate clusters in very large datasets. DBSCAN
starts to create and expand a cluster from a randomly picked point. It works
very thoroughly and completely accurately on this cluster until all points in the
cluster have been found. Then another point outside the cluster is randomly
selected and the procedure is repeated. This method is not suited to stopping
early with an approximate identification of clusters.

DBRS modifies DBSCAN introducing an approximate clustering method
which can produce approximate purity density-based clusters with far fewer
region queries. The intuition behind DBRS is that a cluster can be viewed as a
minimal number of core points (called skeletal points) and their neighborhoods.
In a dense cluster, a neighborhood may have far more than MinPts points, but
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examining the neighborhoods of these points in detail is not worthwhile, because
we already know that these points are part of a cluster. If an unclassified point
in a neighbor’s neighborhood should be part of this cluster, we are very likely to
discovery this later when we select it or one of its other unclassified neighbors.

To find cluster, it is sufficient to perform region queries on the skeletal points.
However, identifying skeletal points is NP-complete. Instead, it is possible ran-
domly select sample points, find their neighborhoods, and merge their neighbor-
hoods if they intersect. If enough samples are taken, a close approximation to
the cluster without checking every point can be found. The sample points may
not be the skeletal points, but the number of region queries can be significant
fewer than for DBSCAN for datasets with widely varying densities. Likewise of
DBSCAN also DBRS is a centralized clustering algorithm.

Recently, DBDC a distributed version of DBSCAN algorithm has been pre-
sented in [6]. DBDC uses DBSCAN to make local clustering and determinate a
local model after the local clustering is finished. All information which is com-
prised within the local model, i.e. the representatives and their corresponding
e-ranges, is sent to a global server site, where a global clustering representation
is produced from local representations. Based on this small number of represen-
tatives, the global clustering can be done very efficiently. After having created
a global clustering, the complete global model is sent back to all client sites.
The client sites relabel all objects located on their site independently from each
other. DBDC does not scale-up well since, in a P2P scenario, no centralized
coordinator and limited communications are required.

2.2 The P-SPARROW Clustering Algorithm

As in DBRS, P-SPARROW finds cluster performing region-queries on skeletal
points but it replaces the random search of the skeletal points with a stochastic
multi-agent search that discovers in parallel skeletal points. P-SPARROW is
constituted of two phases: a local phase for the discovery of the skeletal points
on each node and a iterative phase that concerns a global relaxation process in
which nodes exchange cluster labels with nearest neighbors until a fixed point
(i.e. all nodes detect no change in the labels) is reached.

On each peer, P-SPARROW uses a 2D cellular space to situate objects that
must be clustered. In the cellular space, objects have a global position. All objects
are partitioned among the cellular spaces without replication. Each node uses
a flocking algorithm constituted by a fixed number of agents that occupy a
randomly generated position to explore its own cellular space. Each agent moves
around the cellular space testing the neighborhood of each object (point) it
visits in order to verify if the point can be identified as a skeletal point. Then,
P-SPARROW uses a flocking algorithm with an exploring behavior in which
individual members (agents) to first explore the environment searching for goals
whose positions were not know a priori, and then, after the goals are located,
all the flock members should move to the goals. Agents search the goals in
parallel and signal the presence or the lack of significant patterns into the data



42 G. Folino, A. Forestiero, and G. Spezzano

Fig. 1. Computing the direction of a green agent

to other flock members, by changing color. The entire flock then moves towards
the agents (attractors) that have discovered interesting regions to help them,
avoiding the uninteresting areas that are instead marked as obstacles. The color
is assigned to the agents by a function associated with the data analyzed during
the exploration according to the DBSCAN density-based rules with the same
parameters: MinPts, the minimum number of points to form a cluster and Eps,
the maximum distance that the agents can look. In practice, the agent computes
the local density (density) in a circular neighborhood (with a radius determined
by its limited sight, i.e. Eps) and then it chooses the color (and the speed) in
accordance to the following simple rules:

density > MinPts ⇒ mycolor = red (speed = 0)
MinPts

4 < density ≤ MinPts ⇒ mycolor = green (speed = 1)
0 < density ≤ MinPts

4 ⇒ mycolor = yellow (speed = 2)
density = 0 ⇒ mycolor = white (speed = 0)

So red, reveals a high density of interesting patterns in the data, green, a medium
one, yellow, a low one, and white, indicates a total absence of patterns. The
color is used as a communication mechanism among flock members to indicate
them the roadmap to follow. The roadmap is adaptively adjusted as the agents
change their color moving to explore data until they reach the goal. The main
idea behind our approach is to take advantage of the colored agent in order to
explore more accurately the most interesting regions (signaled by the red agents)
and avoid the ones without clusters (signaled by the white agents). Red and white
agents stop moving in order to signal this type of regions to the others, while
green and yellow ones fly to find more dense clusters. Indeed, each flying agent
computes its heading by taking the weighted average of alignment, separation
and cohesion (as illustrated in figure 1).

Green and yellow agents compute their movement observing the positions of
all other agents that are at most at some fixed distance (dist max ) from them
and applying the rules of Reynolds’ [12] with the following modifications:

– Alignment and cohesion do not consider yellow agents, since they move in a
not very attractive zone.
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– Cohesion is the resultant of the heading towards the average position of the
green flockmates (centroid), of the attraction towards red agents, and of the
repulsion by white agents.

– A separation distance is maintained from all the agents, whatever their color
is.

Agents will move towards the computed destination with a speed depending from
their color: green agents will move more slowly than yellow agents since they will
explore denser zones of clusters. An agent will speed up to leave an empty or un-
interesting region whereas it will slow down to investigate an interesting region
more carefully. The variable speed introduces an adaptive behavior in the algo-
rithm. In fact, agents adapt their movement and change their behavior (speed) on
the basis of their previous experience represented from the red and white agents.

P-SPARROW assumes that the objects to be clustered are created and located
at local sites. On each node (as described in the pseudocode of figure 2), the set of
red agents determinates the local model of clustering. The local models must be
incrementally combined within the cellular spaces of the neighbors and transferred
to the entire network. To this end, red agents create clone agents. At intervals,
when a fixed number of clone agents is achieved (i.e. a bag of agents has reached
the desired dimension) or a certain number of iterations are performed, each node
sends new clone agents only to a small group of neighbor peers. The number of
messages exchanged is reduced by grouping several agents within one message. In
the receiving nodes, the clone agents will occupy the same correspondent position
in the local cellular spaces and will continue their execution.

Fig. 2. The pseudo-code of P-SPARROW executed on every node
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Temporary labels will be given to red and clone agents and to all the objects
contained in their neighborhood. If any objects have already a label then the label
of the agents is set to the minimum of the two. Subsequently, red and clone agents
will run the merge procedure. Agents, during the merge phase, continuously
update the labels as multiple clusters take shape concurrently. On each node,
changes in the label of the agents will be communicated to the neighboring nodes.
So, the labels are continuously set making a repetitive comparison between the
label of the agents and those of the objects belonging to the neighborhood. This
continues until nothing changes, by which time all the clusters will have been
labeled with the minimum initial label of all the sites containing the data. At
the end all sites are labeled with their ”local representative” labels which are
then globalized (i.e. made unique over the whole system).

During simulations a cage effect, was observed; in fact, some agents could
remain trapped inside regions surrounded by red or white agents and would
have no way to go out, wasting useful resources for the exploration. So, a limit
on their life was imposed to avoid this effect; hence, when their age exceeded
a determined value (maxLife) they were killed and were regenerated in a new
randomly chosen position of the space.

3 Experimental Results

In this section, we want to analyze the goodness of our algorithm in the task
of performing approximate clustering and we want to verify some interesting
properties of our distributed system (i.e. accuracy, scalability, etc..). In our exper-
iments, we used three two-dimensional spatial datasets (showed in 3): two syn-
thetic (called GEORGE and DS1-CURE) and one real (SEQUOIA). GEORGE
consists of 8000 points and it is characterized from a large number of noise
points; DS1-CURE (used in [4]) contains 100000 points in three circles and two
ellipsoids connected by a chain of outliers and random noise scattered in the
entire space; SEQUOIA was composed by 62556 names of landmarks (and their
coordinates), and was extracted from the US Geological Survey’s Geographic
Name Information System.

Fig. 3. The three datasets used in our experiments
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Where not differently specified, we run our algorithm on five peers using 50
agents working until they explore the 2%, 10%, 15% and 30% of the entire data
set. All the experiments were averaged over 20 tries.

3.1 Accuracy

First of all, we want to evaluate the capacity of our algorithm in finding approxi-
mate clusters, exploring only a portion of the entire dataset. Our algorithm uses
the same parameters of DBSCAN. Therefore, if we visited all the points of the
dataset, we would obtain the same results as DBSCAN. Then, in our experiments
we consider as 100% the cluster points found by DBSCAN (note DBSCAN visits
all the points). We want to verify how we come close to this percentage visiting
only a portion of the entire dataset. In figure 4 we can observe the experimen-
tal results. Exploring the 10% of points we are able to individuate more than
50% (and in some cases 70%)of the points of the clusters (with the exception
of the Big-Circle cluster of the DS1-Cure dataset, as it has a really low density
compared to the others) and with the 15% we succeed in discovering more than
70% and even 80% of the points. Next, we want to determine the effect of using
P-SPARROW search strategy as opposed to a random-walk search strategy in
order to identify clusters; so we implemented a version of the algorithm changing
only the phase of search, i.e. replacing the flock strategy with the random-walk
one. Results are illustrated in figure 5 (a) for the SEQUOIA dataset, but the
same considerations are valid for the other two datasets. At the beginning, the
random strategy overcomes P-SPARROW, but, after about 300 visited points,
the flock presents a superior behavior because of the adaptive behavior of the
algorithm that allows agents to learn on their previous experience. An interest-
ing property of our strategy consists in finding more points belonging to clusters

Fig. 4. Number of clusters and number of points for cluster for George, DS1-Cure,
Sequoia (percentage in comparison to the total number of points for cluster) when
P-SPARROW analyse 2%, 10%,15% and 30% of total points, using 5 peers
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Fig. 5. a) Number of core points found for P-SPARROW and Random strategy vs.
total number of visited points for the SEQUOIA dataset. b) Number of noise and
cluster points found for P-SPARROW vs. number of visited points for the SEQUOIA
dataset.

than noise points. In fact, if we observe the figure 5 (b), we can note that until
the 30% of visited points, the algorithm is able to find a large percentage of
cluster points. After this threshold a few new cluster points are discovered and
more noise points are found. So it is not convenient go on searching beyond this
value.

3.2 Scalability

In order to evaluate the performance of our algorithm, we image to have a cer-
tain number of P2P networks, with different configurations. Each configuration
consists of a variable number of nodes, where the data are located. For large
networks, the density of points for cluster for peer necessarily decreases; so we

Fig. 6. Number of points for cluster for Sequoia (percentage in comparison to the total
number of points for cluster) when P-SPARROW analyses 2%, 10%, 15% and 30% of
total points, using 3, 5 and 10 peers

-
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have to choose a different value of the parameter MinPts to keep into account
this aspect. In practice, we choose a value of MinPts inversely proportional to
the number of peers (i.e. if we fix MinPts as 4 on 10 peers, we have to fix as 8 on
5 peers). In figures 6, we show the experimental results concerning the scalability
of the algorithm by varying the number of peers for the SEQUOIA dataset. We
obtained a reduction from 89% to 77%. Note the scalability is quite good for all
datasets, since if we consider the DS1-Cure dataset, exploring only the 15% of
the data points, we are able to find on average more than 70% of the clusters,
also using 10 peers, with a reduction from 87% (3 peers) to 71% (10 peers). This
larger reduction is due to the cluster representing the big circle; in fact, for it, we
have a reduction in accuracy from the 88% with 3 peers to the 42% with 10 peers,
because the low density of this cluster, after the decomposition in ten parts, and
consequentially the number of points on every peer is not sufficiently large to
make the algorithm work with a discrete approximation. Also using the George
dataset (for the 15% case), we had a reduction from 77% to 71% on average, as
the clusters are composed of few points, so the reduction is considerable.

4 Conclusions

This paper describes the P-SPARROW algorithm for distributed clustering of
data in peer-to-peer environments. The algorithm combines a smart exploratory
strategy based on a flock of birds with a density-based strategy to discover clus-
ters of arbitrary shape, size in spatial data. The algorithm has been implemented
in a peer-to-peer system and evaluated using two synthetic datasets and one real
word dataset. Measures of accuracy of the results show that P-SPARROW can
be efficiently applied as a data reduction strategy to perform approximate clus-
tering. Moreover, the adaptive search strategy of P-SPARROW is more efficient
than that of the random-walk search strategy. Finally the algorithm shows a
good scalable behavior.
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Abstract. We propose here a new evolutionary algorithm, the RBF-
Gene algorithm, to optimize Radial Basis Function Neural Networks.
Unlike other works on this subject, our algorithm can evolve both the
structure and the numerical parameters of the network: it is able to
evolve the number of neurons and their weights.

The RBF-Gene algorithm’s behavior is shown on a simple toy prob-
lem, the 2D sine wave. Results on a classical benchmark are then pre-
sented. They show that our algorithm is able to fit the data very well
while keeping the structure simple – the solution can be applied generally.

1 Introduction

Radial Basis Function Neural Networks (RBF NN) [1] are widely used in re-
gression and classification tasks. They are often coupled with evolutionary algo-
rithms, especially Genetic Algorithms (GAs) [2, 3, 4]. The GA is used to find the
optimal parameters of the network.

However, in a neural network, all parameters cannot be considered to be
equivalent. In particular, one can distinguish structural parameters from scalar
parameters. The former define the general structure of the network: number of
layers, number of neurons by layer and the topology of the network; they directly
influence the capabilities of the network. The later, namely the neural weights
and bias parameters, define the precise input-output mapping of the network.
The scalar parameters clearly strongly depend on the structural parameters.

A classical GA can easily encode the scalar parameters, as their number is
known once the structure is chosen, and so we would expect it to perform well
in this regard. However, a more sophisticated evolutionary algorithm will be
required to optimize the structural parameters in conjunction with the scalar
parameters.

In this context, we present here a new Genetic Algorithm that can optimize
simultaneously both the structural and scalar parameters of a feed-forward RBF
NN. We have named it the RBF-Gene algorithm.

In the next section, we will briefly present some work on how to optimize an
RBF-NN using Genetic Algorithms. We will then present our algorithm. In the
last section, we will present the results obtained with it and compare with other
published results on some benchmark tests.

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 49–60, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Evolving Neural Networks Using Genetic Algorithms

Radial Basis Function Neural Networks are classical neural models with one
layer of hidden neurons. They are used in classification or regression tasks as
they are universal approximators.

In an RBF NN, the output of the network o is a weighted sum of the output
of H hidden neurons. The transfer function of each neuron is a Gaussian function
g(X):

o(X) =
H∑

j=0

wj .gj(X) =
H∑

j=0

wj .e

−‖X−μj‖2

σ2
j

with X the input vector of the network, μn the vector representing the center
of the Gaussian for the nth hidden neuron and σn its standard deviation.

Implementing an RBF NN is a two-stages process. First, we have to choose
the structure of the network; second, we must find its free parameters. Once the
structure is fixed, the free parameters can be chosen manually, often the case
for the Gaussian parameters; analytically, with high sensitivity to the quality
of the dataset; or by a learning algorithm, generally applied only on the output
weights wij . However the free parameters, and therefore the behavior of the
network, strongly depend on the network’s structure.

In “difficult” cases, with few examples or significant noise, an evolutionary
algorithm (like GAs) is a good solution. GAs can be used to optimize the pa-
rameters of the neurons directly: The structure is fixed at the beginning of the
run and the algorithm finds strong values for the fixed number of parameters.

Goldberg [5] used GAs in this manner as early as 1989. It is easy to use and
is therefore rather popular (e.g. [2].)

In another approach, GAs are used to optimize the structure of the network
[3, 6, 7]. Then another algorithm such as a learning algorithm optimizes the scalar
parameters for each structure. This method is time consuming since for each step
in the structure algorithm we have to perform a complete optimization on the
scalar parameters. Moreover the fitness associated to a specific structure strongly
depends on the optimization algorithm used to compute the weights.

To overcome the limits of these approaches, “integrative” GAs have been
proposed. The idea is to optimize simultaneously the structure and the weights
of the network. The main problem is then the encoding of the chromosome. Two
different solutions exist: the “direct encoding” scheme, where the structure and
the weights are directly encoded in the same string; and the “indirect encoding”
scheme, where the chromosome contains generative instructions used to build
the network.

The direct encoding method was used successfully in several works (e.g.
[4, 8]) with variable-length chromosomes. But the encoding introduces difficulties
in creating offspring from parents1. One solution is to use species, where each

1 Chromosomes are typically made of a structural part and a parameter part. Since
the size of the parameter sequence depends on the values encoded in the structural
sequence, the crossover operator often doesn’t make sense.
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species represent networks with the same structure. Since genetic exchange may
not be possible between species, such an algorithm is closely related to and has
many of the problems of two-phases optimization.

The direct encoding scheme also suffers from the “permutation problem”2

that leads to the failure of the crossover. Some work has been done on this
problem [9] but extra computations on the individuals, such as reordering the
genes on the chromosome or ignoring duplicated genes, are required.

On the other hand, the indirect encoding scheme (see [3] for a review) is based
on generative strategies: It doesn’t directly encode the network but rather how
to construct it from a seed. Generative strategies can be based on a grammar
with a seed and rules or cellular growth, with instructions to add neurons and
edges from one progenitor cell.

At first glance, this scheme seems to be better than direct encoding. However,
much of the work has been done on simplified networks, such as binary weighted
networks. Moreover mutations have counter-intuitive effects in these systems and
the fitness landscape can be much more complicated than in a simple GA.

3 The RBF-Gene Model

In this context, we have developed an evolutionary algorithm based on GAs
whose main goal is to optimize both the structure and the weights of a feed-
forward RBF neural network. Our central idea is to build a chromosome in which
each gene is an atomic entity that can be combined to the others to produce the
phenotype (i.e. the RBF NN.) In order to avoid the difficulties encountered by
generative approach, the product of one particular gene must not depend on the
values of the other ones, nor on their relative positions along the chromosome.

Moreover, in order to avoid the “direct encoding” problem, we need to forbid
any hierarchy between the genes. In other words, the genes encoded onto the
chromosome must be homogeneous, i.e. they all code for the same kind of “basic
block” of the answer.

3.1 Principles

This idea of homogeneous units is partly inspired by molecular biology and par-
ticularly by the encoding of the proteins on the chromosome. In biology, the
translation process is only based on local rules: promoters, terminators, Shine-
Dalgarno sequences, start/stop codons and so on. Consequently, adding, deleting
or changing a gene (i.e. a protein) will have no consequences on the other pro-
teins: The effect will only be visible at the global, phenotypic level. We wanted
to have the same property for our algorithm as we wanted to make structural
changes easy by adding, deleting or removing neurons or connections without
changing the entire chromosome.

2 The same genes are encoded in a different order in two individuals and so the one-point
crossover leads to individuals without a special gene or with two copies of it.
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In the RBF-Gene model, our basic block will be a “kernel”: that is a complete
hidden neuron together with all its numeric parameters, namely the mean and
the standard deviation of the Gaussian, and the output weight.

Each kernel will be encoded on the chromosome as a “gene”; so the number
of genes will indicate the number of kernels. In order to allow all the possible
structures, we have to allow a variable number of kernels, i.e. a variable number
of genes encoded onto the chromosome. The simplest way to do it is to have a
variable-length chromosome.

As in biology, our genes will be located on the chromosome using purely
local rules. In particular, we include two special sub-sequences indicating the
beginning and the end of each gene. The chromosome is then a succession of
coding and non-coding sequences of different size and purely local rules are
required to decode it: if a coding sequence appears or disappears elsewhere in
the genome, there will be no influence at all on the present genes. Some work
has been done showing the interest of variable length chromosome and the use
of coding and non-coding sequences, for instance [10, 11, 12].

Since all the kernels are equivalent, the order or the position of the corre-
sponding gene on the chromosome doesn’t matter and the permutation problem
vanishes. Moreover, this property enables us to introduce rearrangements (i.e
large scale mutation operators) that will help avoiding local optima by signifi-
cantly changing the genetic code. Specifically, we will show that the sequence of
copy-and-edit used by natural evolution of genes can be used by the RBF-Gene
algorithm as well.

To create the next generation, we need to compute the fitness of each individ-
ual. This is done in three steps : First, using special sequences, we find the genes
on the chromosome; second, using a genetic code, we extract all the parameters
of the corresponding kernel; third, as we now have all the hidden neurons and
their links, we construct the NN and test it on the dataset.

Once all the individuals are evaluated, we use a standard evolutionary process
to compute the next generation. For the recombination/mutation step, we in-
troduce rearrangement operators that change the structure of the chromosome.
These operators modify the chromosome on a large scale independently of the
nature of the region (coding or non-coding sequence).

3.2 Encoding

In the RBF-Gene algorithm, each gene encodes for the parameters of a hidden
neuron: its mean vector μ and its standard deviation σ. Moreover, it also encodes
for the output links wi. So, if we have n input values and m output weights, we
have n + m + 1 real values to define for each neuron (n for the mean vector, 1
for the standard deviation and m for the output weights).

The simplest way to encode a value onto a chromosome is to use a binary
encoding. So we need a “0” base and a “1” base for each parameter. This gives us
an artificial genetic code: Our chromosome will be a string of characters (A, B,
C. . . ) and each parametric value has two characters associated with: one for the
“0” and one for the “1”. As we want a homogeneous chromosome, using purely
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local signals to detect genes, we add two special characters for the start and the
stop3. So our chromosome is a variable length string built with a 2(n+m+1)+2
character alphabet.

Since we have a homogeneous chromosome, there are no special regions on
the chromosome or on the gene. The different characters are mixed together at
random (i.e. the parameters are not encoded sequentially). In order to compute
a parameter, we only have to extract the corresponding characters: thanks to
the genetic code, the mixed character string (the gene) is converted into three
ordered binary strings (one per parameter). Each of them is then transformed
into a numerical value using a Gray code [13].

One of the major advantages of our model is that gene’s length is no longer
fixed: it only depends on the relative position of a start character and the next
stop character. Thus the number of bits per parameter is not fixed at all. This
overcomes a classical drawback of binary encoding in GAs since the precision
of each parameter is able to evolve by simply modifying the length of the gene.
Consequently, the algorithm is able to generate rough solutions at first, with
a small number of kernels or with numeric values of low precision. It can then
progressively refine the input/output mapping by either adding new kernels or
enhancing the precision of existing ones.

Fig. 1. A simple example of the mapping from the chromosome to the neurons. Here
we only have one input value (n = 1) and one output value (m = 1). Thus the genetic
code is composed of 2 + 2(1 + 1 + 1) = 8 letters.

3 Of course, we can find start signals inside a gene or stop signals between genes. In
such a case they are ignored.
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The overall translation algorithm can be summarized as:

1. Find the genes using the alphabetic start and stop signals
2. For each gene

(a) Extract each parameter sequence using the “genetic” code translation
(b) Decode each parameter using a variable-length Gray code
(c) Build the associated Gaussian kernel K

3. Construct the neural network
4. Evaluate the individual on the data

A simple example of the first two steps is shown in figure 1.

3.3 Evolution

Our chromosomes are homogeneous: they are a simple string of characters. More-
over the structure of the chromosome is free to evolve without any influence on
the phenotype: a gene can move from one locus to an other or two genes can be
swapped. So the chromosome length can vary and so does the number of genes
and we have more biologically inspired operators available to us than the two
classic ones: point mutation and crossover.

Fig. 2. A schematic view of the different operators

To create the next generation, we use two types of operators: first, the re-
combination operator if needed, and then the mutation operators. The selection
of the fittest is done by a roulette-wheel based on the rank4.

The recombination operator used here is a classic one-point crossover and the
crossing point is chosen randomly. The probability of using it can vary between
0% for clonal reproduction to 100% for sexual recombination.

4 However, the RBF-Gene algorithm can be used with any selection operator without
loss of its properties.
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We have two families of mutation operators (see figure 2):

– Local operators: They modify only one base. As the structure can change, we
can use the traditional switch operator but also the local insertion or deletion.

– Large operators (rearrangements): They modify the global structure either
by translocation, which move one part elsewhere on the chromosome; dupli-
cation, which copy and paste a sequence elsewhere; or large deletion, which
erase a part of the chromosome.

Notice that the local mutation rates are given per base while the rearrange-
ments rates are given per chromosome. Thus, the mutation effect remains con-
stant whatever the genome size: since the “cut and paste” points are chosen
randomly, the average number of bases affected by one rearrangement directly
depends on the genome size [14].

The structure of the chromosome can then change and genes can be added,
deleted or moved along the genome. So, the algorithm can adapt:

– the complexity of the solution by changing the number of genes
– the local precision of each parameter by changing the number of bases

in each individual gene
– the structure of the genetic sequence by changing the order of the genes

or the length of the non-coding sequences. It can be seen as the evolution
of the robustness and the evolvability of the solution: the algorithm can
change the structure in order to resist best to deleterious mutations or to
help evolution to find optima more quickly.

4 Simulations and Results

In order to illustrate the behavior of the algorithm, we will first present results
on a simple toy problem (the 2D sine wave, a R

2 → R problem). Then, we will
present a real regression problem, the Boston dataset (a R

13 → R problem), and
compare our results with other results on the same benchmark5.

4.1 2D Sine Wave: Graphical Results

The 2D sine wave is a straightforward problem which is interesting because the
results can easily be visualized. The goal is to approximate the curve:

y(x) = 0.8sin(
x1

4
)sin(

x2

2
), x1 ∈ [0; 10], x2 ∈ [−5; 5]

This test has been proposed by Orr [17] and we use the same protocol for
our experiment. We generate a training set of 200 patterns sampled at random.
We add a normally-distributed noise with σ = 0.1 and zero mean. The test
set contains 400 noiseless samples arranged as a 20*20 grid covering the input
ranges. The fitness used by the algorithm is the total squared error (SE) on the
5 The algorithm has been tested on other datasets as well [15, 16]: the sin(12x) prob-

lem, a R → R problem or the abalone dataset, a R
9 → R problem.
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learning set (the fitness does not depend on the genetic parameters like the size
or the number of genes). The test set, independent from the training set, is used
to evaluate the generality of the solution as we want to fit the 2D sine curve at
all points, not just at the training points.

We have done 5 runs of 5000 generations with the following parameters:

– Population size: 100 individuals of initially 200 random bases
– Local mutation rates: 5e − 4 per base
– Rearrangements rates: 0.05 per genome
– Crossover rate: 0.6 to create an offspring from two parents (and so 0.4 from

one parent)

Figure 3 summarizes some indicators of evolution: the fitness (total squared
error) on the training set and the test set, the size and the number of neurons
at the 5000th generation for the best individual of each run. The training fitness
ranges from 1.7762 to 2.1736, the test fitness from 1.0499 to 1.9613, the size
from 614 characters to 1342 and the number of neurons from 8 to 15. However,
beyond the given results, this problem is of low enough dimension to see the
structure of the proposed solution.

Mean Std. dev.
Learning fitness 1.902 0.156
Test fitness 1.432 0.339
Size 1066.0 276.6
Nb. of neurons 11.2 2.6

Fig. 3. Statistical results and indicators on the 2D Sine Wave problem for the best
individual of each simulation after 5000 generations

The figure 4 shows the original points, the final surface and the different
Gaussian functions. Each function is equivalent to a neuron. The individual
shown is the best individual after 5000 generations.

4.2 The Boston Dataset

In order to be able to compare the performance of the RBF-Gene algorithm
with other models, we have performed experiments on the Boston dataset. This
dataset is a well-known benchmark that can be downloaded on the UCI Machine
Learning Repository [18]. It is a real dataset made by the U.S Census Service
concerning housing in the area of Boston.

There are 13 inputs and 1 output. Since the inputs have different dimension-
ality, we have normalized them before applying the algorithm (mean of 0 and
standard deviation of 1). The output is between 0 and 50 and we have kept it
unchanged in order to compare our results. There are 506 points in the dataset,
and no data is missing.

We have done 25 simulations by set of parameters using different seeds and/or
different partitions of the data (keeping a ratio of 5 learning points for 1 valida-
tion point). The fitness function used by the algorithm is the mean square error
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(a) (b)

(c)

Fig. 4. The target surface and one generated individual after 5000 generations: (a) the
desired curve and the training points; (b) one individual from the last generation; (c)
the different Gaussian functions of the individual. Note that the noise in the data is
partly extracted by the algorithm (kernel nb. 3).

(MSE) on the training set and we compare our results using the MSE on the
validation set. The parameters are the same than in the 2D sine wave, save that
the local mutation rates is 1e − 4 per base here.
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Mean Std. dev. Median
Learning fitness 13.41 3.92 13.06
Validation fitness 16.70 4.59 16.60
Nb. of neurons 29.2 39.2 18.0

Fig. 5. Statistical results and indicators on the Boston dataset for the best individual
of each simulation after 5000 generations

Learning fitness Validation fitness Nb. of neurons
Minimum 7.35 10.19 4
Maximum 22.21 27.48 178

Fig. 6. Minimum and maximum values obtained by the best individual of each simu-
lation after 5000 generations

Figure 5 summarizes our results on the dataset. We can compare them with
[19] in which different methods are tested. We see that we have similar results
to the best of the tested methods. However, since Madigan et al. don’t provide
enough statistical information to run a statistical test, we cannot make compar-
ative claims with any certainty. Indeed, we have an average MSE of 16.70± 4.59
(best individual: 10.19) while the results in [19] range from 14.1 for the GBM
two-way method to 25.8 for the Stagewise method.

Figure 6 shows the minimum and maximum value of each of learning fitness,
validation fitness and number of neurons. When the standard deviation on the
number of kernels is more than the mean, it is because we have a highly skewed
distribution. 2 simulations have more than 100 kernels (126 and 178 respectively)
while the other ones all have less than 60 kernels.

Fig. 7. Average fitness and best individual: the learning fitness is in black and the
validation fitness in gray
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Figure 7 shows the evolution of the fitness over the course of the runs (average
fitness and the evolution of the fitnesses for the individual with the best vali-
dation fitness). As we can see, there is no over-learning as the validation fitness
is still decreasing and the gap between the learning fitness and the validation
fitness remains slight.

Moreover, during evolution, the structure of the genome changes and the
number of genes increases progressively from 1 at the first generation to about
30 in the last generation. Of course, while the number of genes increases, so does
the genome size (from 200 bases initially to a median size of about 6000 bases)
but we also observe that the coding proportion (proportion of coding sequences
on the genome) grows from about 20% to 60% without any hard-coded limit to
the genome size.

5 Discussion and Future Works

The preliminary results we have obtained with the RBF-Gene algorithm are very
encouraging. Quantitatively the algorithm performance is quite good. Quali-
tatively, the chromosome structure obviously evolves during the evolutionary
process thus showing a genuine simultaneous evolution of the neural network
structure and the scalar parameters.

However, more work has to be done. We would like to study the influence
of different parameters such as the mutations rates. A better understanding of
the evolution of the genome structure would be quite instructive, especially on
the chromosome size, the individual gene size, and the genes’ order. This work
is in progress; early results suggest that the algorithm is very robust – that is it
gives similar results over a wide range of parameters. We are also studying the
possibility of using a real code instead of the binary Gray code for the parameter
encoding.
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Abstract. In this paper, we show how an efficient ant based algorithm,
called API and initially designed to perform real parameter optimiza-
tion, can be adapted to the difficult problem of Hidden Markov Models
training. To this aim, a transformation of the search space that pre-
serves API’s vectorial moves is introduced. Experiments are conducted
with various temporal series extracted from images.

1 Introduction

The pattern recognition domain involves a wide class of problems which often
require to learn and recognize temporal data. To perform this task, many various
tools are available such as hidden Markov models (HMM). These statistical tools
allow to model almost all temporal data so complex they are. They have been
applied successfully in various research domains like speech or image recognition,
but they suffer of a great disadvantage: the training problem is not completely
solved. Indeed, there are only automatic training procedures that converge to
local optima according to the training criterion. In some cases, local optima can
be used with success while global optimum could achieve better recognition.
That is precisely the question we are concerned in: finding the best or at least a
good optimum for the training task. In the literature, many researches have been
conducted to tackle this problem. Simulated annealing [1], Tabu search [2] and
genetic algorithm [3, 4] have been proposed. These methods are often considered
to be useful to learn HMMs but they have not been extensively benchmarked.
However, those metaheuristics have been constructed to optimize discrete prob-
lems, while HMMs training mainly concerns problems with continuous parame-
ters. So that, we may expect that continuous metaheuristics could provide better
results.

A subfamily of these methods concerns artificial ant-based algorithms. Most
of these algorithms require discrete search spaces and are applied to combinato-
rial problems. Recently, a new ant algorithm has been introduced in [5]: the API
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algorithm, which is inspired from the foraging behavior of Pachycondyla apicalis
ants. This algorithm is independent, in its general description, of the search
space and consequently can be easily adapted to a continuous search space. Our
goal is to modify the API algorithm in order to apply it to HMMs training task.

This paper is organized as follows: the first part recalls basic definitions
concerning usual hidden Markov models, the second part presents the API algo-
rithm, and the third part is devoted to its adaptation to the training of HMMs.
In the last part, experimental results obtained from image data are presented
and discussed.

2 Hidden Markov Models

HMMs are essentially stochastic finite state automata that extend Markov mod-
els by associating to each state a random output variable which produces the
observed outcomes. They are statistical models designed for learning, recogni-
tion and analysis of temporal data. They are involved in numerous domains. For
instance, they are used intensively for speech recognition and synthesis, and even
in biology. A good review including many references can be found in [6]. Several
kinds of HMMs have been proposed such as multidimensional HMMs with inde-
pendent processes or hierarchical HMMs [7] to tackle specificities of the problem
to solve. In this paper, we only consider first order HMMs in discrete time and
discrete symbols.

Recall that a Markov model is a stochastic process consisting of a set S =
{S1, S2, . . . , SN} of N states and a S-valued Markov chain (qt(·))t≥0 of order 1,
that is to say, for all t ≥ 1 the Markov property

P(qt = st|q1 = s1, . . . , qt−1 = st−1) = P(qt = st|qt−1 = st−1) st ∈ S (1)

holds. A Markov chain is thus defined by a state transition matrix A = (aij)
with 1 ≤ i ≤ N and 1 ≤ j ≤ N where aij is the transition probability P(qt =
Sj |qt−1 = Si). For a stationary model, this probability depends neither on t
nor on states prior to qt. In addition to the stochastic matrix A, initial state
probabilities (πi) are given, where πi is the probability that the chain starts from
the state Si i.e., πi = P(q0 = Si). This model is useful when the current state
is known explicitly. However, in many cases, states Sj are not directly observed
but they emit symbols randomly from a given alphabet V = {V1, V2, . . . , VM}
according to emission probabilities bj(k). Let (ot)t≥1 denote the sequence of
observed random variables. By definition bj(k) = P(ot = Vk|qt = Sj), with
1 ≤ j ≤ N and 1 ≤ k ≤ M . Moreover, the random variables ot are mutually
independent and independent of the qt′ for t �= t′. Finally, an HMM is thus
defined by the triplet λ = (A, B, Π) with B = (bj(k)) and will be denoted by
HMM(λ). For our purpose, the parameter λ will be viewed as a row vector of
row vectors. More explicitly

λ = (A1, . . . , AN , B1, . . . , BN , (π1, . . . , πN )) (2)
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where Ai = (ai1, . . . , aiN ) and Bk = (bk(1), . . . , bk(M)) are row vectors respec-
tively in IRN and IRM with non negative entries. Notice that here IRk denotes
the space of k-dimensional real row vectors, equipped with the Euclidean norm
|| · ||2. Hence, λ belongs to the vector space (IRN )N × (IRM )N × IRN identified to
IRN(N+M+1). The set of all possible values of λ is the subset Λ of [0, 1]N(N+M+1)

defined by

N∑
j=1

πj = 1,
N∑

j=1

aij = 1 ,
M∑

j=1

bi(j) = 1 , (1 ≤ i ≤ N) . (3)

For a given λ ∈ Λ, let Pλ be the probability of the underlying probability space
related to HMM(λ), and suppose that the sequence O = (O1, . . . , OT ) ∈ V T

is observed through HMM(λ). The likelihood LO(λ) that the model HMM(λ)
generates O is by definition

LO(λ) =
∑

s∈ST

Pλ(O, s) (4)

where Pλ(O, s) is set for Pλ(o1 = O1, . . . , oT = OT , q1 = s1, . . . , qT = sT ). From
the independent assumption

Pλ(O, s) = πs1

T−1∏
t=1

ast,st+1

T∏
t=1

bst(Ot) = Pλ(O|s)Pλ((q1, . . . , qT ) = s) (5)

is the probability, under HMM(λ), to observe O when the successive hidden
states are s = (s1, . . . , sT ). Now, four basic problems arise if we want to apply
HMMs efficiently:

1. Evaluation: given a series of T observations O = (O1, . . . , OT ) and a model
HMM(λ) with N hidden states, how to evaluate the likelihood LO(λ)? The
solution is given by the Forward/Backward algorithm [8], which computes
this value in polynomial time, precisely in complexity θ(N2T ).

2. Most probable path: the Viterbi algorithm can find the sequence s =
(s1, . . . , sT ) of hidden states which have the highest probability of generating
the series O of observations [9]. This algorithm has a complexity θ(N2T ).

3. Optimal adaptation: this is the problem of learning a HMM from a series
of observations O. For a given number of hidden states N , how to find a
model λ that maximizes LO(λ)? The Baum-Welch algorithm [10], denoted
BW for short, provides a method that iteratively improves an initial model.
Notice that BW suffers from drawbacks, inherent to gradient-like algorithm:
it may converge to critical points of LO(λ) like local minima or inflection
points. It is also sensitive to the chosen initial model. The complexity of this
algorithm is θ(TN(N + M)).

4. Optimal number of hidden states: how many hidden states N we need
for a given HMM(λ) in order to maximize LO(λ)? This problem is of course
linked to the previous one and remains difficult. Most of learning algorithms,
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like BW, need to have this number fixed. In this work, we consider an arbi-
trary fixed number of hidden states since our problem is only to find optimum
of LO(λ), knowing N .

To explain empirically the difficulty of HMMs training, it is enough to notice
that the likelihood LO(λ) is a polynomial in N(N + M + 1) variables and of
degree ≤ 2T . However, stochastic constraints reduce the search space to the set
Λ, that reduces the number of free parameters to N2 + N(M − 1) − 1. As we
can notice, the likelihood is a high degree polynomial and thus can have several
local optima. This is the reason why it is very difficult to find a global optimum.
The only simple way to find a solution near the global optimum is then to use
metaheuristics.

3 The API Algorithm

3.1 Ant Algorithms

Ants have recently inspired new researches in computer science and many suc-
cessful works deal with combinatorial optimization (see the review in [11]). In
most of cases, a global memory is used to guide the search agents toward promis-
ing solutions. This is achieved in the same way that real ants spread volatile
substances, known as pheromones, on their path leading to food sources. In our
case, artificial pheromones are real values which are used with a positive feed-
back mechanism that reinforce promising solutions. Such a mechanism is often
described as stigmergy [12]. A very successful metaheuristic, called ACO (for
Ant Colony Optimization), have been applied to a large variety of optimization
problems [13] such as, but far from limited to, the Traveling Salesman Problem
[14, 15], the Quadratic Assignment Problem [16],or scheduling problems [17, 18].

Whereas many of ant algorithms have discrete search spaces, a little num-
ber of ant inspired methods can be found where continuous search spaces are
used [19, 20, 21]. But, as we shall see in the following, not all of ant species use
pheromones and so, in opposite to all optimization heuristics cited above, we do
not need to use artificial pheromones to build ant algorithms.

3.2 The Foraging Strategy of Pachycondyla apicalis Ants

Pachycondyla apicalis [22] ants have two main characteristics regarding their
foraging behavior: they memorize explorations of hunting sites around their nest
and they systematically go back to the last site where a prey was found. More-
over the nest is regularly moved and represents a central point from which ants
perform their explorations. When the location of the nest is changed, the ants
are able to perform recruitments: an ant brings one of its colleagues to the new
nest. This behavior is called tandem-running recruitment. Notice that these ants
do not use pheromones to find their path in their natural environment, but they
use visual landmarks instead. Since these ants demonstrate good performances
in their prey research, they furnish a relevant model (called API) to solve opti-
mization problems [23].
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3.3 The API Algorithm for Continuous Search Spaces

The API algorithm is directly inspired by the foraging behavior of Pachycondyla
apicalis ants. We have adapted the natural behavior of these ants to the gen-
eral problem of optimization: a hunting site corresponds to a point in the so-
lution space and an ant performs a prey capture when it succeeds to improve
the value of the evaluation function defined on hunting sites. Hence, more ants
improve their memorized hunting sites, better will be the results. This general
principle can be applied with various search spaces like searching for neural
networks weights or TSP [24] and for example, in [23], the results obtained
by API on standard multimodal functions is compared against random hill
climbing and a genetic algorithm. A previous model of Pachycondyla apicalis
foraging behavior has been proposed in [25] and was focusing on the probabil-
ities that one ant would leave its nest to search preys and about the learning
process involved. However, our model does not take into account this learning
process.

To apply the API algorithm on a search space S, we only need to define two
operators which are random generators:

– Orand(S), which generates a random point in S according to a uniform dis-
tribution. This operator is used to create a new nest location.

– Oexplo(s, Ai), which generates a point s′ in the neighborhood of s according
to the amplitude Ai of the ant ai. This operator is used to create new hunting
sites around the nest N (with Ai = Ai

site and s = N ) and to perform an
exploration (with Ai = Ai

local and s = si
j , where si

j is a hunting site of ant
ai). If the new point s′ is a better solution than s then the new hunting
site position becomes s′ (si

j ← s′). This improvement corresponds to a prey
discovery.

Algorithm 1 describes the main principles of API algorithm seeking the global
minimum of a function f . This algorithm is sequential but it can be easily
transformed into a parallel algorithm where each ant is assigned to a different
processor. The search space is Λ (see supra), which is a product of convex subsets,
and we introduce the following parameters:

– m, the number of ants. The Pachycondyla apicalis colonies being small (from
40 to 100 workers) we often use a small number of ants.

– Tmax, the number of iterations of the algorithm. A large value of Tmax gives
more chances to find better solutions.

– Tnest, the number of times one ant leaves its nest to search for a prey in
between two nest moves. Tnest can also be fixed automatically to the value
Tnest = m ∗ 2 × (P i

local + 1) × pi in order to give each ant enough iterations
to explore all the sites in its memory.

– for each ant ai:
• pi, the number of hunting sites memorized by ant ai.
• P i

local, the patience of the ant, i.e. the number of unsuccessful explo-
rations of a hunting site before its deletion of ant’s memory.
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• Ai
site the hunting site creation amplitude.

• Ai
local, the hunting site exploration amplitude.

These two last parameters are relative to the search space size.

—– Algorithm 1. Main API algorithm —–

1: Choose the initial nest location: N ← Orand(S)
2: Initialize each ant’s memory Mi: ∀ i ∈ {1, . . . , m} , Mi = ∅
3: for t = 1 to Tmax do
4: for all ant ai do
5: {Ant ai has less than pi sites in memory ?}
6: if card(Mi) < pi then
7: Create a new site in the neighborhood of N : s ← Oexplo(N , Ai

site)
8: Explore this new site: s′ ← Oexplo(s, Ai

local)
9: if f(s′) < f(s) then

10: s ← s′

11: end if
12: Mi ← Mi ∪ {s}
13: else
14: if the previous exploration performed by ai was successful then
15: Explore the same site s;
16: else
17: Explore a randomly selected site s (among the pi sites in Mi)
18: end if
19: s′ ← Oexplo(s, Ai

local)
20: {successful exploration}
21: if f(s′) < f(s) then
22: Mi ← Mi \ ({s} ∪ {s′})
23: else
24: if ai has explored its site s unsuccessfully more than P i

local consec-
utive times then

25: Mi ← Mi \ {s} {Remove site from ai’s memory}
26: end if
27: end if
28: end if
29: end for
30: if the nest is moved then
31: Change the nest location to the best solution found and Reset ants’

memories
32: end if
33: end for

4 Learning HMMs with API Algorithm

In a previous study, we have experimented the hybridization of API with HMMs
[26] in order to solve continuous optimization problems. HMMs were used to
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generate binary strings and ants were used to improve HMMs. With the present
problem, ants are introduced to perform an exploration of HMMs’ search space
Λ corresponding to the set of all possible HMMs for a fixed number of hidden
states. Nest and locations of hunting sites are support of HMMs and ants perform
moves in this space. The objective is now to maximize the map λ → LO(λ). To
adapt API to HMMs training, we need to introduce a suitable search space
representation.

In the present work, two natural operators Orand(SHMM) and Oexplo(λ, Ai)
are introduced by the way of a new linear representation of HMMs. In order to
define these operators, we first need some definitions and notations.

For a given dimension k, let 1k, denote the column vector in R
k with all

entries equal to 1 and let Ek be the quotient vector space R
k/R·1k. We denote

by ck : R
k → Ek the canonical map and define the so-called regularization map

rk : R
k → R

k by
rk(x)i = xi − max

j=1..k
xj (6)

where rk(x)i represents the i-th component of the vector rk(x). Obviously rk(x)
≡ x (mod R·1k) for all x ∈ R

k. We usually drop the index k if the reference to
the dimension k is obvious. The subset Ωk = r(Rk) is also the set of points in IRk

such that r(x) = x. In fact, Ωk is a cone with vertex 0 (the null vector), which
is the union of the faces of the k-dimensional polyhedron ] − ∞, 0]k. The map
r(·) is the projection of IRk onto Ωk, parallel to the vector space R·1. In other
words, r(x) is the unique element in the intersection (x + R·1) ∩ Ωk. Moreover
r is one-to-one on Ωk. Consequently, there exists a bijection γk : Ek → Ωk

(also denoted simply by γ) determined by the relation r = γ ◦ c. We use γ(·)
to carry the vector structure of Ek to the cone Ωk. We obtain a vector space
(Ωk,⊕,�) where the addition law ⊕ and the scalar law � are respectively defined
by x ⊕ y = γ(c(x) + c(y)) (= r(x + y)) and t � x = γ(t · c(x)) (= r(t · x)). One
main interest in introducing the linear space (Ωk,⊕,�) is to be able to define
transformations on Ωk using linear operators.

Straightforward computations lead to the following properties of r:

(i) r ◦ r = r (in particular r(x) = x for any x ∈ Ωk),
(ii) r(r(u) + r(v)) = r(u + v),
(iii) r(t·u) = r(t·r(u)) and r(t·u) = t·r(u) if t ≥ 0,
(iv) r(u + t·1k) = r(u),

where u and v are any vectors in R
k, and t any real number. Let Qk be the set

of probability vectors {x ∈]0, 1]k;
∑k

i=1 xi = 1} and define the maps φk : IRk →
Qk, ψk : Qk → Ωk (or ψ, φ for short) by φ(x)i = exp xi/

∑
1≤j≤k exp xj and

ψ(x)i = log xi − max
j∈{1,...,k}

log xj .

Notice that Λ = (QN )N × (QM )N × QN . Consequently, we introduce the vector
spaces E = (EN )N × (EM )N × EN , Ω = (ΩN )N × (ΩM )N × ΩN and the maps
C : (IRN )N × (IRM )N × IRN → E, Γ : E → Ω, Φ : IRN2

× IRNM × IRN → Λ
and Ψ : Λ → Ω. By definition, C = (cN , . . . cN , cM , . . . , cM , cN ) and similarly
for Γ , Φ and Ψ (the letter c being replaced by γ, φ, ψ respectively). In addition,
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let R : (IRN )N × (IRM )N × IRN → Ω be given by (rN , . . . rN , rM , . . . , rM , rN )
and remark that R is one-to-one on Λ with R((IRN )N × (IRM )N × IRN ) = Ω.
From these definitions, we also derive that Γ is an isomorphism between E and
Ω verifying R = Γ ◦C. Moreover, Φ(x+y) = φ(x) for any x ∈ IRN(N+M+1) and
y ∈ IR·1N2 × IR·1NM × IR·1N , Φ◦R = Φ and, both Φ◦Ψ = Id|Λ , Ψ ◦Φ|Ω = Id|Ω .
Now, the map Ψ allows to identify the parameter λ = (A, B, Π) (in Λ) defining
HMM(λ) with Ψ(λ) in the vector space Ω (= Ψ(Λ)) and so, the representation
space for HMMs with N hidden states and M symbols is now EHMM = Ω.

We are ready to defined the API’s operators considered in our experiments.
The first one is

Orand(EHMM) = R
(
U
(
[−30, 0[N

2
×[−30, 0[NM×[−30, 0[N

))
(7)

where U(H) returns a uniformly random value in the box H . The next one is
given by

Oexplo(λ, Ai) = Φ
(
Ψ̃(λ) ⊕

(U([0, 1[)Ai

||W ||2
� W

))
(8)

where W = Orand(EHMM) (used independently of the previous one) is now the
direction of the ant’s exploration (we ensure that ||W ||2 > 0) and Ψ̃ is a mod-
ification of Ψ in order to deal with null probabilities. In our case, we choose
Ψ̃ = (ψ̃N2 , ψ̃NM , ψ̃N ) such that, for any x ∈ Qk,

ψ̃k(x)i =

⎧⎨
⎩

log xi − max{ max
j∈{1,...,k}

log xj ,−100 } if xi > e−100

−100 − max{ max
j∈{1,...,k}

log xj ,−100 } otherwise. (9)

Notice that, even if null probabilities do not occur in theory, they may appear in
practice during computations, due to the numerical precision of the implemen-
tation.

An easier parameter setting strategy should be to choose ants’ parameters
identical for all ants (homogeneous case), but it is showed in [23] that, for numer-
ical optimization, best results are obtained with heterogeneous ants’ parameters
(heterogeneous API). In order to simplify ants’ parameter settings in this later
case, we introduce the following automatic settings:

– Ai
nest = 15i

m ;
– the amplitude of the local search is set to Ai

local = Ai
nest/10;

– The number of sites memorized by real ants being unknown, we arbitrarily
set the default number of sites memorized by each ant’s memory to pi = 2,
(1 ≤ i ≤ m).

This choice leads to an API algorithm that is more robust for a wider range of
problems. Finally, the classical Baum-Welch algorithm (BW) should be used to
locally improve models built by ants’ explorations. For this goal, BW is applied
at the final step, replacing Oexplo by OexploBW(λ, Ai) = BW(Oexplo(λ, Ai)).
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5 Experimental Study

For our experiments, we have chosen to do two iterations of the Baum-Welch
algorithm. We consider 10 ants (i.e., m = 10), 2 hunting sites (i.e., pi = 2) and
a local patience of 3 (i.e., P i

local = 3). We allow 1000 moves in the search space
so that Tmax = 1000/10 = 100 (each ant can build 100 HMMs) and the nest
patience is 20 (i.e., Tnest = 20).

As testbed, we consider series of observations built from a set of images using
JPEG encoding but details are omitted here: the only important thing to keep
in mind is that those series correspond to a real application of image recognition.
Images are extracted from [27]. The observations have different length (T ) and
are encoded by various number of symbols (M). For the training, 11 hidden
states is a quite reasonable value.

To emphasize the interest of the API algorithm for HMMs training, we
compare it with a random search algorithm denoted by Random which consists
in generating randomly 1000 HMMs and returning the best one. The inter-
est of the hybridization with the Baum-Welch algorithm is exhibited by per-
forming a Random+BW algorithm which consists in randomly generating 1000
HMMs, followed by 2 iterations of Baum-Welch algorithm and then returning
the best model. The API algorithm is stated in four versions: two with homoge-
neous parameters, denoted as APIhomo and APIhomo+BW, and two with hetero-
geneous parameters, denoted as APIhete and APIhete+BW. Site amplitudes for

Table 1. Mean performance results in log-likelihood

Image T M Random Random+BW APIhomo APIhomo+BW APIhete APIhete+BW

1 400 16 -1043.75 -776.92 -1053.61 -699.67 -1041.74 -525.78
2 400 16 -1045.88 -776.78 -1063.75 -727.62 -1039.16 -575.60
3 400 16 -1067.61 -916.18 -1075.82 -872.18 -1071.30 -699.42
4 400 16 -1072.06 -927.36 -1075.74 -859.78 -1078.03 -649.35
1 400 32 -1340.36 -1040.92 -1347.66 -967.39 -1347.85 -728.64
2 400 32 -1343.27 -1061.93 -1362.36 -1008.18 -1349.06 -813.94
3 400 32 -1358.32 -1183.37 -1371.11 -1137.57 -1366.94 -939.58
4 400 32 -1357.70 -1191.59 -1372.87 -1132.08 -1364.61 -881.84
1 400 64 -1630.28 -1319.15 -1648.86 -1252.77 -1645.66 -975.68
2 400 64 -1633.48 -1319.21 -1650.49 -1263.06 -1647.22 -1038.66
3 400 64 -1642.02 -1451.16 -1656.34 -1403.15 -1652.02 -1177.02
4 400 64 -1644.36 -1458.69 -1657.52 -1398.58 -1655.37 -1117.29
1 2000 16 -5269.79 -3887.00 -5292.09 -3551.14 -5192.61 -2497.94
2 2000 16 -5259.94 -3926.22 -5314.93 -3700.36 -5283.02 -2911.64
3 2000 16 -5344.28 -4475.89 -5411.76 -4140.47 -5359.73 -3164.02
4 2000 16 -5359.13 -4541.35 -5396.17 -4224.90 -5362.49 -3241.26
1 2000 32 -6708.70 -5324.81 -6748.03 -4999.43 -6783.95 -3642.75
2 2000 32 -6719.60 -5377.93 -6794.59 -5141.07 -6790.99 -4122.03
3 2000 32 -6786.96 -5915.23 -6865.31 -5639.53 -6825.65 -4420.70
4 2000 32 -6802.65 -5988.95 -6844.56 -5715.88 -6837.17 -4472.57
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Table 2. Means cpu time utilization in second

T M Random Random+BW API API+BW

400 16 0.7 3 7 45
400 32 0.7 3 8 49
400 64 0.7 4 10 54
2000 16 1.6 30 32 390
2000 32 1.6 32 33 394

homogeneous versions are Ai
nest = 8.25 and Ai

local = 0.825. These constants
correspond to the averaged values of the corresponding site amplitudes in the
heterogeneous case. For each algorithm and each series of observations, we av-
erage the log-likelihood of best output models obtained with 15 runs.

Results are given in table 1 and 2. We notice that, algorithms which in-
volve Baum-Welch (BW) perform significantly better than the ones without
BW, strengthening the usefulness of the hybridization with BW. Moreover, ta-
ble 2 shows that BW also increases significantly the computing time. When BW
is not used, our experiments point out that the random search performs better
than API algorithms. This behavior seems to be surprising but is in accordance
with the fact that a uniform random search furnishes, in averaged, better results
than a directed search. This is due to the small number of iterations compared
with the search space size. However, notice that the heterogeneous API gives re-
sults which are better or equal than those obtained with the homogeneous API.
Notice that BW algorithm in both versions of API performs significantly better
than Random+BW and the heterogeneous API version performs much better than
the corresponding homogeneous version. Moreover, the parameter settings could
probably be improved. Also, we confirm the tendency observed in [5]: hetero-
geneous parameters improve results especially when the search space dimension
increases. To conclude, we can say that depending of the available computing
time, we can significantly improve the training. For fast training, we can use
Random. For better performance and reasonable computing time, we can use
Random+BW. For optimal training, we can use more computing time and use the
APIhete+BW algorithm.

6 Conclusion

In this paper, we have introduced a new application of the API algorithm for the
training of HMMs involving suitable search space representations. Two kinds of
parameter settings are considered: one is homogeneous, independent of the ants,
and the other one is heterogeneous.

To complete this approach, these algorithms are hybridized with the Baum-
Welch algorithm. Our experiments show that hybridized API algorithms out-
performs a straightforward random search associated to BW and the best
performances are obtained if we choose heterogeneous parameters in the API
algorithm.
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In future works, we plan to study more precisely the effect of parameter
settings and propose to compare such algorithms with other implementations
involving the operator Oexplo(λ, Ai) already used in other metaheuristics.
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5. Monmarché, N., Venturini, G., Slimane, M.: On how Pachycondyla apicalis ants
suggest a new search algorithm. Future Generation Computer Systems 16 (2000)
937–946
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Abstract. This paper presents a new Memetic Algorithm designed to
compute near optimal solutions for the MinLA problem. It incorporates
a highly specialized crossover operator, a fast MinLA heuristic used to
create the initial population and a local search operator based on a
fine tuned Simulated Annealing algorithm. Its performance is investi-
gated through extensive experimentation over well known benchmarks
and compared with other state-of-the-art algorithms.
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1 Introduction

Evolutionary algorithms (EAs), as general purpose optimization procedures,
have been successfully applied in a broad spectrum of areas in physics, chemistry,
engineering, management science, biology and computer science [22].

It is well recognized that it is essential to incorporate some form of domain
knowledge into EAs to arrive at highly effective search [1,4,10]. There are many
ways to achieve this, for example by the combination of EAs with other efficient
problem-dependent heuristics, or by using encodings and genetic operators that
are tailored to the problem to be solved. Memetic algorithms (MAs) follow such
an approach and have demonstrated recently to be very efficient [3,7,8,12,16,23].
Under different contexts and situations, MAs are also known as hybrid EAs or
genetic local searchers.

In this paper, we are interested in tackling with the use of MAs a well-known
combinatorial optimization problem: the Minimum Linear Arrangement prob-
lem (MinLA). Garey and Johnson have shown that finding the minimum linear
arrangement of a graph is NP-hard and the corresponding decision problem is
NP-complete [9]. MinLA was first stated by Harper [11]. His aim was to design
error-correcting codes with minimal average absolute errors on certain classes
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of graphs. The MinLA problem arises also in other application areas like graph
drawing, VLSI layout, software diagram layout and job scheduling [5].

The MinLA problem can be stated formally as follows. Let G(V, E) be a
finite undirected graph, where V (|V | = n) defines the set of vertices and E ⊆
V × V = {{i, j}|i, j ∈ V } is the set of edges. Given a one-to-one function
ϕ : V → {1..n}, called a linear arrangement, the total edge length for G with
respect to arrangement ϕ is defined according to the equation 1.

LA(G, ϕ) =
∑

(u,v)∈E

|ϕ(u) − ϕ(v)| (1)

Then the MinLA problem consists in finding an arrangement ϕ for a given G so
that LA(G, ϕ) is minimized.

There exist polynomial time exact algorithms for some special cases of MinLA
such as trees, rooted trees, hypercubes, meshes, outerplanar graphs, and others
(see [5] for a detailed survey). However, MinLA is NP-hard for general graphs [9]
and for bipartite graphs [6]. Therefore, there is a need for heuristics to address
this problem in reasonable time. Among the reported algorithms are a) heuristics
especially developed for MinLA, such as the binary balanced decomposition tree
heuristic (DT) [2], the multi-scale algorithm (MS) [14] and the algebraic multi-
grid scheme (AMG) [21]; and b) metaheuristics such as Simulated Annealing
[17, 18, 19] and Genetic Algorithms [20].

This paper aims at developing a powerful Memetic Algorithm (MA) for find-
ing near optimum solutions for the MinLA problem. To achieve this, the new
algorithm, called MAMP (standing for Memetic Algorithm for the MinLA Prob-
lem), incorporates a highly specialized crossover operator, a fast MinLA heuristic
used to create the initial population and a local search operator based on a fine
tuned Simulated Annealing algorithm. The performance of MAMP is assessed
with a set of 21 benchmark instances taken from the literature. The computa-
tional results are reported and compared with previously published ones, showing
that our algorithm is able to improve on some previous best results.

The paper is organized as follows. Section 2 reviews some existing solution
procedures for the MinLA problem. Then, the different components of our MA
are presented in Section 3. Section 4 is dedicated to computational experiments
and comparisons with previous results. The last section summarizes the main
contributions of this research work.

2 Relevant Existing Procedures

Because of the importance of the MinLA problem, much research has been car-
ried out in developing effective heuristics for it. In this section, we give a brief
review of three representative algorithms which were used in our comparisons.

2.1 The SS+SA Heuristic

In 2001 Jordi Petit developed a heuristic for the MinLA problem, called SS+SA
[18,19]. It works as follows: First a global solution is obtained by using Spectral
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Sequencing (SS), a method originally proposed by Juvan and Mohar, which
is based on the computation of the Fiedler vector of G [13]. Then the re-
sulting arrangement is iteratively improved using a SA algorithm previously
reported in [17]. It performs local changes based on a special neighborhood dis-
tribution, called FlipN, that tends to favor moves with high probability to be
accepted.

The SS+SA algorithm proposed by Petit starts at an initial temperature
T0 = 10, at each Metropolis round r = 20n3/2 moves are generated. Then
the current temperature is decremented with the relation Tk = αTk−1, with
α = 0.95 until to reach a final temperature Tf = 0.2. The author claims that
these parameters were fixed based on some preliminary experiments.

The author makes a computational comparison of the SS procedure, a SA
algorithm and the combination of both methods (SS+SA). For this comparison
Petit collected a set of 21 benchmark graphs. The test-suite consists of 5 random
graphs, 3 “regular”graphs (a hypercube, a mesh, and a binary tree), 3 graphs
from finite element discretizations, 5 graphs from VLSI designs, and 5 graphs
from graph drawing competitions.

The experiments have shown that for the finite element discretization graphs
SS+SA improves the SS and SA solutions by more than 20%, while reducing the
running time to a 25% of SA. For the rest of the graphs, SS+SA allways improves
the SS solutions and only for two graphs (c5y and gd96a) it is unable to improve
the SA solution. The running times are usually lower for SS+SA than for SA.
The author concludes that the SS+SA heuristic is a valuable improvement over
the SS and SA methods.

2.2 The DT+SA Heuristic

Besides Petit’s work, Bar-Yehuda et al. present in [2] a divide-and-conquer ap-
proach to the MinLA problem. Their idea is to divide the vertices into two
sets, to recursively arrange each set internally at consecutive locations, and fi-
nally to join the two ordered sets, deciding which will be put to the left of the
other.

The computed arrangement is specified by a decomposition tree (DT) that
describes the recursive partitioning of the subproblems. Each vertex of the tree
gives a degree of freedom as to the order in which the two vertex sets are glued
together. Thus, the goal of the algorithm is to decide for each vertex of the
decomposition tree the order of its two children. The authors propose a dynamic
programming algorithm for computing the best possible ordering for a given
decomposition tree.

The set of benchmark instances used in [2] is the same proposed by Petit
in [17, 18, 19]. They applied their algorithm iteratively, starting each iteration
with the result of the previous one. After a few tens of iterations, the algorithm
usually yields results within 5-10% of those obtained by Petit’s SA, but at a
fraction of its running time. They have used these computed arrangements as
an initial solution for the SA reported in [17] and slightly better results were
obtained.
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2.3 The MS Heuristic

In 2002, Koren and Harel present a linear-time algorithm for the MinLA problem,
based on the multi-scale (MS) paradigm [14]. MS techniques transform a high-
dimensional problem in an iterative fashion into subproblems of increasingly
lower dimensions, via a process called coarsening. On the coarsest scale the
problem is solved exactly, following which a refinement process starts, whereby
the solution is progressively projected back into higher and higher dimensions,
updated appropriately at each scale, until the original problem is reproduced
and solved.

The algorithm proposed in [14], starts with a preprocessing stage that ob-
tains, rapidly, a reasonable linear arrangement by using spectral sequencing and
then improves the result by applying a procedure, that they call median itera-
tion, for about 50 sweeps. The median iteration is a randomized algorithm based
on a continuous relaxation of the MinLA problem, where vertices are allowed to
share the same place, or to be placed on non-integral points.

Then, the MS algorithm starts by refining the arrangement locally. The in-
tention of the refinement is not only to minimize the arrangement cost, but also
to improve the quality of the coarsening step that follows. The next step is to
coarsen the graph based on restricting consecutive vertex pairs of the current
arrangement. The problem is then solved in the restricted solution space, by
running all this set of steps (called a V-cycle) recursively on the coarse graph.
Once a good solution is found in the restricted solution space, the algorithm
refines it locally (in the full solution space).

Koren and Harel have also used the set of test instances proposed by Petit.
For each graph in this set, they ran their MS algorithm first with a single V-cycle
and then with ten. They present these results as well as those obtained during
the preprocessing stage (spectral sequencing and median iteration algorithms).
The quality of their results after 10 V-cycle iterations is comparable to that of
Petit’s SA, but the running time is significantly better.

Later in 2004, an improvement to the algorithm proposed by Koren and
Harel was presented in [21]. The main difference between these approaches is
the coarsening scheme. Koren and Harel use strict aggregation, while Safro et
al. use weighted aggregation. In a strict aggregation procedure the nodes of the
graph are blocked into small disjoint subsets, called aggregates. By contrast, in
the weighted aggregation each node can be divided into fractions, and different
fractions belong to different aggregates. Safro et al. have shown experimentally
that their approach can obtain high quality results in linear time for the MinLA
problem and can be considered as one of the best MinLA algorithms known
today.

2.4 The Genetic Hillclimbing Algorithm

In [20] a Genetic Hillclimbing (GH) algorithm is proposed. It represents linear
arrangements as permutations of vertices and operates as follows: An initial pop-
ulation |P | = 100 is created by combining one individual generated with spectral
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sequencing, 10% of randomly generated individuals and the rest is generated us-
ing depth-first and breadth-first search algorithms initialized with a randomly
chosen vertex. At each generation 0.5|P | pairs of individuals are randomly se-
lected, then a two point crosssover with unfeasibility repair is applied with 98%
of probability in order to produce two offspring each time. Both resulting off-
spring are compared with their parents. If offspring has better fitness than one of
its parents, then it is inserted in the population else the parent is taken back to
the population and the offspring is eliminated. After that, nlog(n) hillclimbing
steps are applied to each individual of the population. It allows to obtain locally
optimal solutions that will be mutated with probability 15%. The mutation op-
erator consists in applying one random swap. The process is repeated until the
number of 20000 generations is reached or when 100 successive generations do
not produce a better solution.

For his comparisons the author employs the set of benchmark instances pro-
posed by Petit [17,18,19]. Their results show that GH has found slightly better
results for 7 instances (over 21 graphs).

3 A New Memetic Algorithm for MinLA

In this section we present a new Memetic algorithm, called MAMP, for solving
the MinLA problem. Next all the details of its implementation are presented.

3.1 Search Space, Representation and Fitness Function

The search space A for the MinLA problem is composed of all possible arrange-
ments from V to {1, 2, ..., n}. It is easy to see then, that there are n! possible
linear arrangements for a graph with n vertices.

In our MA a linear arrangement ϕ is represented as an array l of n integers,
which is indexed by the vertices and whose i-th value l[i] denotes the label
assigned to the vertex i. The fitness of ϕ is evaluated by using Equation 1.

3.2 The General Procedure

MAMP starts building an initial population P , which is a set of configurations
having a fixed constant size |P | (initPopulation). Then it performs a series of
cycles called generations. At each generation, a predefined number of recombina-
tions (offspring) are executed. In each recombination two configurations a and
b are chosen randomly from the population (selectParents). A recombination
operator is then used to produce an offspring c from a and b (recombineIndivid-
uals). The local search operator (localSearch) is applied to improve c for a fixed
number of iterations L and the improved configuration c is inserted in the popu-
lation. Finally, the population is updated by choosing the best individuals from
the pool of parents and children (UpdatePopulation). This process repeats un-
til a stop condition is verified, usually when a predefined number of generations
(maxGenerations) is reached. Note however, that the algorithm may stop before
reaching maxGenerations, if a better solution is not produced in a predefined
number of successive generations (maxFails).
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3.3 The Initialization Operator

The operator initPopulation(|P |) initiates the population P with |P | configura-
tions. To create a configuration, we use the greedy frontal increase minimization
(FIM) algorithm of McAllister [15], slightly adapted in order to work in a ran-
domized form. The algorithm is based on the following two basic steps: 1) Select a
starting vertex and place it in position 1. 2) For each remaining position 2 through
n, select one of the unplaced vertices for placement in the current position by using
the FIM strategy. It consist in selecting for placement i a vertex that is adjacent
to the fewest vertices in Ui − Fi, where Fi = {u ∈ Ui|v ∈ Pi and (u, v) ∈ E}
denotes the front at placement i, Pi represents the set of i − 1 vertices placed so
far and Ui the set of currently unplaced vertices.

In order to accomplish this, two measures are defined that enable to know how
highly a vertex v ∈ Ui is connected to Pi and to Ui+1. The measures are defined
respectively as follows: tli(v) = |{(u, v) ∈ E|u ∈ Pi}| and tri(v) = d(v) − tli(v),
where d(v) denotes the degree of the vertex v. Both measures are used to define a
new selection factor sfi(v) = tri(v)−tli(v), which is used at the two-step general
strategy described above as follows: For each placement i in step 2, select v ∈ Fi

with minimum sfi(v). This algorithm has a linear time complexity with respect
to the number of edges in the graph. This is possible thanks to the use of efficient
data structures that enable to select a vertex with minimum sfi(v) in constant
time.

Due to the randomness of the greedy algorithm, the configurations in the
initial population are quite different. This point is important for population
based algorithms because a homogeneous population cannot efficiently evolve.

3.4 Selection

Mating selection (selectParents(P )) prior to recombination is performed on a
purely random basis without bias to fitter individuals, while selection for survival
(UpdatePopulation(P )) is done by choosing the best individuals from the pool
of parents and children. It is done by taking care that each phenotype exists
only once in the new population. Thus, replacement in our algorithm is similar
to the (μ, λ) selection scheme used in [16].

3.5 The Recombination Operator

The main idea of the recombination operator (recombineIndividuals(a, b)) is to
generate diversified and potentially promising individuals. To do that, a good
MinLA recombination operator should take into consideration, as much as pos-
sible, the individuals’ semantic.

In this subsection we present a new recombination operator LGX (local greedy
crossover) that is able to preserve certain information contained in both parents,
while some subgraphs are locally improved using a greedy mechanism. The new
LGX operator works in four basic steps:

First, all the labels found at the same vertex in the two parents are assigned
to the corresponding vertex in the offspring. Next, for each labeled vertex in
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the offspring a greedy mechanism is applied to find the labels for its adjacent
vertices; this procedure tends to minimize the local MinLA contribution of each
of these subgraphs. Then, for each unlabeled vertex in the offspring we take, if
possible, the label from the same vertex of one of the parents. Finally, the labels
for the remaining vertices are randomly assigned. The functioning of the LGX
operator is presented in Algorithm 1.

recombineIndividuals(a, b)
begin

// The number of assigned labels in the offspring
assigned = copyIdenticLabels(a, b, c);
for each vertex i labeled in c do

assigned += localGreedy(i, c);
end
assigned += completeFromParents(a, b, c);
if assigned < |V | then

completeRandom(c, assigned);
end
return The offspring c;

end

Algorithm 1. The LGX recombination operator

3.6 The Local Search Operator

The purpose of the local search (LS) operator localSearch(c, L) is to improve
a configuration c produced by the recombination operator for a maximum of L
iterations before inserting it into the population. In general, any local search
method can be used. In our implementation, we have decided to use Simulated
Annealing (SA).

In our SA-based LS operator the neighborhood N(ϕ) of an arrangement ϕ is
such that for each ϕ ∈ A, ϕ′ ∈ N(ϕ) if and only if ϕ′ can be obtained by flipping
the labels of any pair of different vertices from ϕ. We call this flipping operation a
move. Besides the apparent simplicity of this neighborhood function, the reasons
to choose it are: the easiness to perform movements and the low effort necessary
to compute incrementally the cost of the new arrangement.

The SA operator starts at an initial temperature T0 = 10, at each Metropolis
round r = 1000 moves are generated. If the cost of the attempted move decreases
then it is accepted. Otherwise, it is accepted with probability P (Δ) = e−Δ/T

where T is the current temperature and Δ is the increase in cost that would
result from that particular move. At the end of each Metropolis round then the
current temperature is decremented by a factor of α = 0.955. The algorithm
stops either if the current temperature reaches Tf = 0.001, or when it reaches
the predefined maximum of L iterations.

The algorithm memorizes and returns the most recent arrangement ϕ∗ among
the best configurations found: after each accepted move, the current configu-
ration ϕ replaces ϕ∗ if LA(G, ϕ) ≤ LA(G, ϕ∗) (and not only if LA(G, ϕ) <
LA(G, ϕ∗)). The rational to return the last best configuration is that we want



80 E. Rodriguez-Tello, J.-K. Hao, and J. Torres-Jimenez

to produce a solution which is as far away as possible from the initial solution
in order to better preserve the diversity in the population.

4 Computational Experiments

In this section, we present a set of experiments accomplished to evaluate the
performance of the MA algorithm presented in Section 3. The algorithms were
coded in C and compiled with gcc using the optimization flag -O3. They were
run sequentially into a cluster of 10 nodes, each having a Xeon bi-CPU at 2 GHz,
1 GB of RAM and Linux. Due to the non-deterministic nature of the algorithms,
20 independent runs were executed for each of the selected benchmark instances.
When averaged results are reported, they are based on these 20 corresponding
runs.

In all the experiments the following parameters were used for MAMP: a)
population size |P | = 40, b) recombinations per generation offspring = 4, c)
maximal number of local search iterations L = 150000, d) maximal number
of generations maxGenerations = 10000 and e) maximal number of successive
failed generations maxFails = 100.

4.1 Benchmark Instances and Comparison Criteria

The test-suite that we have used in the experiments is the same proposed by
Petit [17] and used later in [2, 14, 20, 21]. It consists of six different families
of graphs: Uniform random (randomA* class), geometric random (randomG*
class), graphs with known optima (trees, hypercubes and meshes), finite ele-
ment discretizations (3elt, airfoil1 and whitaker3), VLSI design (c*y class) and
graph drawing competitions (gd* class). All of them have 1000 vertices or more,
except for some instances in the gd* class. These instances are available at:
http://www.lsi.upc.es/˜jpetit/MinLA/Experiments

The criteria used for evaluating the performance of the algorithms are the
same as those used in the literature: the best total edge length found for each
instance and the CPU time in seconds.

4.2 Comparison Between MAMP and GH

The purpose of the first experiment is to compare our memetic algorithm MAMP
with the previous one of [20] (GH). To enable a fair comparison we have obtained
the GH source code1. Then GH and MAMP were compiled and executed in our
hardware and operating system platform 20 times on each benchmark instance.

The parameters for the GH algorithm are those reported in Poranen’s work:
a) population with 100 individuals, b) 50 crossovers per generation, c) 98%
crossover rate, d) 15% mutation rate, e) nlog(n) hillclimbing steps, f) a maximum
of 20000 generations and g) at maximum 100 successive failed generations. We
would like to point out that GH employs a population of 100 individuals, while

1 Available at http://www.cs.uta.fi/˜tp/optgen/index.html
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Table 1. Performance comparison between MAMP and GH

GH MAMP
Graph Bc Avg t Bc Avg t ΔC

randomA1 878705 883138.2 4079.2 867535 868480.4 918.7 -11170
randomA2 6557701 6564256.4 24010.2 6533999 6536249 3477.4 -23702
randomA3 14253230 14253230 25629.1 14240067 14240757 5221.2 -13163
randomA4 1735414 1735414 10066.2 1719906 1721070.4 1904.1 -15508
randomG4 153470 153470 1924.6 141538 143855 2097.2 -11932
bintree10 3873 3920.6 413.0 3790 3812.8 984.7 -83
hc10 523776 523776 325.8 523776 523776 1152.4 0
mesh33x33 31968 32127.2 1129.9 31917 31979.8 1177.9 -51
3elt 397305 403654.2 41952.7 362209 364403 5758.9 -35096
airfoil1 300656 300656 74023.7 285429 286986.6 5542.4 -15227
whitaker3 1189831 1189831 9006538.7 1167089 1168140.25 15322.4 -22742
c1y 63063 63440.6 783.9 62333 62383.6 651.5 -730
c2y 80453 81914.2 935.4 79017 80998 672.8 -1436
c3y 129775 130789.4 2092.0 123521 123689.4 731.1 -6254
c4y 118270 119277 2796.8 115144 115406 739.4 -3126
c5y 100877 102054.8 1983.7 96952 97219.4 741.5 -3925
gd95c 506 508.4 2.2 506 506.2 1.5 0
gd96a 105947 108714.6 886.7 96253 96384.8 667.9 -9694
gd96b 1416 1417.2 4.5 1416 1416.2 3.3 0
gd96c 519 519.2 2.0 519 520 1.4 0
gd96d 2406 2413.6 10.9 2391 2392 8.1 -15

Average -8278.8

MAMP has a population size of 40. We have decided to conserve this difference,
apparently unfavorable for MAMP, because in a preliminary experiment we have
tried to reduce the GH population size to 40, but the results produced by GH
were inferior in solution quality.

The results obtained from comparing both algorithms are presented in
Table 1. Column 1 shows the name of the graph. Columns 2 to 7 display the
best cost (Bc), the average cost (Avg) and the average CPU time (t) in seconds
for finding the best solution in each one of the 20 runs of the GH and MAMP
algorithms respectively. Last column presents the difference (ΔC) between the
best cost found by MAMP and the best cost produced by GH.

Table 1 shows clearly that MAMP allows us to obtain better results for many
classes of graphs with less computing time. We can observe an important im-
provement in cost in 17 out of 21 instances. For the rest of the instances the
results of MAMP equal those produced by GH, but always with less computa-
tional effort, thanks to its reduced population size.

4.3 Comparison Between MAMP and the Best Known Results

In the second experiment a performance comparison of our MAMP procedure
with the following heuristics was carried out: SS+SA [18, 19], DT+SA [2],
AMG [21] and GH [20]. Table 2 presents the detailed computational results
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Table 2. Performance comparison between MAMP and several state-of-the-art algo-
rithms

Graph |V | |E| SS+SA DT+SA AMG GH MAMP ΔC

randomA1 1000 4974 869648 884261 888381 878637 867535 -2113
randomA2 1000 24738 6536540 6576912 6596081 6550292 6533999 -2541
randomA3 1000 49820 14310861 14289214 14303980 14246646 14240067 -6579
randomA4 1000 8177 1721490 1747143 1747822 1735691 1719906 -1584
randomG4 1000 8173 150940 146996 140211 142587 141538 1327
bintree10 1023 1022 4069 3762 3696 3807 3790 94
hc10 1024 5120 523776 523776 523776 523776 523776 0
mesh33x33 1089 2112 31929 33531 31729 32040 31917 188
3elt 4720 13722 363686 363204 357329 383286 362209 4880
airfoil1 4253 12289 285597 289217 272931 306005 285429 12498
whitaker3 9800 28989 1169642 1200374 1144476 1203349 1167089 22613
c1y 828 1749 63145 62333 62262 62562 62333 71
c2y 980 2102 79429 79571 78822 79823 79017 195
c3y 1327 2844 123548 127065 123514 125654 123521 7
c4y 1366 2915 116140 115222 115131 117539 115144 13
c5y 1202 2557 97791 96956 96899 98483 96952 53
gd95c 62 144 509 506 506 506 506 0
gd96a 1096 1676 96366 99944 96249 98388 96253 4
gd96b 111 193 1416 1422 1416 1416 1416 0
gd96c 65 125 519 519 519 519 519 0
gd96d 180 228 2393 2409 2391 2391 2391 0

produced by this experiment. The first three columns in the table indicate the
name of the graph, its number of vertices and its number of edges. The rest of
the columns indicate the best total edge length found by each of the compared
heuristics. These results were taken from their corresponding paper. Finally, last
column presents the difference (ΔC) between the best total edge length found
by MAMP and the previous best known solution reported in the literature.

From Table 2, one observes that MAMP is competitive in terms of solution
quality. MAMP is able to improve on 4 previous best known solutions and to
equal these results in 5 instances. For the other instances, MAMP did not reach
the best reported solution, but its results are very close to the best reported (in
average 1.009%). Notice that for some instances the improvement is important;
leading to a significant decrease of the total edge length (ΔC up to −6579).

Even if the results obtained by our memetic algorithm are very competitive
we observe that MAMP, given that it is a memetic algorithm, consumes con-
siderably more computer time than some heuristics for MinLA such as DT [2],
MS [14] and AMG [21].

5 Conclusions

In this paper, a MA designed to compute near optimal solutions for the MinLA
problem was presented. This algorithm, called MAMP, is based on the use of
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a greedy vertex-by-vertex algorithm for generating the initial population of the
MA, a fine tuned Simulated Annealing algorithm for finding local optima in the
search space, and a highly specialized crossover operator for efficiently explore
the space of local optima in order to find the global optimum.

The performance of our MAMP algorithm was assessed through extensive
experimentation over a set of well known benchmark instances and compared
with four other state-of-the-art algorithms: SS+SA [18, 19], DT+SA [2], AMG
[21] and GH [20]. The results obtained by MAMP are superior to those presented
by the previous proposed evolutionary approach [20], and permit to improve on
some previous best known solutions.

There are some issues for future research. For example, to investigate the
behavior of MAMP when it is applied to larger instances, like those proposed
by Koren and Harel in [14], in order to study its scalability. Additionally, the
performance of MAMP should be more deeply investigated with other parameter
settings for population size, operator rates and stopping conditions.
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Abstract. Evolutionary Algorithms (EAs), popular search methods for
optimization problems, are known for successful and fast location of sin-
gle optimal solutions. However, many complex search problems require
the location and maintenance of multiple solutions. Niching methods,
the extension of EAs to address this issue, have been investigated up
to date mainly within the field of Genetic Algorithms (GAs), and their
applications were limited to low-dimensional search problems.

In this paper we present in detail the background for niching meth-
ods within Evolution Strategies (ES), and discuss two ES niching meth-
ods, which have been introduced recently and have been tested only for
theoretical functions. We describe the application of those ES niching
methods to a challenging real-life high-dimensional optimization prob-
lem, namely Femtosecond Laser Pulse Shaping. The methods are shown
to be robust and to achieve satisfying results for the given problem.

1 Introduction

Evolutionary Algorithms (EAs) have the tendency to converge quickly into a
single solution [1], which means that all the individuals of the artificial population
evolve to become nearly identical. Given a problem with multiple solutions, the
traditional evolutionary algorithms will locate a single solution. Niching methods
aim to maintain the diversity of certain properties within the population, and
by that allow parallel convergence within those subpopulations into multiple
good solutions for the given problem. Up to date, niching methods have been
studied mainly within the field of Genetic Algorithms (GAs). The research in
this direction has yielded various successful methods which have been shown
to find multiple solutions efficiently [1]. In the context of real-valued multi-
variable function optimization, Evolution Strategies (ES) are the most commonly
used technique, and some would argue the most natural environment among all
the branches of EAs. This is simply due to their straightforward encoding, as
well as to their successful performance in this domain in comparison to other
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methods. The higher the dimensionality of the function is, the more obvious
becomes the advantage of ES with respect to GAs. Two ES niching methods have
been proposed only recently [2, 3], and have been applied successfully to high-
dimensional theoretical functions. The purpose of this joint study of Physicists
and Computer Scientists, is to apply those niching methods to an 80-dimensional
real-life optimization problem.

This paper is organized as follows. Section 2 presents the basis for ES-niching,
which is followed by the description of two proposed algorithms. Section 3 de-
scribes the application of the given methods to a real-life Physics optimization
problem, and presents the experimental results which were obtained. In section
4 we draw our conclusions and give a summary of this study.

2 Niching in Evolution Strategies

2.1 The Motivation: ES Diversity

The promotion of diversity in the traditional GA had been originally the main
motivation for the development of niching methods, as was deeply investigated
by Mahfoud [1]. In this section we give a brief review of ES diversity, with respect
to the tools given by Mahfoud, and by that supply the motivation for niching
within ES.

We consider three main effects which cause the standard ES to lose diversity:
selective pressure, operator disruption and random genetic drift.

Selective Pressure. The standard ES [4] has a strictly deterministic, rank-
based approach, to selection. In the two traditional strategies, (μ, λ) and (μ+λ),
an approach of deterministically selecting the best individuals (out of the appro-
priate set - the next generation or the union of the two generations, respectively)
is applied, which intuitively implies high selective pressure. Due to the crucial
role of the selection operator within the evolution process, its impact within the
ES field has been widely investigated. It should be noted that the term selec-
tive pressure is occasionally associated with the ratio λ

μ . Furthermore, Goldberg
and Deb introduced the important concept of takeover time [5], which gives a
quantitative description of selective pressure with respect only to the selection
operator:

Definition 1. The takeover time τ∗ is the minimal number of generations until
repeated application of the selection operator yields a uniform population filled
with copies of the best individual.

The selective pressure has been further investigated by Bäck [6], who analyzed
all the ES selection mechanisms also with respect to takeover times, and showed
that under the traditional values of the standard ES the takeover times for the
two standard selection mechanisms as well as for tournament selection are very
short. This implies high selective pressures.
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Operator Disruption. In the standard ES the mutation operator typically
has a small effect, which means “staying in the neighbourhood”. In that sense,
the mutation operator can be regarded in the standard ES as an operator with
negligible disruption. The recombination operator has a bigger effect though. In
the standard ES, where discrete and intermediate recombination operators are
in use [4], the disruptive nature is also highly intuitive - modifying a coordinate
of the decision parameters to be optimized, not in a local manner (averaging or
taking a value from a different individual), has the potential to shift the offspring
not in a negligible way.

Random Genetic Drift. Genetic drift is a stochastic process in which the
diversity is lost in finite populations [7]. A distribution of genetic properties is
transferred to the next generation in a limited manner, due to the finite number
of offspring. As a result the distribution will approach an equilibrium distri-
bution. In small populations this process can occur fast and become signifi-
cant. Since small population sizes are used in the standard ES, the effect of
random genetic drift occurs and causes the loss of diversity within the popula-
tion. In multimodal functions, it was shown that the effect of genetic drift in
ES causes a convergence to an equilibrium distribution around a single attrac-
tor [8].

ES Diversity: Conclusions. The standard ES is exposed to several strong
effects which interrupt the formation and maintenance of multiple solutions and
push the evolution process towards a rapid convergence into a single solution.

2.2 ES Dynamic Niching

The ES dynamic niching algorithm [2] was introduced recently as the first nich-
ing method within the Evolution Strategies framework. The inspiration for this
algorithm was given by various niching algorithms of the GAs field, and in par-
ticular by the fitness sharing [9] and crowding [10] concepts, as well as by the
dynamic niche sharing method [11].

The basic idea of the algorithm is to dynamically identify the various fitness-
peaks of every generation that define the niches, classify all the individuals into
those niches, and apply a mating restriction scheme which allows competitive
mating only within the niches (every niche can produce a defined number of
offspring, following a fixed mating resources concept). Additionally, a fixed num-
ber of random individuals is generated independently, in order to take part
in the peak identification of the next generation. Furthermore, the unique se-
lection mechanism replaces individuals from each niche only with individuals
from the same niche - an idea which originates from the crowding method. Fi-
nally, we imitate the niche formation technique of the dynamic niche sharing
method.

Distance Metric. Given that the individual space (the decision parameters
space) is of dimension n , the distance is calculated using the euclidean distance
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in the n-dimensional space. Given the individuals xi = [xi,1, xi,2, . . . , xi,n] and
xj = [xj,1, xj,2, . . . , xj,n] the distance di,j is calculated as:

di,j =

√√√√ n∑
k=1

(xi,k − xj,k)2 (1)

Assumptions. The algorithm holds two assumptions:

1. The expected/desired number of peaks, q, is given or can be estimated.
2. All peaks are at least in distance 2ρ from each other, where ρ is the fixed

radius of every niche.

Although those assumptions could be considered to be rather strong, they are
applicable to many cases, and are also held by most of the GAs’ niching methods.
It is important to remark that the formulas for determining the value of the so-
called niche radius ρ, to be given shortly, depend on q, the number of peaks of
the target function.

The Algorithm. Given a population of individuals, a standard ES mutation
operator is applied as the first step:

x, = x + z (2)

where z is a vector of random variables with a joint-normal distribution:

z ∼ N (0,Σ) : Φ (z) =

√
detΣ
(2π)n · exp

(
−1

2
· zT · Σ · z

)
(3)

A single step size is used per an individual, so our distribution is based on a
covariance matrix proportionate to the identity matrix:

Σ = σ · I (4)

The adaptation of the step size is done according to the traditional standard-ES:

σ, = σ · exp (τ , · N1 (0, 1) + τ · N2 (0, 1)) (5)

where N1(0, 1) and N2(0, 1) denote independent random variables, and τ and τ ,

are the traditional constants taken from Bäck [4].
After evaluating the fitness of the individuals, the fitness-peaks identification

takes place - a greedy approach is applied in identifying the dynamic peaks of
each generation, using the dynamic peak identification algorithm (DPI), which
was introduced by Miller and Shaw [11], with the distance metric given earlier.
The method is given as algorithm 1. By having the estimated niche radius ρ,
it is straightforward to classify all the individuals of the population into those
peaks and populate those niches. At this point the mating phase begins, which
is a closed competitive mating session within every niche. Each niche gets fixed
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Algorithm 1. Greedy Dynamic Peak Identification (DPI)
input: Pop - array of population members

N - population size
q - number of peaks to identify
ρ - niche radius.

Sort Pop in decreasing fitness order
i := 1
NumPeaks := 0
DPS := ∅ (Dynamic Peak Set)
loop until NumPeaks = q or i = N + 1

if Pop[i] is not within ρ of peak in DPS
DPS := DPS ∪ {Pop[i]}
NumPeaks := NumPeaks + 1

endif
i := i + 1

endloop

output: Dynamic Peak Set

mating resources (number of individuals in the next generation), i.e. indepen-
dent of the fitness value of its peak. In this manner we prevent the best niche
to take over the population’s resources and flood the next generation with its
offspring. This is also meant to prevent a genetic drift into a single distribution.
In particular, a uniform distribution of the resources to q niches is considered:

μ̃ =
μ

q
λ̃ =

λ

q
(6)

meaning that each niche has μ̃ parents and produces λ̃ offspring in every gen-
eration. The selection mechanism in the algorithm can be considered as a com-
bination of the two traditional ES strategies, (μ, λ) and (μ + λ). λ̃ individuals
are produced within every niche in the following way - the first parent is chosen
via tournament selection, where the second parent is the best individual in the
niche which is different than the first parent (this is known as the line breeding
mechanism). In case that the niche contains only one individual, the second par-
ent will be the best individual of another niche (aiming by that to explore the
search space). Given those λ̃ pairs of parents, the standard-ES recombination
operator is applied: intermediate recombination for the strategy parameters and
discrete recombination for the decision parameters [4]. The μ̃ parents of the next
generation are selected as follows: the best η of the λ̃ offspring along with the
best δ = μ̃− η individuals of the current niche (the latter group proceeds to the
next generation without recombination). If the niche does not have δ individuals,
new randomly-generated individuals will be added on that niche’s resources. At
this point, additional ω = μ̃ uniformly distributed random individuals are added
to the whole population, and take part in the next round of the dynamic peak
identification algorithm.

The algorithm is summarized in the pseudo-code given as algorithm 2.

The Niche Radius ρ. The original formula for ρ for phenotypic sharing in
GAs was derived by Deb and Goldberg [5]. By following the trivial analogy and
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Algorithm 2. The ES Dynamic Niching Algorithm: A Generation Loop
Apply Mutation on the population
Evaluate fitness of population and Sort
Compute the Dynamic Peak Set using the DPI (Algo-1)
for every niche i = 1..q produce the next generation:

Generate λ̃ offspring as follows:
Choose 1st parent via Tour-Selec. of the niche
Choose the best indiv. of that niche as the 2nd parent
Apply standard recombination

Select the best η of the λ̃ offspring and the best
μ̃ − η indiv. of the niche to form the next gen.

endfor
Generate additional ω = μ̃ random indiv.,

Join all q niches, to yield the new population

considering the decision parameters as the decoded parameter space of the GA,
the same formula can be applied, using the metric introduced earlier. Given
q, the number of peaks in the solution space, every niche is considered to be
surrounded by an n-dimensional hypersphere with radius ρ which occupies 1

q of
the entire volume of the space. The volume of the hypersphere which contains
the entire space is

V = crn (7)

where c is a constant, given explicitly by:

c =
π

n
2

Γ (n
2 + 1)

, Γ (n) =
∫ ∞

0

xn−1 exp(−x)dx (8)

Given lower and upper boundary values xk,min, xk,max of each coordinate in the
decision parameters space, r is defined as follows:

r =
1
2

√√√√ n∑
k=1

(xk,max − xk,min)2 (9)

If we divide the volume into q parts, we may write

cρn =
1
q
crn (10)

which yields

ρ =
r

n
√

q
(11)

2.3 Dynamic Niching with Covariance Matrix Adaptation ES

The dynamic niching with CMA-ES algorithm was introduced recently [3] as
the successor of the ES dynamic niching algorithm. We provide here a short
introduction of the CMA-ES method, followed by a description of the algorithm.
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The CMA-ES: A Brief Overview. The covariance matrix adaptation evolu-
tion strategy [12], is a specific variant of ES that has been successful for treating
correlations among object variables. This method tackles the critical element of
Evolution Strategies, the adaptation of the mutation parameters. We shall pro-
vide here only a short description of the principal elements of the (1, λ)-CMA-ES.

The fundamental property of this method is the exploitation of information
obtained from previous successful mutation operations. Given an initial search
point x0, λ offspring are sampled from it by applying the mutation operator.
The best search point out of those λ offspring is chosen to become the parent
of the next generation. The action of the mutation operator for generating new
samples of search points in generation g + 1 is defined as follows:

xg+1 = xg + δ · B · z (12)

where δ is the global step size, which is adaptive with respect to the optimiza-
tion process, and z is a vector of random variables drawn from the multivariate
normal distribution. The matrix B, the crucial element of this process, is com-
posed of the eigenvectors of the covariance matrix with the appropriate scaling
of the eigenvalues - defining the distribution of a sequence of successful mutation
points. It is initialized as the unity matrix and is updated according to cumula-
tive data from the evolution process itself. We omit most of the details and refer
the reader to Hansen and Ostermeier [12].

Dynamic Niching with CMA. The algorithm uses the skeleton of the ES
dynamic niching algorithm but changes the evolutionary core mechanism from
the standard ES to the CMA-ES, and in particular to the (1, λ)-CMA. A brief
description of the algorithm follows.

Given q, the estimated/expected number of peaks, q + 1 “CMA-sets” are
initialized, where a CMA-set as is defined as the collection of all the dynamic
variables of the CMA algorithm which uniquely define the search at a given
point of time. Such dynamic variables are the current search point (the decision
parameters to be optimized), the covariance matrix, the step size, as well as other
auxiliary parameters. At every point in time the algorithm stores exactly q + 1
CMA-sets, which are associated with q+1 search points: q for the peaks and 1 for
the “non-peaks domain”. The (q+1)th CMA-set is associated with an individual
which is randomly re-generated in every generation in order to explore the search
space and produce candidates for niche formation. Until stopping criteria are
met, the following procedure takes place. Each search point generates in every
generation λ samples (offspring) based on its evolving sampling distribution - its
step size as well as the covariance matrix. After the fitness evaluation of the new
λ·(q+1) individuals, the classification into niches of the entire population is done
using the DPI, introduced earlier as algorithm 1. The peaks of the dynamic peak
set, given as output of the DPI, are chosen to become the new search points, and
their CMA-sets are inherited from their parents (which are uniquely defined, due
to the lack of recombination) and updated according to the CMA method. The
dynamic peak set may contain up to q peaks, and in case there are less than q
individuals in that set, the rest of the search points are randomly re-generated.
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Algorithm 3. Dynamic Niching with (1, λ)-CMA-ES: A Single Generation Loop
for all i = 1..q + 1 search points

Generate λ samples based on the CMA distribution of i
endfor
Evaluate Fitness of the population.
Compute the Dynamic Peak Set of the λ · (q + 1) individuals using the DPI
for every given peak of the dynamic-peak-set do:

Set peak as a search point of the next generation
Inherit the CMA-set and update it respectively

endfor
if Ndps =size of dynamic-peak-set < q

Generate q − Ndps new search points, reset CMA-sets
endif
Reset the (q + 1)th search point

In any case, the (q+1)th search point is randomly generated at this stage, as the
representative of the “non-peaks” domain, as explained earlier. This concludes
a single generation loop.

This algorithm holds the same assumptions as the ES dynamic niching algo-
rithm. It uses the same distance metric, as well as the niche radius calculations.
The algorithm is summarized as algorithm 3.

3 The Application: Femtosecond Laser Pulse Shaping

3.1 General

To investigate and, more importantly, to control the motion of atoms or mole-
cules by irradiating them with laser light, one has to provide laser pulses with
durations on the same time scale as the motion of the particles. Recent tech-
nological development has made lasers with pulse lengths on the order of fem-
toseconds (1 fs=10−15s) routinely available. Moreover, the time profile of these
pulses can be shaped to a great extent. By applying a self-learning loop using an
evolutionary mechanism, the interaction between the system under study and
the laser field can be steered, and optimal pulse shapes for a given optimiza-
tion target can be found. In our work, the role of the experimental feedback in
the self-learning loop is played by numerical simulations. The target function
we aimed to optimize was the alignment of an ensemble of molecules after the
interaction with a shaped laser pulse. There is currently a great interest in the
atomic and molecular physics community to align molecules with laser pulses,
since dealing with an aligned sample of molecules simplifies the interpretation of
experimental data. The alignment’s quantity is defined as the expectation value
of the cosine-squared of the angle of the molecular axis with respect to the laser
polarization axis (i.e. success-rate or fitness are given as real values between 0
and 1). To calculate the time-dependent alignment, the Schrödinger’s equation
for the angular degrees of freedom of a model diatomic molecule under the in-
fluence of the shaped laser field is solved. Explicitly, the time-dependent profile
of the pulse in our simulations has been given by
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f(t) =
∫ ∞

−∞
A(ω) exp(iφ(ω)) exp(iωt) dω, (13)

where A(ω) is a Gaussian window function describing the contribution of dif-
ferent frequencies to the pulse and φ(ω), the phase function, equips these fre-
quencies with different complex phases. Hence, by changing φ(ω), the temporal
structure of f(t) can be altered. In a real life pulse shaping experiment, A(ω) is
fixed and φ(ω) is used to control the shape of the pulses. We have used the same
approach in our numerical simulations, i.e. the search space is in the frequency
domain while the fitness evaluations is performed in the time domain. To this
end, we interpolated φ(ω) at n frequencies ωn; the n values φ(ωn) are our deci-
sion parameters to be optimized. In order to achieve a good trade-off between
high resolution and optimization efficiency, the value of n = 80 turned to be a
good compromise.

3.2 The Application of Niching to the Problem

Aiming to apply niching, we were required to define an appropriate distance
metric. We should note at this point that the function entering the simulation
was actually f2(t), the time-dependent laser intensity. Hence, the outcome of
the calculations was invariant under the transformation φ̃(ω) = φ(ω) + φ0. Fur-
thermore, adding a linear term to the phase function (i.e. φ̃(ω) = φ(ω) + c · ω)
simply shifts the whole pulse with respect to the time origin and therefore has
also no observable effect. This had to be taken into account when defining a dis-
tance metric between two individuals φ(ω) and φ′(ω), as it is clear that using the
straightforward approach would not achieve the goal: due to the fact that φ(ω) is
invariant under the specified transformations, calculating the distance between
two feasible solutions φ(ω), φ̃(ω) would not guarantee that the derived pulses
f(t), f̃(t) respectively will have a different profile. Our proposed solution, con-
cluded from the specified invariance properties, was to calculate the distance in
the second-derivative space of φ(ω). Explicitly, given that the discretization
is to n function values, the distance between φi(ω), φj(ω) is given by:

di,j =

√√√√ n∑
k=1

((
d2φi(ω)

dω2

)
k

−
(

d2φj(ω)
dω2

)
k

)2

(14)

3.3 Experimental Results

Experimental Setup. We provide here a few technical details concerning our
experiments. Every fitness evaluation takes approximately 35 seconds. Taking
this into account, our experimental setup was set to a minimal configuration:

– The CMA-ES based niching method was set to (1, 10) core strategy.
– The parameters of the Standard-ES based method were set to {μ = 5, λ =

10, η = 5, ω = 0}.

In our experiments we have mostly aimed for a fixed number of solutions, q = 3.
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Fig. 4. Evolution of Run B

Results. The fitness gets a real value in the interval [0, 1], subject to maxi-
mization, as was introduced earlier. A random feasible solution gets on average
a value of 0.333 (isotropic 3D space), and the best result known to us up to date
is around 0.7.

The results of our experiments will be discussed at several levels:

1. Our definition of the distance metric for this problem has been proven to
be successful. The obtained pulses in the time domain had indeed different
characteristics, and in particular their shapes differed in a satisfying manner.
Illustrative examples are given in figures 1 and 3.

2. The CMA-ES based niching method has achieved better alignment results
in comparison with the Standard-ES based method: the best niche’s fitness
was always higher with CMA. Moreover, the CMA niching method achieved
the higher result known to us, obtained with any other optimization method
that we have used so far (fitness of 0.7). For both methods, the 2nd and 3rd
niches also obtained good results, usually very close to the result of the best
niche. Plots with typical simulation runs are given as figures 2 and 4.

3. The obtained pulses have interesting profiles from the Physics point of
view. Some of the profiles were obtained for the first time by the niching
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methods. It seems that the niching pressure, which has been introduced by
the algorithms, is responsible for the generation of those unique pulse pro-
files. It does so by forcing the population to look for several attractors, and in
our case managed to push it to some new attractors which were not obtained
by other optimization methods.

4. Due to the cost of a single fitness evaluation, the number of simulations was
limited, and we do not provide a statistical analysis of the results.

4 Conclusions

We have applied two ES niching methods, which have been tested so far only
on theoretical functions, to a real-life challenging problem, namely Femtosecond
Laser Pulse Shaping. The application was successful at several levels. We have
managed to tackle the problem of defining the distance metric for the niching
algorithms. The simulations themselves yielded highly satisfying results, with
respect to fitness values and to uniqueness. This study has been successful from
the Physics as well as from the Computer Science point of views.
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[2] Shir, O.M., Bäck, T.: Niching in evolution strategies. In: Proceedings of the
Genetic and Evolutionary Computation Conference, GECCO-2005, New York,
NY, USA, ACM Press (2005)
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Abstract. In this paper, a modified genetic algorithm (GA) is proposed to im-
prove the efficiency of the beam angle optimization (BAO) problem in inten-
sity-modulated radiotherapy (IMRT). Two modifications are made to GA in this 
study: (1) a new operation named sorting operation is introduced to sort the 
gene in each chromosome before the crossover operation, and (2) expert knowl-
edge about tumor treatment is employed to guide the GA evolution. Two types 
of expert knowledge are employed, i.e., beam orientation constraints and beam 
configuration templates. The user-defined knowledge is used to reduce the 
search space and guide the optimization process. The sorting operation is intro-
duced to inherently improve the evolution performance for the specified ABO 
problem. The beam angles are selected using GA, and the intensity maps of the 
corresponding beams are optimized using a conjugate gradient (CG) method. 
The comparisons of the preliminary optimization results on a clinical prostate 
case show that the proposed optimization algorithm can slightly or heavily im-
prove the computation efficiency. 

1   Introduction 

Intensity-modulated radiotherapy (IMRT) is a powerful technology to potentially 
improve the therapeutic ratio by using modulated beams from multiple spatial direc-
tions to irradiate the tumors. The conventional IMRT planning starts with the selec-
tion of suitable beam angles, followed by an optimization of beam intensity maps 
using inverse optimization method under the guidance of a objective function [1] [2]. 
The set of such beam directions should be chosen such that the plan with this beam 
combination could produce highly three-dimensionally conformal dose distributions 
to the target, while sparing those organ-at-risks (OARs) and normal tissues as much 
as possible.  

Beam angle selection is an important but also challenging issue for IMRT plan-
ning because of the inherent complexity of the problem, mainly the large search 
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space and the coupling between the beam configuration and the intensity maps of the 
beams [3] [4]. A mass of studies have demonstrated that the selection of suitable 
beam angles is most valuable for a plan with a small number of beams (<5) [1], and 
is also clinically meaningful for plans with large number of beams (>9) in some 
complicated cases, where the tumor volume surrounds a critical organ, or is sur-
rounded by multiple critical organs [3] [5]. 

At present, the selection of beam angles is generally based upon the experience of 
the human planner in the clinical practice. Several trial-and-error attempts are nor-
mally needed in order to find a group of acceptable beam angles, mainly because of 
the facts that beam directions are case dependant and they are coupled with the inten-
sity profiles of the incident beams, which result in the less straightforwardness for 
selection, compared to the conventional conformal radiotherapy (CRT) [3]. To date, 
extensive efforts have been made by many researchers to facilitate the technique of 
computer-assisted beam angle selection for IMRT planning [3~9]. Though there are 
fruitful improvements achieved and the function of computer-aided automatic selec-
tion of beam angles for IMRT planning is provided in some of the newest commercial 
treatment planning systems (TPS), it still can not act as a routine planning tool in 
clinical practice because of the limitation of the associated intrinsic extensive compu-
tation time.  

To further improve the performance of the optimization, two issues are the direc-
tions for the ongoing studies: (1) optimization algorithms themselves, and (2) the 
external intervention or guidance to the optimization process. As for the first issue, we 
introduce a new operation, named sorting operation, to GA to sort the gene in each 
chromosome before the selection operation in order to enhance the quality of the 
children after the crossover operation. As for the second issue, we employ the expert 
knowledge about tumor treatment accumulated by the oncologists and physicists over 
time during their clinical practice to guide the optimization process. 

The remainder of the paper is organized as follows. Section 2 describes in details 
the modifications to the standard GA, as well as the objective function and the fitness 
value defined for the GA-based optimization solution. In Section 3 we give a clinical 
prostate tumor case to demonstrate the validity and performance of the proposed algo-
rithm. Finally, some discussion and conclusions and the directions for future works 
are briefly presented in Section 4. 

2   Materials and Methods 

In order to simplify the optimization and decrease the computation burden, the beam 
angle selection and the beam intensity map optimization in BAO are normally sepa-
rated into two iterative steps [3] [4] [7]. In this paper, the beam angles are selected 
using a modified GA, and the intensity maps of the selected beams are optimized 
using a conjugate gradient (CG) method. This section will detailedly describe the 
sorting operation and the strategy of combining expert knowledge with GA, as well as 
the objective function and the fitness value.  
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2.1   Genetic Algorithm with Sorting Operation  

The beams in this study are restricted to the coplanar ones, and the beam angles are 
specified according to the International Electrotechnical Commission (IEC) conven-
tion. The search space covering the total 360º gantry rotational angles are discretized 
into equally spaced directions with a given angle step, such as 5º or 10º. These dis-
crete angles are called trial beam angles and they compose of the search space of 
beam angles of the BAO problem. 

In this study, a one-dimensional integer-coding scheme is adopted, in which the 
combination of beam angles is represented by a chromosome (an individual) with a 
length of user-specified beam number of the plan, and each gene in the chromosome 
represents a trial beam angle. For example, the individual parent 1 shown in Fig. 1 
demonstrates a five-beam plan with angles of 10°, 80°, 120°, 200° and 250°. The 
genes in one chromosome are required to be different with each other, which means 
that there should be no two beams with same angles in one treatment plan. 

The standard GA consists of three genetic operations: selection, crossover and mu-
tation (Fig. 1). Parent individuals with higher fitness are selected into the next genera-
tion with a higher probability according to a simple strategy of proportional fitness 
assignment. To any two randomly selected parent individuals (angle sets), a crossover 
operation will be applied according to a specified crossover probability, normally 
0.5~0.95. Then a mutation operation to the two children angle sets will be done ac-
cording to a mutation probability, normally 0.001~0.02.  

 

Fig. 1. The coding scheme and the genetic operations of GA for BAO problem 
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In essence, BAO is a combinational optimization problem, in which specified num-
ber of beams are to be selected among a beam candidate pool. That is to say, the 
genes (i.e. the beam angles) are order-independent. For example, there is no clinical 
difference between the individual (10°, 80°, 120°, 200°, 250°) and (80°, 120°, 10°, 
200°, 250°). These two individuals represent a same treatment plan, and mathemati-
cally, they have the equal fitness value (to be described in Section 2.3). The irradia-
tion order of the beams will be clinically determined by the planner. However, the 
order of the genes in a chromosome has meaningful impact on the evolution perform-
ance, especially on the crossover operation, which is clearly demonstrated by Fig. 1. 
For the parents parent 1 and parent 2, two children (10°, 50°, 70°, 20°, 180°) and 
(110°, 240°, 120°, 290°, 250°) would be produced by standard GA (sGA) after the 
crossover operation and mutation operation. These two children are not clinically 
preferable because the separation between most of the neighboring beams is so small 
that it is hard to produce acceptable dose distribution. On the contrary, the modified 
GA (mGA) would generate two children (10°, 50°, 110°, 180°, 240°) and (20°, 70°, 
120°, 290°, 250°) when a sorting operation is applied to the two parent individuals 
before the crossover operation. These two children have higher possibility to produce 
superior dose distributions because the beams are approximately uniformly distributed 
in the whole 360° gantry angle space. Such strategy has been proved valid by most of 
the manual plans designed by those experienced oncologists and physical therapists. 
In summary, the introduced sorting operation is used to avoid the beams to be distrib-
uted in a small incidence range, and consequently, to potentially improve the optimi-
zation efficiency. 

2.2   Expert Knowledge Guided Genetic Algorithm  

There are two types of expert knowledge about individual treatment used in our opti-
mization method, both of which are defined by the planner through a graphical user 
interface (GUI): (1) beam orientation constraints, which define the orientation scopes 
through which no beam can pass, and (2) one or more groups of beam configuration 
templates that are the most possible beam angles suitable to the current treatment site 
(each group is a plan containing several beams). The first type of knowledge is used 
to define the search space by reducing the defined constraint scopes from the whole 
space with 360°, which may largely shorten the optimization time by reducing the 
search space. The left of the total 360° are divided into discrete angles with an angle 
increment, such as 5° or 10°. The second type of the knowledge is used (1) to initial-
ize some of the individuals in the first generation of GA (the left individuals are ini-
tialized randomly), and (2) to replace the worst individual in each new generation. 
The scheme of expert knowledge guided GA is shown in Fig. 2. 

It should be pointed out that, no more than a quarter of the total beam configura-
tions (individuals) in the first generation of GA are allowed to be initialized with the 
expert templates, in order to avoid that the expert knowledge dominates the GA op-
erations at the beginning of the optimization. If there are plan templates remained 
after the initialization operation, they will be used to replace the worst individual in 
each new generation, until no template remains.  
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Fig. 2. The scheme of expert knowledge guided GA for beam angle optimization 

2.3   Objective Function and Fitness Value 

For each new individual (i.e. a new plan), a CG method is employed to optimized the 
corresponding beam intensity maps [2] [7], and then the dose distributions calculated 
using these optimized intensity maps are used to calculate the fitness value for evalua-
tion of the individual. The optimization aims to minimize the dose difference between 
the prescribed and the calculated dose distributions, which can be mathematically 
described by the following objective function 
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Where ( )
BNxxxx ,,, 21=  is the beam set, 

BN  is the specified number of the beam 

in a treatment plan. )(xFobj  is the value of objective function of the beam set x , 

)(xFOAR  is the part associated with all the OARs, and )(xFPTV  is the part associ-

ated with the target. OARN  is the total number of the OARs, iNT  is the point num-

ber in the ith OARs, PTVNT  is the point number in the target, δ = 1 when point dose 
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in the volume breaks the constraints, else δ = 0, jw  is the weight of jth point, 
jd  is 

the calculated dose of the jth point in the volume, jp  is the prescribed dose of the jth 

point in the volume.  and  are the regularizing factors that balance the importance 
between the target and the OARs. All of the selected beams in x  are divided into rays 
(also called pencil beamlets), 

rayN  is the total number of the ray. 
jma  is the dose 

deposited to the jth point from the mth ray with a unit weight. mx  is the intensity of 

the mth ray. 
The quality of each individual is evaluated by a fitness value, and the purpose of 

optimization is to find the individual (plan) with maximum fitness. The fitness value 
is calculated by 

)()( max sFobjFsFitness −= ,  ( )
angleNssss ,,, 21=  (5) 

Where maxF  is a rough estimation of the maximum value of the objective function, 

which makes sure that all the fitness values are positive, a requirement of the selection 

operation. s  is a group of angles to be selected, and Nangle is the number of the beam 
angles of the plan. Both maxF  and )(sFobj  are calculated using Eq. (1) ~ (4). 

The whole optimization is terminated when no better plan can be found in the speci-
fied number of successive generations of GA, and the individual with the highest 
fitness in the last generation will be regarded as the optimal set of beam angles. The 
details of beam angle optimization without using expert knowledge can be found in 
our previously published paper [7]. 

3   Results 

A clinical case with prostate tumor (planning tumor volume, PTV) shown in Fig. 3 is 
optimized using the proposed method. There are four organ-at-risks (OARs) needed 
to be considered during the irradiation: rectum, bladder, left and right femur head. 
The sizes and relative positions of the volumes change substantially from slice to 
slice, and on the most of the slices the contours of the rectum and bladder are over-
lapped with the tumor. Seven 6MV coplanar photon beams are used to irradiate the 
tumor.  

The selection of parameters in the GA, such as population size, crossover probabil-
ity and mutation probability, is an important issue for the optimization performance of 
GA. Though some theoretical studies have been made for the determination of these 
parameters [10], all these three parameters are mostly empirically selected in engi-
neering applications [11] [12]. The population size of GA is empirically set to the 
double of the total number of angle candidates [11]. For example, if there are five 
beams to be selected, the population size can be set to 10 or a little more. As for this 
seven-beam plan of the clinical case, the population size is set to 20. The other two 
parameters, the crossover probability and mutation probability, are empirically set to 
0.9 and 0.01, respectively. These parameters have been experimentally proved  
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suitable for the beam angle optimization problem, though the optimization perform-
ance would be better by fine-tuning of these parameters. 

First, the optimization results are compared between the GA with and without the 
sorting operation. Then, the results are compared between the optimization with and 
without the expert knowledge. For our new method, two beam orientation constraints 
are defined ((a) and (b) in Fig. 3), and a plan configuration candidate with beam an-
gles of 0°, 50°, 100°, 150°, 210°, 260° and 310° is defined as an expert knowledge, 
shown as the dotted white straight lines in Fig. 3. This plan candidate has become an 
informal standard for the prostate case in the clinical IMRT practice in some institu-
tions and oncology centers. 

 

Fig. 3. The clinical prostate case and the dose distribution of the optimized plan. The arcs (a) 
and (b) are the two beam orientation constraint. The dotted white straight lines are the angles of 
a beam configuration template. The solid black straight lines are the optimized beam angles. 

Table 1. The comparison of mean computation time among different algorithm 

Algorithms Mean computation time 
standard GA (sGA) 45 min 26 sec 
sGA + sorting operation 32 min 18 sec 
sGA + sorting operation + expert knowledge 27 min 43 sec 

For a convincing comparison, all the optimization tasks are run ten times. The op-
timization will be terminated if the generation number is reached to 200, or there is no 
better individual found in 20 successive generations.  

Just as expected, all the runs find the same optimal beam angles: 10°, 60°, 110°, 
155°, 200°, 250° and 300°, shown as the thick black straight lines in Fig. 3. The mean 
computation time is listed in Table 1. About 45 min 26 sec are taken by the standard 
GA (i.e., neither sorting operation nor external knowledge is used), but the computa-
tion time is reduced to 32 min 18 sec when the sorting operation is applied to GA, and 
27 min 43 sec are used when both the sorting operation and the defined knowledge is 
incorporated into the optimization progress.  

The fitness value versus generation number curves for one run of each algorithm 
are shown in Fig. 4. From the figure we can clearly find that, the convergence is 
meaningfully obtained by combining the sorting operation into the optimization, and 
is further improved by utilizing the expert knowledge. 
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Fig. 4. The fitness value versus generation number curve for different algorithms. The fitness 
values are the currently best values among all the individuals. 

4   Discussion and Conclusions 

In this paper, a modified GA (mGA) was developed for beam angle optimization in 
IMRT planning. In mGA, a sorting operation was introduced to avoid the good infor-
mation in chromosomes being destroyed by the crossover operation. The beam angles 
are selected with GA guided by the user-defined expert knowledge. For each new 
plan selected by GA, the corresponding beam intensity maps are fast optimized using 
CG. The calculated dose distributions are used to calculate the fitness value in order 
to evaluate the plan. A clinical prostate tumor case is employed to test the perform-
ance of the proposed algorithm. The comparison of the optimization time shows that 
the optimization efficiency is improved by the proposed mGA.  

One could question that why the full search process does not operate exclusively 
on such sorted vectors (individuals). Mutation disturbs the ordering. In fact, the pro-
posed algorithm is equivalent to always using normalized (sorted) individuals. 

The optimization of beam angles for IMRT planning is an important but also a dif-
ficult thing because of the extensive computation. Many efforts are needed to be made 
before the automatic selection of beam angles becomes a routine tool for IMRT plan-
ning. By fully and easily making use of the plentiful expert knowledge accumulated 
by the oncologists and physicists over time, the presented technique is hoped to be 
more feasible and practicable for routine IMRT planning. The optimization time will 
be slightly or heavily shortened, and the optimized beam angles are better, at least not 
worse than that of not utilizing expert knowledge. The degree of the improvement 
depends on the quantity and quality of the prior knowledge provided by the planner. 

In fact, the value of the crossover operation is still controversial. It maintains the 
diversity of the population. On the other hand, however, it brings the risks to destroy 
the good information about the solution, which is the partial reason that GA con-
verges relatively slow at the later stage of the optimization process. De Jong et a1 
(1997) had noted that crossover might not perform especially well on functions  
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featuring high modality [13]. The proposed sorting operation aims to improve the 
convergence, and the limited results show that it works well. It should be emphasized 
that the sorting operation is problem-dependent, and perhaps not suitable for other 
engineering problems.  

The idea and the implementation of GA is simple, however, it is not a piece of cake 
for GA to solve a specified engineering optimization problem. Now it is a trend to 
explore some novel schemes to incorporate the expert knowledge into the optimization 
algorithms. The presented algorithm has just provided a preliminary frame for the 
combination of expert knowledge with the GA. We are currently working on the build-
ing of an easily accessed knowledge database and on the more valid scheme for the 
guiding of the genetic evolution with plan template. Also, the influence of the quality 
and quantity of the expert knowledge on the performance of GA are being studied in-
depth. For example, if some bad knowledge is provided for a specified case, an insight 
research is needed to evaluate their influence on the genetic process of GA.  
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Abstract. This paper investigates on some properties of encodings of
evolutionary algorithms for spanning tree based problems. Although de-
bate continues on how and why evolutionary algorithms work, many
researchers have observed that an EA is likely to perform well when
its encoding and operators exhibit locality, heritability and diversity. To
analyze these properties of various encodings, we use two kinds of analyt-
ical methods; static analysis and dynamic analysis and use the Optimum
Communication Spanning Tree (OCST) problem as a test problem. We
show it through these analysis that the encoding with extremely high lo-
cality and heritability may lose the diversity in population. And we show
that EA using Edge Window Decoder (EWD) has high locality and high
heritability but nevertheless it preserves high diversity for generations.

1 Introduction

For a long time, many researchers have proposed various analytical methods to
reveal the basic principle of encodings in EAs. Manderick et al. [6] used corre-
lation coefficients for the fitness values of solutions before and after operators
are applied. Sendhoff et al. [17] proposed the concept of “causality” to analyze
the locality of EAs. Gottlieb et al. [1],[4],[9] proposed “mutation innovation”,
“crossover innovation” and “crossover loss” to emphasize the importance of lo-
cality and heritability. Merz et.al [7], Reeves et.al [11] and Watson et.al [19] used
the fitness landscape analysis. Besides those, many literatures have dealt with
methods for analyzing the properties of encodings [5],[12],[15]. In this paper, we
concentrate on the analysis of locality, heritability and diversity of encodings
based on Gottlieb et al.’s study and the fitness landscape analysis.

A difficulty of the population-based optimization is that once the search has
narrowed near the previous optimal solution, the diversity in the population may
not be enough for the search to get out of there and proceed towards the new
optimal solution. Especially, if an evolutionary algorithm has very high locality or
very high heritability as well, it may suffer from much serious problem. (Often,
in these cases, diversity preserving mechanisms were used for avoiding these
problems [9],[10].)

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 107–118, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this paper we show it through empirical tests that locality, heritability
and diversity are in conflict with each other. In other word, if an encoding has
extremely high locality and extremely high heritability, it may lose the diversity
in population after offsprings are created and lead the search toward the nar-
row space (exploitation) because offsprings generated by operators will be very
similar to their parents. Therefore, as generation goes, it will be deprived of the
ability of exploration. But, note that high diversity does not imply the loss of
locality and heritability. However, to obtain a good performance of evolutionary
algorithms the harmony of these properties is needed.

For empirical tests, we compare five encodings, the Prüfer encoding [3],
the network random key encoding (NetKey) [12], the link and node bias en-
coding (LNB) [8], the edge set encoding (Edge Set With Heuristic (ESWH)
and Edge Set Without Heuristic (ESWOH) : ESs) [9] and the edge-window-
decoder encoding (EWD) [18]. These encodings have been applied very success-
fully to spanning tree based problems like optimum communication spanning tree
problem, degree constrained minimum spanning tree problem and quadratic
spanning tree problem. For more details about each encoding, refer to the refer-
ences.

This paper is organized as follows. The optimum communication spanning
tree problem is described in Section 2. Section 3 presents the analysis of encod-
ings. We make some concluding remarks in Section 4.

2 Optimum Communication Spanning Tree Problem:
OCST

We perform an empirical analysis with OCST problem, which is one of the well-
known NP-hard constrained spanning tree problems.

Consider an undirected complete graph G = (V, E) , where V = {1, 2, ..., N}
is the set of N nodes and E = {1, 2, ..., M} is the set of M edges with given
distance (or cost). Generally, the MST is to find the minimal cost spanning tree.
In the case of the OCST, there are also “communication requirements” associated
with each pair of nodes, specified by R(i, j). E.g. these may represent the number
of expected daily telephone calls between two cities. For any spanning tree T
of G, the communication cost between two cities i and j is defined to be the
communications requirement multiplied by the distance between the two cities
on T, and the communication cost of T itself is the total communication cost
summed over all pairs of nodes.

The goal is to construct a spanning tree with minimum communication cost.
That is to find a spanning tree T such that formula (1) is minimized, where
dT (i, j) is the sum of the distance of edges along the route between i and j
on T.

Min [
∑

i,j∈V

R(i, j)dT (i, j)] (1)
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3 Analysis of Encodings

The properties, locality, heritability and diversity, of an encoding in evolution-
ary algorithms are the core factors for the effective search toward an optimal or
near optimal solution. Though debate still continues on, many researchers have
observed that an EA is likely to perform well when its encoding and operators
exhibit these properties [8],[10]. Therefore, we want to analyze the difference
among various encodings. To analyze this, we use the locality [1],[4], the heri-
tability [5] and the fitness landscape analysis [7],[11],[19].

3.1 Metrics

In order to analyze the properties of an encoding, suitable metrics have to be
defined.

First of all, there are two search spaces in computational space of evolutionary
algorithms; the genotypic search space and the phenotypic search space. Most
of the genetic operators work on the genotypes and the movement of genotypes
on the genotypic search space by the genetic operators results in the change of
corresponding phenotypes on the phenotypic search space. Finally, it makes the
fitness value of corresponding solutions be changed. Therefore, the genotypic
distance have to be defined preferentially. But since the genotypic distance is
dependent on the encoding used, it must have universality.

Since the majority of the research follow the concept of evolutionary biol-
ogy [16] when defining the genotypic distance, the genotypic distance is generally
defined as follow;

– The genotypic distance is the smallest number of individual mutations re-
quired for the inter-conversion of two genotypes.

On the other hand, “the phenotypic distance” and “the fitness distance” are
independent on the encoding used, but they are dependent on the problem used.
So, these two metrics should be defined as the problem.

Next, we define “phenotypic distance (dp)” and “fitness distance (df )” based
on the OCST problem which is used as the test problem in this paper.

– The phenotypic distance is the total number of different edges between two
phenotypes (spanning trees). Therefore, the phenotypic distance is the Ham-
ming distance.

dp(Ti, Tj) =
1
2

∑
u,v∈V

|Ei
uv − Ej

uv| (2)

where Ei
uv is 1 if an edge (u, v) exists in a tree Ti, otherwise 0.

– The fitness distance is the difference between the fitness values of two phe-
notypes (spanning trees).

df (Ti, Tj) = |f(Ti) − f(Tj)| (3)
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3.2 Locality

The locality can be defined as how well neighboring genotypes correspond to
neighboring phenotypes [1], [4], [15]. Therefore, the locality of representation is
high if small changes in the genotype result in small changes in the corresponding
phenotype. In this context, it is appropriate to measure the locality of encod-
ings using the mutation operator instead of the crossover operator, because the
mutation operator is usually responsible for small steps in the phenotypic space,
hence for gradual changes which we want to analysis.

Gottlieb and Eckert [1], [4] introduced the mutation innovation to measuring
the locality. Mutation operators work in the genotype, but their effect can only be
analyzed in the corresponding phenotype, which involves structural information
of candidate solutions. So, the effect of mutation can be measured by the distance
between the involved phenotypes. Therefore, the mutation innovation (MI) is
equal to the phenotypic distance (dp) but, only difference is to be compared
between parent and its mutant.

MI = dp(x, xm) (4)

where x and xm indicate parent and its mutant respectively.
To analyze the locality of each encoding, we generated 1,000 random initial so-

lutions in compliance with the used encoding, applied only a mutation operator to
each encoding and performed the experiment on the selected benchmark instances
(Palmer24 and Berry35U) and random generated instances (N = 10 ∼ 100).

In this experiment, the reciprocal exchange mutation is used for Prüfer,
NetKey and EWD, the random perturbation mutation is used for LNB and
the specialized mutation operator is used for ESs [10]. If two genes with the
identical gene value are selected when the reciprocal exchange mutation is ap-
plied to an encoding, it never generates a different offspring from the parent. So,
in this case two genes with different gene values are selected again.

Table 1 shows the locality comparison among encodings and here a mutation
was applied once to each encoding. In case of ESWH and ESWOH, all solutions
had MI = 1 at all instances. The reason is for their specialized mutation op-
erator; each mutation process changes exactly one edge on the genotype, and
for the genotype and the phenotype are the same; non-redundant encoding. On
the other hand, the others are a kind of redundant encodings except the Prüfer
encoding. So, although a mutation operator is applied to encodings, sometimes
it does not cause the change at the phenotype (the redundancy) or the different
genotypes can be mapped to the same phenotype (the heuristic bias).

P (MI = 0) represents these things. NetKey and LNB show higher frequency
than Prüfer and EWD. It relates to the degree of redundancy and the heuristic
bias of encodings. In case of NetKey, exactly two genes are exchanged by the
mutation (the reciprocal exchange mutation) and it results in the change of
sorting order at exactly two genes. So, if the selected genes are the genes which
are not selected for the previous phenotype, it never makes a difference between
the phenotypes. Therefore, P (MI = 0) will be increased as the size of network is
increased because only N−1 edges among the total edges N(N−1)/2 are selected
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Table 1. Comparison of locality on Palmer24, Berry35U and random generated In-
stances (Rand10 ∼ 100), based on randomly generating 1,000 genotypes and applying
mutation once to each

Palmer24 Prufer LNB NetKey ESWH ESWOH EWD Berry35U Prufer LNB NetKey ESWH ESWOH EWD
P (MI = 0)(%) 0.00 80.5 80.3 0.00 0.00 4.10 0.00 93.5 87.3 0.00 0.00 0.00
E(MI|MI > 0) 4.49 7.87 1.51 1.00 1.00 2.42 5.08 33.0 1.49 1.00 1.00 11.70

Max(MI) 12 22 2 1 1 7 17 33 3 1 1 18
σ(MI|MI > 0) 2.01 5.67 0.50 0.00 0.00 1.02 2.64 0.00 0.51 0.00 0.00 2.24

Rand10 Rand20
P (MI = 0)(%) 0.00 55.7 61.9 0.00 0.00 70 0.00 56.3 77.7 0.00 0.00 4.7
E(MI|MI > 0) 3.20 2.43 1.43 1.00 1.00 2.10 4.30 3.11 1.45 1.00 1.00 2.39

Max(MI) 6 8 2 1 1 5 10 11 2 1 1 6
σ(MI|MI > 0) 1.12 1.71 0.49 0.00 0.00 0.89 1.65 2.05 0.49 0.00 0.00 0.96

Rand30 Rand40
P (MI = 0)(%) 0.00 61.1 84.0 0.00 0.00 3.90 0.00 64.8 87.2 0.00 0.00 2.60
E(MI|MI > 0) 4.97 4.03 1.60 1.00 1.00 2.48 5.66 4.67 1.56 1.00 1.00 2.58

Max(MI) 14 22 2 1 1 9 19 18 2 1 1 7
σ(MI|MI > 0) 2.39 3.46 0.49 0.00 0.00 1.01 3.19 3.47 0.49 0.00 0.00 1.00

Rand50 Rand60
P (MI = 0)(%) 0.10 64.5 89.7 0.00 0.00 3.80 0.00 66.7 91.6 0.00 0.00 2.80
E(MI|MI > 0) 6.29 4.49 1.51 1.00 1.00 2.59 7.20 5.40 1.57 1.00 1.00 2.65

Max(MI) 21 23 2 1 1 6 27 25 3 1 1 8
σ(MI|MI > 0) 3.87 3.91 0.50 0.00 0.00 0.98 4.86 4.44 0.54 0.00 0.00 1.00

Rand70 Rand80
P (MI = 0)(%) 0.00 68.1 91.0 0.00 0.00 2.40 0.00 70.1 90.1 0.00 0.00 2.80
E(MI|MI > 0) 7.38 5.53 1.58 1.00 1.00 2.63 8.02 5.92 1.48 1.00 1.00 2.65

Max(MI) 31 22 2 1 1 7 29 23 3 1 1 9
σ(MI|MI > 0) 5.56 4.22 0.49 0.00 0.00 1.01 5.94 4.52 0.54 0.00 0.00 1.01

Rand90 Rand100
P (MI = 0)(%) 0.00 71.1 92.2 0.00 0.00 1.70 0.00 69.4 90.5 0.00 0.00 1.50
E(MI|MI > 0) 8.59 5.62 1.46 1.00 1.00 2.71 9.49 6.03 1.45 1.00 1.00 2.69

Max(MI) 36 23 3 1 1 6 38 23 3 1 1 5
σ(MI|MI > 0) 6.88 4.41 0.55 0.00 0.00 1.01 7.99 4.84 0.57 0.00 0.00 0.98

to generate a spanning tree. The test results show that. And LNB has also
the same redundancy as NetKey in terms of the length of the encoding, but in
addition to that it has a strong heuristic bias in the context of having a preference
toward a specific spanning tree [2]. Therefore, mutants over 80% at Palmer 24,
over 93% at Berry35U and over avg. 70% at the random generated instances are
the same as their parents. Especially, in Berry35U instance LNB shows much
higher P (MI = 0) value (93.5%) in comparison to those of the other encodings.
That is for the strong heuristic bias of LNB using Prim’s algorithm for sorting
all edges with the modified cost matrix and for the instance’s data set; all edge
distances are the same (In this case LNB can only generate a star tree [2]). In all
random instances, also LNB and NetKey show relatively higher values than the
others. In case of EWD, even though it is a redundant representation, it has much
lower redundancy comparing to NetKey and LNB. So, it exhibits relatively much
lower probability at P (MI = 0). The ESs and Prüfer show that all offsprings
were different from their parents (P (MI = 0) = 0). As mentioned above, the
reason is that the specialized mutation operator of ESs exactly changes one
edge to a different edge which is not included in the tree and in case of the
Prüfer encoding the mutation exchanges exactly two different genes. So, while
P (MI = 0) was 0%, P (MI = 1) was 100%.

In addition, this table shows three other indicators of locality, E(MI | MI >
0), σ(MI | MI > 0) and Max(MI). E(MI | MI > 0) represents the expected
mutation innovation in the case that some phenotypic property has actually been
affected. So, high values represent low degree of locality. Especially, ESs can be
seen as a very ideal case because single change in genotypes exactly causes 1
distance in phenotype. EWD shows low locality in comparison with NetKey and
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ESs but high locality in comparison with Prüfer and LNB. But, when considering
the redundancy of encodings, it is very difficult to distinguish which encoding
has better locality between EWD and NetKey. In case of σ(MI | MI > 0),
also this table shows the similar results. NetKey, ESs and EWD are much stable
than Prüfer and LNB. In Berry35U, LNB shows E(MI | MI > 0) = 33 and
σ(MI | MI > 0) = 0. The reason is for LNB implies a strong heuristic bias.
And the maximum number of edges modified (Max(MI)) does not exceed 38 at
Prüfer, 33 at LNB, 3 at NetKey, 1 at ESs and 9 at ESW.

In figure. 1, the upper two figures indicate the frequency of solutions with the
identical phenotypic distance (dp) when a mutation is applied to each encoding
once. EWD and Prüfer show that the solutions with various phenotypic distance
are generated by a mutation. That means the exploration ability of EWD and
Prüfer encoding. On the other hand, the other encodings exhibit their exploita-
tion ability.

(a) Palmer24 (b) Berry35U
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Fig. 1. The frequency of identical locality and the value of E(MI | MI > 0) and
σ(MI | MI > 0) according to generation. In here, E(MI | MI > 0) and σ(MI | MI >
0) represent values obtained by the phenotypic distance between the original solution
and its mutant generated after k generation (Pm=100).
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The other figures show the value of E(MI | MI > 0) and σ(MI | MI > 0)
according to generation. E(MI | MI > 0) and σ(MI | MI > 0) represent the
values obtained by the phenotypic distance between the original solution and
its mutant generated after k mutation. As k increases, it shows a significant
difference within 200 generation. NetKey and ESWH exhibit lower mean values
than the other encodings. That indicates high locality of the two encodings. But
NetKey is very unpredictable at Berry35U and ESWH indicates slightly higher
standard deviation values (STD) at Palmer24. On the other hand, even though
LNB shows relatively high mean values and especially at Berry35U instance the
mean values were all 33. As mentioned above, it is for strong bias toward a
specific tree structure - a star tree. Moreover, at Palmer24 LNB is very unstable
and unpredictable. Prüfer exhibits relatively high mean values -low locality- at
both instances but σ(MI | MI > 0) is very predictable at palmer24 instance.

Although ESWH and ESWOH start at the same E(MI | MI > 0) value at
the beginning of generation, the difference between ESWH and ESWOH becomes
large because of the heuristic bias of ESWH. EWD starts slightly high mean
value but finally the mean value becomes very similar to other encodings’ mean
value.

3.3 Heritability

The locality is a feature of the interaction between a coding and mutation oper-
ator. On the other hand, the heritability is a feature of the interaction between a
coding and crossover operator. Julstrom [5] defined the heritability as the num-
ber of edges in the offspring’s spanning tree that appeared in neither parent’s
tree. We define the heritability as a similar way.

– The heritability is the number of edges in the offspring’s spanning tree that
appeared in either parent’s tree.

Table 2. Comparison of Average Heritability based on randomly generating 1,000
genotypes and applying crossover once to each

Heritability Prufer LNB NetKey ESWH ESWOH EWD
Palmer24 15.72 19.08 18.79 23.00 23.00 16.77
Berry35U 22.27 26.63 27.90 34.00 34.00 17.77
Rand10 6.92 7.80 7.67 9.00 9.00 7.46
Rand20 13.24 16.20 15.56 19.00 19.00 15.80
Rand30 19.39 24.11 23.57 29.00 29.00 24.34
Rand40 25.90 32.83 31.72 39.00 39.00 33.27
Rand50 31.60 40.05 39.96 49.00 49.00 41.67
Rand60 37.91 47.71 47.82 59.00 59.00 51.02
Rand70 43.94 57.01 56.17 69.00 69.00 60.04
Rand80 49.96 64.78 64.32 79.00 79.00 67.93
Rand90 55.57 73.46 72.73 89.00 89.00 77.51
Rand100 62.49 81.14 80.81 99.00 99.00 86.17
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dh(Pi, Pj , O) = |(Pi ∪ Pj) ∩ O| (5)

where P and O represent parent and offspring.

Each encoding uses different crossover operators considering which crossover
operator can give better performance for the considering encoding [18]. So, Prüfer
uses two-point crossover, LNB one-point crossover, NetKey uniform crossover,
ESs their specialized crossover and EWD adjacent node crossover.

Table. 2 exhibits the average heritability of each encoding and the high dh

values imply the high heritability.
ESs show very ideal case at all instances because of their specialized crossover

operator. All of the generated offsprings are created by their parents’ edges.
However, they show the highest locality and heritability. In this empirical com-
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Fig. 2. The fitness landscape. 1,000 solutions are generated using each representation
methods and genetic operators are applied to a representation (Palmer24).
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parison, EWD exhibits higher heritability than the other encodings except ESs
and Prüfer encoding exhibits the lowest heritability as the locality comparison.

3.4 Diversity

– If various different solutions coexist in population, the representation has
high diversity. Otherwise, it has low diversity.

We analyzed the diversity of encodings at two instances (palmer24 and
berry35U) and in this experiment all genetic operators were applied to encodings
as following [18].

Figure. 2 and figure. 3 show the relation between phenotypic distance and
fitness distance to optimum solution (palmer24) or the best known solution
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Fig. 3. The fitness landscape. 1,000 solutions are generated using each representation
methods and genetic operators are applied to a representation (Berry35U).
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(berry35U) according to generation. Here, different shape points represent the
distribution of solutions scattered at each generation. Note that EWD keeps pre-
serving the diversity of solution over generations at both instances and has high
diversity in population. On the other hand, the other encodings dramatically
lose the diversity of solution.

We conclude that the reason why the other encodings lose the diversity of
population is for the strong heuristic bias or extremely high locality. If an encod-
ing has extremely high locality, after operators are applied it keeps generating
very similar offsprings or nearly the same offsprings, and finally the population
will be filled by similar offsprings very fast as generation goes. As a result, the
search space which the encoding explores will narrow and then it will become
to lose the balance between “exploration” and “exploitation”. For example, at
the locality comparison NetKey and ESs exhibited higher locality. But, if con-
sidering the diversity distribution, the solutions are distributed in a very limited
space.

Observing the distribution of solutions, we can also estimate the difficulty of
problems. In Palmer24 instance, the solution distribution of each encoding shows
the positive correlation [15] between phenotypic distance and fitness distance. It
means that an algorithm which guides toward solutions with small fitness value
can easily find the optimum solution. On the other hand, in case of Berry35U,
the solution distribution of each encoding shows no correlation between pheno-
typic distance and fitness distance. For example, ESWH and ESWOH use the
specialized initialization operator, which is derived from Kruskal’s algorithm and
the operator prefers to shorter edges. So, the initial solution distributions of ESs
are scattered along x-axis and even though they find solutions with less fitness
distance, the phenotypic distance is still large. As a result, the figure shows that
if an algorithm guides toward a better fitness solution, it may fall into a local
optima, and preserving the diversity of solution can give a help to escape the
local optima.

4 Conclusions

We investigated the locality, heritability and diversity of encodings of evolution-
ary algorithms for spanning tree based problems and performed empirical tests
on the optimum communication spanning tree problem.

Generally, the Prüfer encoding has low locality so that it did not give good
performance in several literatures. We could also confirm low locality and low
heritability of the Prüfer encoding. And it is known that if an encoding has high
locality and high heritability, the evolutionary algorithm will give good perfor-
mance. But, in our experiment, we showed that if an encoding has extremely
high locality and heritability like ESs, it can lose the diversity of population.
So, some researchers used the diversity preservation strategy [9], [10] to avoid
this problem. However, it can be a good strategy. LNB and Netkey showed high
locality and high heritability because of the heuristic bias or the redundancy of
the encoding. But, these encodings also showed a feature of the diversity loss.
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On the other hand, EWD showed slightly low locality and high heritability and
the highest diversity in all test instances. And EWD showed a feature which it
is independent on the property of problem. That shows EWD can be applied
various spanning tree based problems and may give good performance.

As a result, EWD and ESs seem to be good encodings for the OCST, and
potentially other spanning tree based problems.
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Abstract. This work describes an adaptation of multilevel search to the
covering design problem. The search engine is a tabu search algorithm
which explores several levels of overlapping search spaces of a t−(v, k, λ)
covering design problem. Tabu search finds “good” approximations of
covering designs in each search space. Blocks from those approximate
solutions are transferred to other levels, redefining the corresponding
search spaces. The dynamics of cooperation among levels tends to re-
group good approximate solutions into small search spaces. Tabu search
has been quite effective at finding re-combinations of blocks in small
search spaces which provide successful search directions in larger search
spaces.

Keywords: Multilevel algorithms, Covering design problem, Tabu search
meta-heuristic.

1 Introduction

A t − (v, k, λ) covering design is a pair (X, B), where X is a set of size v, called
points and B is a collection of k-subsets of X , called blocks, such that every
t-subset of X is contained in at least λ blocks of B. Let Cλ(v, k, t) denote the
minimum number of blocks in any t − (v, k, λ) covering design. A t − (v, k, λ)
covering design is optimal if it has Cλ(v, k, t) blocks [12]. The covering design
problem is the problem of determining the value of Cλ(v, k, t). The covering
design problem has applications in lottery design, data compression and error-
trapping decoding [5].

The value Cλ(v, k, t) can be determined using an exact search algorithm.
Unfortunately, such algorithms are ineffective for all but a few set of parameters,
due to the effects of combinatorial explosion. Therefore, search heuristics may
be a viable option for improving upper bounds on Cλ(v, k, t).

In this paper, we introduce a cooperative multilevel search heuristic method
to improve upper bounds on Cλ(v, k, t). Assume we are looking for a t− (v, k, λ)
covering design of b blocks. Let

(
X
k

)
be the set of all k-subsets in X and let S0 =

{S ⊂
(
X
k

)
||S| = b} be the solution space for t − (v, k, λ). Assume S1, S2, . . . , Sl

are subsets of
(
X
k

)
such that Sl ⊂ Sl−1 ⊂ · · · ⊂ S1 ⊂ S0 =

(
X
k

)
. Each subset Si

defines a search space Si on t − (v, k, λ) in the same way as S0. A tabu search
algorithm explores independently each search space to seek sets of b blocks that

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 119–130, 2006.
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cover as many t-subsets as possible. The cooperative multilevel search strat-
egy consists of substituting some blocks of the smallest search spaces by sets
of good blocks discovered by tabu search. This exchange of blocks eventually
brings combinations of good blocks in small search spaces where tabu search is
quite effective finding covering for large number of t-subsets. We have tested our
algorithm on covering design problems with tight gaps between lower and upper
bounds [8, 9]. Those are the most difficult upper bounds to improve. We were
able to find known upper bounds for all the problem instances tested and found
new upper bounds for several of them.

The subsequent sections of this paper are organized as follows. Section 2
provides background information on the covering design problem. In section 3,
we describe the multilevel paradigm. Section 4 summarizes the implementation
of our cooperative multilevel algorithm. Section 5 reports experimental results
and we conclude in Section 6.

2 Background

In this section we provide a short background on covering designs and search
heuristics for covering designs.

2.1 Covering Designs

The study of covering designs began around the end of the 1930’s. Turán (see
[5]) was one of the first researchers to study covering designs. Since then, many
researchers have studied covering designs from various directions. One such direc-
tion is the determination of Cλ(v, k, t) by means of computer programs. Because
the exact value of Cλ(v, k, t) has been computed only for small set of values for
v, k, t and λ, most research on covering designs has focused on determining the
upper and lower bounds for Cλ(v, k, t). In this section, we briefly describe some
important results about the lower bounds and upper bounds for Cλ(v, k, t).

The Schönheim lower bound (Lλ(v, k, t)) [19] provides a lower bound for
Cλ(v, k, t) given by:

Lλ(v, k, t) :=
⌈

v

k

⌈
v − 1
k − 1

. . .

⌈
v − t + 1
k − t + 1

λ

⌉
. . .

⌉⌉
≤ Cλ(v, k, t).

This bound is a very good general lower bound for Cλ(v, k, t). For many values of
v, k, and t where Cλ(v, k, t) is known, Lλ(v, k, t) attains the value Cλ(v, k, t) [13].

In 1963, Erdős and Hanani [7] conjectured that for fixed values of t and k,
where t < k.

lim
v→∞

C1(v, k, t)
(

k
t

)(
v
t

) = 1.

This result was shown to be true in 1985 by Rödl [18], using probabilistic meth-

ods. This result implies that C1(v, k, t) = (1 + o(1))(v
t)

(k
t)

.
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Various techniques have been used to construct covering designs [9]. One of
the earliest constructions involved using finite geometries to construct covering
designs. For example, it has been found that the hyperplanes of the affine geom-
etry AG(t, q) form an optimal (qt, qt−1, t) covering design with qt+1−q

q−1 blocks.
Another common approach is to use recursive techniques for constructing cover-
ing designs. That is, using smaller covering designs to construct larger covering
designs [14]. For example, if S1 is a t − (v − 1, k, λ) covering design and S2 is a
(t − 1)− (v − 1, k − 1, λ) covering design, then a t − (v, k, λ) covering design can
be constructed by taking all blocks from S2 with adding a new point v to all of
these blocks and including all blocks from S1.

Exact search methods have also been used to construct covering designs.
Bate [2] developed a backtracking algorithm to exhaustively search for general-
ized covering designs to determine C1(v, k, t). In 2003, Margot [11] used integer
programming techniques, branch-and-cut and isomorphism rejection to design
an algorithm for computing C1(v, k, t). However, such algorithms are effective
for only a few set of parameters.

2.2 Search Heuristics for Covering Designs

Search heuristic methods are used to search for a t − (v, k, λ) covering design
which is smaller than the best known upper bound for Cλ(v, k, t). These methods
have worked well for small values of v, k, λ [15, 16]. For λ = 1, the covering design
problem can be modeled as a combinatorial optimization problem in

(
v
k

)
Boolean

decision variables, one for each k-subset. A feasible solution is a Boolean vector
where at most b variables are set to 1, where b is the size of the covering design
we are looking for. The cost function optimized by the search heuristic is the
number of t-subsets not covered at least one time by the current solution (a set
B of b blocks). More precisely, let

(
X
t

)
be the set of t-subsets and let covery be

the number of times the t-subset y ∈
(
X
t

)
is covered by the b blocks in B. Let

notcovery = max{0, λ − covery} denote the number of times the b blocks in B
fails to cover the t-subset y. The cost of solution B is given by

cost(B) =
∑

y∈(X
t )

notcovery .

When cost(B) = 0, then all t-subsets are covered at least λ times, meaning we
have discovered a t − (v, k, λ) covering design with b blocks.

A natural mapping function to define neighborhoods for covering design prob-
lems consists of choosing m points among the k points of a block and replace
these by m other points from the v − k points not belonging to this block. Such
a move can replace 1 ≤ m ≤ min(k, v−k) points belonging to a same block. The
neighborhood N (B) of solution B is a subset of S0 such that I ∈ N (B) if I has
b − 1 identical blocks with B and one block which differs by exactly m points.
The size of the neighborhood N (B) is given by |N (B)| = b×

(
k
m

)
×

(
v−k
m

)
. Since

the size of neighborhoods based on swapping points increases rapidly in terms of
m, typical move based heuristics for covering designs are based on neighborhood
where m = 1.
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3 The Multilevel Paradigm

Multilevel approaches have first been proposed in the field of numerical ap-
proximation [3]. Based on the original problem domain discretization, coarser
discretizations (levels) are recursively constructed by increasing the grid spac-
ing in comparison with the latest generated grid. In nested iteration, the sim-
plest multilevel scheme [4], starting with the coarser grid, an approximation is
computed and then interpolated on the next grid, which is less coarsened. The
approximation is then refined using an iterative solver. The latest refined ap-
proximation is used as initial point of the relaxation in the original problem
domain discretization. The nested iteration scheme helps improve convergence
in the original domain discretization by providing a good initial point to the
relaxation method. In the V-cycle scheme, a first approximation is computed
on the original grid spacing. The residual error associated to the approximation
is projected on the next coarser grid where the system of linear equations is
solved for this residual error. One V-cycle consists of projections upward from
less coarsened grids toward coarser grids. Then interpolations from coarser grids
toward less coarsened grids refine the approximation. Projections change the
problem definition by solving for a new residual error at each level. They also
help to improve convergence of iterative solvers by focusing on the oscillatory
component of the error function at each level.

The multilevel approach has been adapted recently to combinatorial opti-
mization problems in combination with search algorithms. The basic framework
of multilevel search is the following: Let A denote a given combinatorial op-
timization problem and A0 a problem instance of A. During the coarsening
phase, a succession A1, . . . , Al of increasingly smaller problem instances of A
is generated by reducing the number of decision variables in comparison with
the definition of problem instance A0. During the initial search phase, a fea-
sible solution sl is computed for the smallest problem instance Al. During the
refinement phase, the feasible solution sl is used to interpolate values for the
decision variables of problem instance Al−1. This setting of decision variables in
Al−1 is used as initial solution for a search algorithm which explores the search
space of Al−1. The optimization of the cost function for Al−1 using a search algo-
rithm also improves (refines) the feasible solution sl obtained from the problem
instance Al. The refinement phase consists of interpolating and refining feasible
solutions until the values of the decision variables of s0 can be interpolated from
a feasible solution of problem instance A1. This last interpolation provides for
an initial solution for a search algorithm to optimize the cost function problem
instance A0.

The coarsening phase is critical to multilevel algorithms. It reduces the size
of the problem instance and, more importantly, it determines which regions
of the solution space will be explored during the initial search and refinement
phases. Coarsening strategies were first proposed in the context of applications
of the multilevel paradigm to the graph partitioning problem [1, 10]. These
strategies are based on clustering decision variables. Starting from the origi-
nal graph instance G0 = (V0, E0), pairs of adjacent vertices x, y are selected
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randomly and merged together to become a single vertex xy in the coarsened
graph G1 = (V1, E1). Edge {x, y} ∈ G0 is removed, edges {u, x} or {u, y} in
G0 are replaced by edge {u, xy} in G1. The coarsening of G0 yields a graph G1

where |V1| ≈ |V0
2 | and E1 ⊂ E0.

Let GPP (Gx) be the graph partitioning problem for the graph instance
Gx and Sx the solution space of GPP (Gx). The number of decision variables
in GPP (G1) is about half of GPP (G0). Nonetheless, a feasible solution of
GPP (G1) can be interpolated in the solution space of GPP (G0) by expand-
ing vertex xy ∈ V1 into vertices x, y ∈ V0 and placing x, y in the same partition
as xy. Consequently, S1 ⊂ S0, i.e., any feasible solution to GPP (G1) is also
a feasible solution to GPP (G0). The coarsening phase recursively applies the
above coarsening strategy to the latest coarsened graph and outputs a succes-
sion of increasingly coarsened graph G1, G2, · · · , Gl which satisfy the condition
Sl ⊂ Sl−1 ⊂ · · · ⊂ S1 ⊂ S0.

For several combinatorial optimization problems, coarsening by clustering
decision variables is hardly applicable. In [6], the authors proposed a coarsening
strategy by fixing the state of some decision variables. A decision variable is
fixed if its value cannot be changed by the solution process. Let x1, x2, . . . , xn

be the set of decision variables of a problem instance A0. By fixing some deci-
sion variables of A0, a new problem instance A1 is defined where S1 ⊂ S0. Any
solution to A1 can be trivially interpolated in the solution space of A0. Fixing
recursively the state of some decision variables has the effect of coarsening the
original problem instance A0 into problem instances with fewer decision vari-
ables. Furthermore, the strict inclusion condition Sl ⊂ Sl−1 ⊂ · · · ⊂ S1 ⊂ S0 is
also satisfied.

In most multilevel algorithms applied to combinatorial optimization prob-
lems, the refinement phase is reminiscent of the nested iteration scheme in multi-
grid approximation. Recently, a multi-cycle refinement phase has been proposed
[6, 17] in the context of parallel cooperative search algorithms. In multi-cycle
refinement, projection operators transformed the problem instance searched at
each level by changing its coarsening. Modification to the coarsening of levels
define new regions of the solution space that can be explored by search heuris-
tics. This allows for a new sequence of interpolations and searches, closing one
cycle. There are several possible variations in the multi-cycle refinement phase,
we propose a new one in this paper.

4 Multilevel Tabu Search Algorithm for the Covering
Design Problem

In this section, we introduce the design of our multilevel algorithm for the cover-
ing design problem. We describe our strategy to coarsen covering design problem
instances as well as the projection operator and re-coarsening strategies applied
to transform subsequently the initial coarsening. Next, we describe the tabu
search algorithm which is used to explore the search space defined by each level
of coarsening. Finally, we describe a variation of the multi-cycle refinement phase
adapted for the covering design problem.
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4.1 The Coarsening Phase

Our coarsening procedure defines search spaces (levels) by fixing recursively sub-
sets of decision variables. The decision variables for the covering design problem
correspond to the

(
v
k

)
blocks of a given problem instance. Each block is assigned

exclusively a level during the coarsening phase. An integer array (multilevel)
of dimension

(
v
k

)
expresses this assignment. Entry j of the array takes a value

i in the range 0 to l to indicate that the block j is assigned to level i. At the
initialization, all the

(
v
k

)
blocks are assigned to level 0. Then, through random

selection, blocks assigned to level 0 are re-assigned to level 1. This procedure is
repeated for each level i, re-assigning randomly blocks from level i− 1 to level i.

The number of blocks assigns to each level is decided by the coarsening factor
cf . The value of this coarsening factor is a function of the total number of blocks(

v
k

)
, the number of levels l+1 and |Ll| the number of blocks required at top level

l. It is computed as follows:

cf =

(
v
k

)
− (|Ll| × (l + 1))
(l + 1) × l

2

.

The value cf expresses the difference between the number of blocks assigned to
two adjacent levels i and i + 1. Assume Li represents the set of blocks assigned
to level i. The number of blocks |Li| that must be assigned to level i is given by
the following formula:

|Li| = |Ll| + (l − i) × cf

Therefore, the number of blocks |Ll−1| at level l − 1 is |Ll−1| = |Ll| + cf , the
number of blocks at level l − 2 is |Ll−2| = |Ll| + 2 × cf , etc. The number of
blocks at level 0 is |L0| = |Ll| + (l × cf). The sum of blocks assigned to all the
levels must be

∑l
i=0 |Li| =

(
v
k

)
.

A block is considered to be fixed for level i if it is assigned to a level lower
than i. Therefore, the number of decision variables at level i is Si =

∑l
k=i |Lk|,

the set of blocks assigned to levels greater or equal to i. The search space at
level i is constituted by all the possible combinations of b blocks in the set Si =
Li∪Li+1∪· · ·∪Ll. The search space S0 at level 0 corresponds to all combinations
of b blocks in the set

(
X
k

)
= ∪l

i=0Li. Note that the set of decision variables
Si = Li∪Li+1∪· · ·∪Ll of level i is a strict subset of Si−1 = Li−1∪Li∪· · ·∪Ll of
level i−1. Consequently, the strict inclusion condition Sl ⊂ Sl−1 ⊂ · · · ⊂ S1 ⊂ S0

among search spaces is satisfied by this coarsening procedure.

4.2 Projection and Re-coarsening

The projection operator copies from level i to level l the blocks B of the best
covering design approximation at level i. This operator is implemented by re-
assigning blocks in B to level l, as shown in the while loop of Fig. 1.

According to our coarsening procedure, each block in B is assigned to a level
greater or equal to i. Line 1 obtains the current level assignment of block s from
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projection(B)
while (B �= ∅) do

1. s = s ∈ B; B = B \ s; j = multilevel[s];
if (j �= l) then

2. multilevel[s] = l;
3. u = randomly select a free block assigned to level l; multilevel[u] = j;

Fig. 1. The projection procedure

the array multilevel (the array which stores the assignment of each block to a
specific level). Line 2 re-assigns to level l those blocks of B not already assigned
to level l.

Each time a block s is re-assigned by the projection operator from level j to
level l, it removes one block from level j and adds one block to level l. Given the
way levels are defined in our coarsening procedure, assigning a new block s to
level l is equivalent to adding the decision variable s to sets Sj+1, Sj+2, . . . , Sl

such that Sj+1 = Sj+1 ∪ s, Sj+2 = Sj+2 ∪ s, . . . , Sl = Sl ∪ s. The operation of
line 2 is in fact a re-coarsening of levels j + 1 to l, modifying the search space
of all these levels. In order to keep the number of blocks constant at each level,
line 3 re-assigns a block from level l to level j. Line 3 changes the coarsening of
levels j + 1 to l: Sj+1 = Sj+1 \ u, Sj+2 = Sj+2 \ u, . . . , Sl = Sl \ u.

Re-coarsening is designed to re-focus the search space of each level toward
better regions of the solution space. To achieve this purpose, the re-coarsening
of each level is biased by the cost function through the projection of the best
solutions to level l. In order to have a chance to influence the multilevel search,
a block entering the search space of level i through projection must not exit
this level before performing a search of the corresponding level. To enforce this
condition, the blocks of solutions that have been projected to level l must stay
assigned to level l for the duration of a search. The free blocks in line 3 of the
projection procedure are blocks that do not belong to any of the best solutions
recently projected to level l. In this manner, blocks that seem to contribute to
find good solutions are kept at level l. Blocks at level l are re-combined together
by the tabu search procedure or re-combined in the same manner with blocks
from any of the other levels. On the other hand, blocks not belonging to any
of the current best solutions are sent back to a lower level j through the last
operation of line 3, they then become excluded from combining with blocks
belonging to levels j + 1 to l.

4.3 The Tabu Search Procedure

The search space of each level is explored using a tabu search procedure. This
tabu search procedure uses two tabu lists. A first tabu list prohibits moves that
undo swaps of blocks x → y by entering in the tabu list the move y → x.
A second tabu list disallows a block from leaving the current solution B for
a certain number of tabu iterations after entering B. The size of the tabu list
varies randomly in a pre-defined range for each call to the tabu procedure. We
found that variations in the length of the tabu lists is helpful to diversify the
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exploration of search spaces when projection fails to re-coarsen some of the
levels. The termination criterion for this tabu search procedure is a pre-defined
number of iterations without improving the best known solution. Our tabu search
procedure is described in Fig. 2.

tabu search(initial solution)
best = initial solution; B = initial solution;
while (termination criterion not satisfied) do

B = V ∈ N (B) ∧ V not tabu; (V is the best solution in the neighborhood of B
and V is not in any of the two tabu lists)

update tabu lists;
if (cost(B) ≤ cost(best)) then

best = B;
return best;

Fig. 2. The tabu search procedure

4.4 The Multi-cycle Refinement Phase

This multilevel algorithm is based on a multi-cycle refinement phase. Refinement
cycles are divided into two categories: interpolation cycles and search cycles.

Interpolation Cycles. Interpolation cycles are initiated at level 0 as described
in Fig. 3. An interpolation operation at level i �= l uses the best solution of level
i+1 to restart the tabu search procedure at level i (line 1). At level l, the search
is restarted from the current best solution at level l (line 3). An interpolation
cycle ends by a restart of the search at level 0 using the current best solution at
level l (line 4). Each time the tabu search procedure has completed the search
initiated from the interpolated solution, the best solution in the search sequence
is projected to level l (lines 2 and 4). In an interpolation cycle, information
move downward through the interpolation operations and upward through the
projection operations performed at levels 0 to l − 1.

Interpolation cycle()
for (i = 0; i ≤ l − 1; i + +) do

1. besti = tabu search(besti+1);
2. projection(besti);

Bl = best solution of level l from the previous cycle;
3. bestl = tabu search(Bl);
4. best0 tmp = tabu search(bestl); projection(best0 tmp);

if (cost(best0 tmp) ≤ cost(best0) then best0 = best0 tmp;

Fig. 3. The interpolation cycle

Search Cycle. Search cycles run a tabu search procedure at each level, starting
at level l toward level 0. Search cycles have a dual purpose. One is to discover
improving solutions once re-coarsening has modified the search space of each level.
The second purpose is to diversify the exploration of the solution space S0.
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During a search cycle, the tabu search procedure at level i starts with the
current best solution at this level. If the search fails to improve the current best
solution, the exploration of the search space is then restricted to blocks in Li, the
blocks assigned to level i (line 3 in Fig. 4). In the search space defined uniquely
by blocks of Li, tabu search cannot access the blocks of the best solutions,
which are assigned to level l. Constrained to blocks in Li, the search usually
enters a sequence of uphill moves where blocks enter B that would not have
been included if all candidate neighbors had been considered. Then, search is
re-opened to the whole search space of level i (line 5). The last search sequence
at level i is initiated from the last solution visited in the restricted search space
(line 6). This is usually a poor solution, consequently, the last search sequence is
a sequence of downhill moves, replacing blocks in B with other blocks improving
the cost of B. The solution that is projected at the end of the search at level
i may or may not have a better cost than the best solution in the previous
cycle. However, because of the uphill and downhill search moves, level i is likely
to project to level l a more diversified set of blocks than if the search has been
performed uniquely in the search space of level i. This speed-up the re-coarsening
of each level, which in turn diversifies the exploration of the solution space S0.

Search cycle()
for (i = l; i ≥ 0; i − −) do

Bi = besti; (besti is the current best solution at level i)
1. search space = any combination of b blocks in Li ∪ Li+1 ∪ · · · ∪ Ll;

besti = tabu search(besti);
2. if (cost(besti) ≥ cost(Bi)) then
3. search space = any combination of b blocks in Li;
4. besti = last solution of tabu search(besti);
5. search space = any combination of b blocks in Li ∪ Li+1 ∪ · · · ∪ Ll;
6. besti = tabu search(besti);

if (i �= l) then projection(besti);

Fig. 4. Search procedure for refinement cycles

The Initial Search Phase. To compute the initial state of the multi-cycle
refinement phase, we run a pre-defined number of p search cycles (the value
of parameter is determined empirically). In the first search cycle, each tabu
search procedure is started from a randomly generated solution. The random
initial solution at level i is computed by selecting b blocks in the set of blocks
Si = Li ∪ Li+1 ∪ · · · ∪ Ll, as described in Fig. 5. Searches in the first cycle from
initial random solutions are likely to generate significant re-coarsenings at all
levels above level 0. The for loop of line 3 launch a sequence of p − 1 search
cycles in order to explore the new search spaces created by the re-coarsenings.

Refinement Phase. The entire multi-cycle refinement sequence is summarized
in Fig. 6. Beyond the initial search phase, the refinement phase is decomposed
into sequences of p cycles: first cycle is an interpolation cycle and it is followed
by p − 1 cycles.
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Initialization sequence()
1. for (i = l; i ≤ 0; i − −) do

Bi = ∅;
for (j = 1; j ≤ b; j + +) do

block = a randomly selected block in Si;
Bi = Bi ∪ block;

besti = tabu search(Bi);
2. if (i �= l) then projection(besti);
3. for (j = 2; j ≤ p; j + +) do

Search cycle(j);

Fig. 5. The initial search phase

Multi-cycle refinement phase()
Initialization sequence();
while (not found solution or number of cycles smaller than limit) do

Interpolation cycle();
for (j = 1; j ≤ p − 1; j + +) do

Search cycle()

Fig. 6. Multi-cycle refinement phase

5 Experimentation

Several tests have been performed during the development and validation phases
of this algorithm, we report the results in Table 1 below. The column “t −
(v, k, λ)” describes the parameters of the covering design problem while the
column “# of runs” reports how many time we have run our algorithm on each
problem. A large number of runs (such as 50 for 3-(14,5,1)) indicates that the
corresponding problem has been used as a test problem during the development
phase. The column “b” indicates the size of the covering design we have tested.
All values of b are one block less than the best known upper bounds, except for
some of the problems for which we have been able to improve the best known
upper bounds. (Our tests are based on the best known covering design upper
bounds as published on the web site [8] in Spring 2005). The columns “Cost”
reports, for all runs, the solution with the smallest number of t-subsets not
covered. For example, a cost of 2 indicates the best set of b blocks failed to cover
2 t-subsets. A cost of 0 indicates that we have improved the best known upper
bound. In this case, on the corresponding row under columns b, we report the
previous best known upper bound in () beside our new upper bound.

For runs where new upper bounds have been found, the total number of cycles
executed varies between 7 and 175. For these runs, the range in computational
time varies between 20 minutes to 15 hours on a 500 MHz sequential computer
(many factors impact the computational time requirements of a cycle, among
them the size of the covering design parameters). A run is aborted once 1000
cycles have been executed without discovering a new upper bound. For the tests
reported in Table 1, the computational time requirements vary between 1 hour
up to 168 hours (1 week) for runs that didn’t improve the best known upper
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Table 1. Experimental results

t − (v, k, λ) Cost b # of runs t − (v, k, λ) Cost b # of runs

3-(12,5,1) 2 28 5 3-(13,5,1) 1 33 10
3-(14,5,1) 1 42 50 3-(15,5,1) 2 55 5
3-(16,5,1) 2 64 5 3-(17,6,1) 1 43 50
3-(19,6,1) 5 62 3 3-(20,6,1) 30 71 8
4-(13,6,1) 2 65 5 4-(14,6,1) 8 79 5
4-(15,6,1) 32 116 5 4-(14,7,1) 2 43 5
4-(15,7,1) 7 56 5 4-(16,7,1) 1 75 2
4-(17,7,1) 53 98 3 4-(17,8,1) 4 53 5
4-(16,9,1) 6 25 5 4-(17,10,1) 5 22 5
5-(11,6,1) 6 99 3 5-(12,7,1) 5 58 2
5-(13,8,1) 1 42 8 5-(14,7,1) 10 137 2
5-(14,8,1) 6 54 4 5-(15,8,1) 7 88 8
5-(16,9,1) 0 61(62) 6 5-(16,10,1) 0 36(37) 8
6-(13,8,1) 7 99 2 6-(14,9,1) 0 72(75) 8
6-(15,9,1) 1 99 3 6-(15,10,1) 0 53(55) 7
6-(16,10,1) 4 76 8 6-(16,11,1) 11 43 8
6-(17,12,1) 31 35 8 7-(13,9,1) 7 78 8
7-(14,10,1) 0 56(57) 8 5-(17,10,1) 2 48 7

bound. Finally, in terms of comparison, we have ran extensive tests against
simulated annealing [15] for all the problems reported in Table 1, none was able
to improve the best known upper bound.

6 Conclusion

The general strategy of cooperative multilevel algorithms is to solve several prob-
lems and use the solutions to define a new set of problems. This paper has de-
scribed an exploratory application of this approach to covering designs. Blocks
of successful approximate solutions discovered by a tabu search procedure are
substituted to some blocks of an existing problem description, yielding a new
problem definition. The key observation here is that the new problem defini-
tion hold at its core a successful combination of blocks. By making the problem
small enough such that it holds only successful combination of blocks, we cre-
ate conditions to obtain successful search directions from the re-combinations of
blocks in the smaller problem. Furthermore, under the strict inclusion condition,
blocks of the smaller problem are included in the definition of all the other prob-
lems. This provide for individual blocks to be tested inside good combinations of
blocks, which often provides small increments in the definition of new success-
ful combination of blocks. Overall, this multilevel strategy has already delivered
interesting numerical results and seems to hold the potential to deliver more for
covering designs and other problems in the field of combinatorial designs.
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Abstract. In this paper, we address a bi-objective vehicle routing prob-
lem in which the total length of routes is minimized as well as the bal-
ance of routes, i.e. the difference between the maximal route length and
the minimal route length. For this problem, we propose an implementa-
tion of the standard multi-objective evolutionary algorithm NSGA II. To
improve its efficiency, two mechanisms have been added. First, a paral-
lelization of NSGA II by means of an island model is proposed. Second,
an elitist diversification mechanism is adapted to be used with NSGA
II. Our method is tested on standard benchmarks for the vehicle routing
problem. The contribution of the introduced mechanisms is evaluated by
different performance metrics. All the experimentations indicate a strict
improvement of the generated Pareto set.

1 Introduction

This paper investigates the use of two variants of NSGA II to solve a bi-objective
vehicle routing problem. The elementary version of the vehicle routing problem
is the capacitated vehicle routing problem (CVRP). It can be modeled as a
problem on a complete graph where the vertices are associated to a unique
depot and to m customers. Each customer must be served a quantity qi of
goods (i = 1, . . . , m) from the unique depot. To deliver these goods, vehicles are
available. With each vehicle is associated a maximal amount Q of goods it can
transport. A solution of the CVRP is a collection of routes where each customer
is visited only once and the total demand for each route is at most Q. With each
arc (i, j) is associated the distance between vertex i and vertex j. The CVRP
aims to determine a minimal total length solution. It has been proved NP-hard
[1] and solution methods range from exact methods to specific heuristics, and
meta-heuristic approaches [2].
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Table 1. Objective values for the best found solutions by Taburoute and by Prins’ GA

Taburoute Prins’ GA
Instance Distance Balance Distance Balance
E51-05e 524.61 20.07 524.61 20.07
E76-10e 835.32 78.10 835.26 91.08
E101-08e 826.14 97.88 826.14 97.88
E151-12c 1031.17 98.24 1031.63 100.34
E200-17c 1311.35 106.70 1300.23 82.31
E121-07c 1042.11 146.67 1042.11 146.67
E101-10c 819.56 93.43 819.56 93.43

Another natural objective to consider in addition to the minimization of
the total length is the balance of the routes. Route balancing can be expressed
in several ways. In [3], the authors balance the time needed for each trip. It
is computed as the sum of the differences between each route length and the
shortest route length. Route balancing is also an objective in [4] which addresses
a three objective multi-period vehicle routing problem. In this paper the balance
is measured by the standard deviation and the load of a route consists in the
number of visited customers. In [5], the minimization of the time spent on a
bus, which has some common points with the route balancing, is considered.
In [6], the authors take into account 8 objectives in the context of a real-life
VRP faced by a Belgian transportation firm. One of them is identical to our
second objective; i.e. the minimization of the difference between the maximal
route length and the minimal route length.

In this paper, we address a variant of the CVRP: the vehicle routing problem
with route balancing (VRPRB). The following two objectives are considered:

1. Minimization of the distance traveled by the vehicles.
2. Minimization of the difference between the longest route length and the

shortest route length.

In Table 1, the seven CVRP benchmarks proposed by Christofides and Eilon [7],
and Christofides and al. [8], are considered. Following the naming scheme used in
Toth and Vigo [2], the name of each instance has the form Ei−jk. E means that
the distance metric is Euclidean. i is the number of vertices including the depot
vertex. j is the number of available vehicles. k is a character which identifies
the paper where the distance data are provided. k = e refers to Christofides
and Eilon [7], k = c to Christofides et al. [8]. For each instance, we report both
objective values associated with the best solutions obtained using Taburoute
[9] and Prins’ GA [10]. These methods, which can be regarded as some of the
best algorithms for the CVRP, do not take into account the route balancing
objective. This clearly appears in Table 1 where the best solutions are of poor
quality regarding the additional objective.

Our solution to generate the Pareto set is based on the standard multi-
objective evolutionary algorithm (MOEA) NSGA II proposed by Deb et al. [11].
Our choice of meta-heuristics is motivated by the difficulty of solving the problem
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with exact approaches. Since a Pareto set has to be generated, a population based
method like NSGA II seems well-fitted. To improve the results of NSGA II on the
VRPRB, we propose a parallelization of the problem. To obtain well-diversified
approximations of the Pareto set, we have adpated the elitist diversification
mechanism initially proposed in [12, 13] for NSGA II.

The paper is organized as follows. Section 2 presents our implementation of
NSGA II for the VRPRB and its parallelization into an island model. In section
3, we specify the adaptation of the elitist diversification mechanism for NSGA II.
In section 4, we assess the efficiency of the new mechanisms on a set of standard
benchmarks. Conclusions are drawn in section 5.

2 NSGA II for the Vehicle Routing Problem with Route
Balancing

We first describe the general framework of NSGA II in subsection 2.1. Then, the
recombination phase (i.e. STEP 4) is given in the subsection 2.2 since it is the
only step which needs to be adapted for the VRPRB. Finally, an improvement
of NSGA II by means of an island model is proposed in subsection 2.3.

2.1 NSGA II

NSGA II can be described as follows. Its population Rt, where t is the number
of the current generation, is divided into two subpopulations Pt and Qt. The
sizes of Pt and Qt are equal to N and, therefore, the size of Rt is 2N . The
subpopulation Pt corresponds to the parents and Qt to the offspring. The four
main steps of NSGA II are presented below without going into the details of the
mechanisms used such as the ranking and the crowding distance. It is sufficient
to recall that a solution i has two fitnesses according to the current population:
a rank ri which represents its quality in terms of convergence toward the optimal
Pareto set, and a crowding distance di which corresponds to its quality in terms
of diversification. The lower the rank and the crowding distance are, the better
the solution is. For additional details about NSGA II, the reader is refered to [11].
At generation t, the different steps are:

STEP 1. Combine the parent and offspring populations to create Rt = Pt ∪Qt.
Compute the ranks and crowding distances of the solutions in Rt. Sort the
solution according to their ranks in an increasing order. Identify the fronts
Fi, i = 1, . . . , r, where i represents a rank.

STEP 2. Create a new population Pt+1 = ∅. Set i = 1. While |Pt+1|+|Fi| < N ,
do Pt+1 = Pt+1 ∪ Fi and i = i + 1.

STEP 3. Sort the solutions of Fi according to their crowding distance in a de-
creasing order. The (N −|Pt+1|) first solutions of Fi (i.e. the most diversified
solutions) are included to Pt+1.

STEP 4. Create Qt+1 from Pt+1.

The solution provided by NSGA II is the set of solutions not dominated
in the final population R. However, experiments have shown that the size of
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Algorithm 1. recombination phase(P, Q: POPULATION)
Q ← ∅
for i ← 1, . . . , N do

pa1 ← tournament(P ∪ C)
pa2 ← tournament(P ∪ C)
if rand() < 0.5 then

s ← RBX(pa1, pa2)
else

s ← SPLIT (pa1, pa2)
end if
if rand() < 0.4 then

s ← or opt(s)
end if
2opt local search(s)
Q ← Q ∪ {s}

end for

the potentially Pareto optimal solution set can be very large for the VRPRB.
Therefore, we have added an archive to NSGA II whose only purpose is to save
the potentially Pareto optimal solutions identified during the search. It prevents
such solutions to be lost due to the stochastic behavior of the algorithm and the
limited size of the population.

2.2 The Recombination Phase

The recombination phase is described in Algorithm 1. The tournament operator
is the binary tournament as described by Deb et al.. Two solutions are randomly
selected and the solution with the best rank is kept. To break the tie, the solution
with the greatest crowding distance is selected. The crossover operators are the
route based crossover (RBX) [14] and the SPLIT crossover [12, 13] inspired by
Prins’ genetic algorithm [10]. When a solution is created, a 2-opt local search is
applied on each route in order to avoid artificially balanced solutions [12, 13].

2.3 Parallelization

To improve the results obtained by NSGA II, we have implemented it in an island
model. The model is built as follows: each island corresponds to one instantiation
of NSGA II with its own population. The communication network is a ring, and
therefore each island has two neighbors. One island sends information to its
neighbors regularly in terms of generations. When the generation corresponds
to a communication phase, which is performed instead of recombination (STEP
4). Due to the fact that the communication network is a ring, an island receives
information at the same time it sends information. The computations of a given
island do not begin again until it has received the information from its two
neighbors.

The communication phase runs as follows. An island sends to its two neigh-
bors the N

2 best solutions from its population (i.e. the N
2 first solutions, according
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Fig. 1. Extension of NSGA II into an island model

to the ranking and crowding distance sort, of the population after the selection
phase (STEP 1 to STEP 3). Therefore, an island receives N

2 solutions twice.
These solutions replace those from Qt since they would have been lost in the
case of a standard recombination phase. Figure 1 illustrates the communications
in the case of four islands.

3 Using the Elitist Diversification Mechanism in
NSGA II

In this section, we propose the enhancement of NSGA II by means of a diversifi-
cation mechanism called the elitist diversification mechanism initially proposed
in [12, 13]. First, the mechanism is presented. Then, the general parallel model
is described as well as its use in the case of NSGA II.

3.1 The Elitist Diversification Mechanism

In the elitist diversification, additional archives are considered. They contain
the potentially optimal Pareto solutions (PPS) when one objective is maximized
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Fig. 2. The basic co-operative model - the toric structure is not shown in order not to
obfuscate the figure

instead of being minimized. It may be noted that we suppose that every objective
is to be minimized. Let S(A) be the subset of solutions of the decision space found
by an algorithm A, and k the index of the objective function component which
is maximized. To define new archives, the dominance operator ≺k is introduced:

∀y, z ∈ S(A), y ≺k z ⇐⇒(∀i ∈ {1 . . . n} \ {k}, fi(y) ≤ fi(z))
∧ (fk(y) ≥ fk(z))
∧ ((∃i ∈ {1 . . . n} \ {k}, fi(y) < fi(z))

∨ (fk(y) > fk(z)))

Then, we have Ak = {s ∈ S(A)|∀s′ ∈ S(A), s′ �≺k s}, with k = 1, . . . , n, the
archive of PPS associated with the maximization of the kth objective component
instead of the minimization. We denote ≺0 the classical dominance operator i.e.
a solution x is said to dominate a solution y if x is not worse than y on every
objective and there is at least one objective where x is strictly better than y.

Like in the elitism strategy, solutions from the new archives are included into
the population of the MOEA at each generation. The role of these solutions is
to attract the population to unexplored areas, and so to avoid the premature
convergence to a specific area of the objective space. Indeed, using solutions from
these archives ensures that an exploration is done while favorising one objective.
Preliminary experiments point out that the improvement is less important when
all archives are embedded in the same MOEA. This leads us to distribute the
archives among several searches resulting in a co-operative model. In the general
case with n objectives, the co-operative model is composed of n islands denoted
Ik. Each island Ik has two types of archive: A0 and Ak. At each Migrationt

generation, Ik sends its A0 archive to its two neighbors Ik−1 and Ik+1. The
communication topology is toric, therefore k is computed modulo n. This co-
operative model and its communication topology consist in the model described
in Figure 2.

3.2 Parallel Extension of the Elitist Diversification Mechanism

The co-operative model described previously formed the elementary brick of a
more general island model used to favor the convergence and diversification tasks
(see Figure 3). This parallelization is not used in order to speed up the search but
to search a larger part of the solution space in a given time. Since every island
will be executed at the same time, it will take the same computational time as
a single island while the number of solutions created will be multiplied by the
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number of islands. An island is denoted Ii
j . It means it belongs to the ith brick

and its additional archive is of Aj type. The island Ii
j sends its A0 archive to all

its neighbors: Ii
j−1, Ii

j+1, Ii−1
j , and Ii+1

j . It only communicates its Aj archive to
Ii−1
j and Ii+1

j . Since the communication topology between and within the bricks
is toric, the indexes are computed modulo n.

3.3 Inclusion of the Elitist Diversification Mechanism in NSGA II

The goal is to add the management of the additional archives in NSGA II. It
must be noted that NSGA II initially used no archive and the main population
plays the role of the A0 archive, i.e. it saves the non-dominated solutions found
during the search. Therefore, each island of the parallel model described before
corresponds to one instantiation of NSGA II to which one additional archive has
been added. This archive is used during the recombination phase: k individuals
are chosen among those belonging to the additional archive and form the set Ct.
Then, the recombination phase is the same as the standard one except that the
tournament used to select the parents is modified as follows. Two solutions are
selected randomly in Pt∪Ct. If pa1 or pa2 belongs to Ct, the solution from Ct wins
the tournament. If both solutions belong to Ct, one is chosen randomly. Finally,
if both solutions come from Pt, the standard binary tournament of NSGA II is
applied. The additional archive is updated after each recombination phase ; we
try to include the solutions generated during the phase.
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The exchange strategy between the islands is the same as the one used in 2.3.
However, since an island has four neighbors in this model, it communicates only
the N

4 best solutions from its population after the selection phase. Therefore,
an island receives four times N

4 solutions which replace those from Qt. However,
there are two special cases. First, in the bi-objective case, an elementary brick
is formed of only two genetic algorithms. Then, an island receives twice the N

4
best solutions from the other genetic algorithm of the brick. It is not relevant
and, in this case, the strategy is modified for the algorithms from a same brick
to exchange N

2 solutions between them. The same difficulty occurs when there
are only two elementary bricks and can be solved in a similar way.

4 Computational Results

4.1 Protocol

NSGA II for the VRPRB, the parallel model pNSGA II, the variant with elitist
diversification NSGAED, and the parallel variant with elitist diversification pNS-
GAED have been coded in C. MPI has been used for the parallel aspect of the im-
plementation. Experiments have been realised on an IBM RS6000/SP equipped
with Power4 1.1 Ghz processors.

Evaluations have been made on the benchmark by Christofides et al. [7] for
the capacitated vehicle routing problem. Each instance has been solved 10 times
by each method.

The parameterization of the methods has been set experimentally. For the
population of NSGA II, N has been fixed to 128. NSGA II and pNSGA II stopped
after 100000 generations while NSGAED and pNSGAED stopped after 50000.
Thus, we insure that each process generates the same number of solutions. For
the elitist diversification, 15 solutions were used from each archive.

As suggested in [15], the S metric [16] was used. S(A) gives the size of the area
dominated by the approximation generated by A. The values of the objectives
were normalized according to the reference point used in the S metric.

4.2 Contribution of the Parallelization

We have tested the contribution of the parallelization scheme when 1, 4, 8, and
16 processors were used. Table 2 reports the mean values and the standard
deviations of the S metric for the different cases. As it can be expected, the
results are improved with the number of processors used. However, the impact
of more than 4 processors is less significant than the difference between the
sequential version and the one with 4 processors. According to the behavior of
the standard deviation, it seems that increasing in the number of processors
contributes to improve the robustness of the method.

The impact of communications on computational times have also been as-
sessed. The average computational times in seconds according to the number of
processors are reported in Table 3. It seems that communication times do not
play a significant role.
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Table 2. Mean values and standard deviations of the S metric for NSGA II according
to the number of used processors

Instance 1 proc. 4 proc. 8 proc. 16 proc.
E51-05e Mean 0.511232 0.527863 0.527733 0.530235

standard deviation 0.006132 0.001838 0.004329 0.001987
E76-10e Mean 0.414035 0.420253 0.425498 0.426979

standard deviation 0.002988 0.001714 0.002892 0.002052
E101-08e Mean 0.570935 0.576901 0.577431 0.579026

standard deviation 0.001779 0.001638 0.000724 0.000418
E151-12c Mean 0.618357 0.631726 0.634581 0.637956

standard deviation 0.006315 0.001637 0.003460 0.001426
E200-17c Mean 0.607886 0.628112 0.632612 0.639964

standard deviation 0.014343 0.005537 0.008276 0.002474
E121-07c Mean 0.516538 0.526248 0.527154 0.527934

standard deviation 0.007145 0.001480 0.001405 0.000637
E101-10c Mean 0.584904 0.620338 0.627408 0.629321

standard deviation 0.018182 0.004675 0.003061 0.002398

Table 3. Average computation times of NSGA II according to the number of processors

Instance E51-05e E76-10e E101-08e E151-12c E200-17c E121-07c E101-10c
4 proc. 993.4 1453.4 2451.3 4082.1 4996.3 4615.1 2640.1
8 proc. 937.8 1300.8 2406.1 3621.9 4463.7 4791.1 2425.3
16 proc. 1080.7 1329.0 2289.6 3794.5 4677.7 5171.1 2451.6

Table 4. Mean values and standard deviation of the S metric for NSGA II without
and with the elitist diversification mecanism

1 processor 8 processors
Instance NSGA II NSGAED pNSGA II pNSGAED
E51-05e Mean 0.511232 0.521232 0.527733 0.529467

standard deviation 0.006132 0.004139 0.004329 0.001282
E76-10e Mean 0.414035 0.415599 0.425498 0.425809

standard deviation 0.002988 0.003651 0.002892 0.002992
E101-08e Mean 0.570935 0.573612 0.577431 0.577501

standard deviation 0.001779 0.001800 0.000724 0.001430
E151-12c Mean 0.618357 0.619450 0.634581 0.635170

standard deviation 0.006315 0.007012 0.003460 0.003016
E200-17c Mean 0.607886 0.617594 0.632612 0.643165

standard deviation 0.014343 0.006185 0.008276 0.004848
E121-07c Mean 0.516538 0.518553 0.527154 0.527442

standard deviation 0.007145 0.007998 0.001405 0.000478
E101-10c Mean 0.584904 0.602430 0.627408 0.629226

standard deviation 0.018182 0.020408 0.003061 0.003343
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4.3 Contribution of the Elitist Diversification Mechanism

We have evaluated the performance of NSGAED, pNSGAED with 8 bricks com-
pared to the performance of NSGA II and pNSGA II with 8 processors. The
mean values and the standard deviation of the S metric are reported in Table 4.

It appears that the elitist diversification is always able to improve the re-
sults of NSGA II when only one processor is used. The improvement is more
important for large instances such as E200-17c. We have also evaluated the con-
tribution when eight processors are used. The contribution is less important on
the smallest instances since the parallelization without the elitist diversification
was already able to improve the results significantly. However, the contribution
is still important on the largest instances.

4.4 Global Efficiency of NSGA II for the Vehicle Routing Problem
with Route Balancing

Optimal Pareto sets are not known for the VRPRB. Therefore, we have compared
the results of our MOEA with the best-known values on the length objective
and with the evident lower bound that is 0 for the balance objective. We have
also reported the number of potentially Pareto optimal solutions in Table 5
as follows: for each entry, the first line corresponds to the best found length
with its associated balance, the second line to the best found balance with its
associated length, and the third line to the average number of solutions in the
approximations. It appears that the elitist diversification is able to improve the
results toward the best-known values for the total length objective. Since the
best balance is very close to 0, we may assume that very well-balanced solutions
are obtained.

5 Conclusions

In this paper, we have described an implementation of NSGA II for a bi-objective
vehicle routing problem, called the vehicle routing problem with route balancing,
where both the minimization of the total length and the balance of the routes,
i.e. the minimization of the difference between the longest route length and the
shortest route length, have to be optimized. Two enhancements of NSGA II have
been proposed. The first one is the parallelization of NSGA II by means of an
island model. The second one is the use of the elitist diversification mechanism,
which aims to improve the diversification in NSGA II. Their contributions were
evaluated on a set of standard benchmarks with standard metrics. The positive
impact of both mechanisms has been observed through computational experi-
ments. Since optimal Pareto sets remain unknown for the problem, the fact that
the values found for the total length objective are close to the best-known ones,
and that the best values for the route balancing objective are quite small tends
to indicate that our generated approximations are of good quality.
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Abstract. The performance of the Dynamic Weight Aggregation system as 
applied to a Genetic Algorithm (DWAGA) and NSGA-II are evaluated and 
compared against each other.  The algorithms are run on 11 two-objective test 
functions, and 2 three-objective test functions to observe the scalability of the 
two systems. It is discovered that, while the NSGA-II performs better on most 
of the two-objective test functions, the DWAGA can outperform the NSGA-II 
on the three-objective problems. We hypothesize that the DWAGA’s archive 
helps keep the searching population size down since it does not have to both 
search and store the Pareto front simultaneously, thus improving both the 
computation time and the quality of the front. 

1   Introduction 

At the present moment in the field of evolutionary computation there is very little 
research being conducted to investigate the behaviour of newly developed work by 
researchers other than the original creator.  This is a major deficiency in the field.  In 
most other disciplines of science the important aspect is the repeatability of 
experiments and confirmation of results by other independent research teams.  In this 
paper we are performing an un-bias study reproducing the newly developed Dynamic 
Weight Aggregation Evolutionary Strategy (DWAES) algorithm and comparing it to 
a popular Pareto front style algorithm (NSGA-II).   

There are two main approaches to evolutionary multi-objective optimization: 
weighted aggregation approaches and Pareto-based approaches.   

The weighted aggregation approaches are easier to implement and understand, as 
well as being the first of the Evolutionary Multi-Objective Optimization (EMOO) 
algorithms created. However, recently they have been deemed flawed since they only 
produce a single solution along the Pareto front, and in many circumstances cannot 
find particular solutions along the front, no matter what weightings are used. 
Consequently Pareto-based approach has risen in popularity and now dominates the 
literature.  This group of algorithms work by dividing its population into dominated 
and non-dominated solutions [1], where a non-dominated solution is one where no 
other solution is better than it across every objective.  These groups of algorithms 
have often been analysed and compared with each other.  
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Recently, a modification to the simplistic weighted aggregation approach was 
proposed: the Dynamic Weight Aggregation (DWA) system [2], [3]. This system, 
while based on the weighted aggregation approach, was designed to overcome the two 
shortcomings mentioned above1. Experimentation on traditional EMOO problems 
seemed to verify the technique. However, the DWA system was never directly 
compared to the Pareto based EMOO methods.   

In this paper we compare the DWA method as applied to the GA against a Pareto 
base EMOO system, the NSGA-II, to see if the DWA produces solutions of as high 
quality (as close to the Pareto front and covering the front as evenly). 

2   The Two Systems 

2.1   Non-dominated Sorting GA  

One of the most popular of the Pareto-based approaches is the NSGA-II algorithm, 
which is an enhancement of the original non-dominated sorting GA (NSGA) proposed 
by Srinivas and Deb in 1994 [4].  The NSGA algorithm first sorts the solutions by 
fronts: each subset of the population that is not dominated by any other member of 
population is separated from those that are, with this definition recursively applied as 
each front is removed from the population.  From this sorted population, standard 
reproduction techniques are applied using the front levels as fitness.   

The NSGA-II uses a new non-dominated sorting approach, which is more efficient 
than the original method [5].  The old sorting algorithm used in NSGA has a 
complexity of O(mN 3 ) .  The NSGA-II algorithm has improved the performance of the 
sort so it now has a complexity of O(mN 2 ) , where m is the number of objectives and 
N is the population size – this improves the execution time significantly. The NSGA-
II also incorporates elitism and has a parameter-less diversity preservation 
mechanism. 

2.2   The Dynamic Weighted Aggregation Systems  

The conventional weighted aggregation (CWA) approach, which is a simple weighted 
sum of the different objective fitness values into a single fitness value, while being the 
simplest approach to Evolutionary Multi-Objective Optimization (and the first 
utilized), has been severely criticized on account of two main weaknesses [1]: First, 
the conventional weighted aggregation can provide only one Pareto solution from one 
run of optimization.  Second, it has been shown that weighted aggregation is unable to 
deal with multi-objective optimization problems with a concave Pareto front. 

Recently a new dynamic weight aggregation algorithm was proposed with the 
claim that it has eliminated the two problems associated with the conventional 
approach [2], [3]. The idea behind the algorithm is that “if the weights for the 
different objectives are changing during optimization, the optimizer will go through 
all points on the Pareto front.  If the found non-dominated solutions are archived, the 
whole Pareto front can be achieved”[3].  This works for both the convex and concave 

                                                           
1 Similar dynamic weighting techniques have also been used in non-evolutionary search 

methods such as Pareto Simulated Annealing [10], and Multi-Objective Tabu Search [11]. 
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Pareto fronts.  A theory for why the CWA algorithm does not work on concave Pareto 
front is provided in [2], which states that the CWA can only converge to a Pareto-
optimal solution if the Pareto solution corresponding to the given weight combination 
is stable.  Since all points on convex Pareto front are stable CWA has no trouble with 
it, but it is unable to reach points on the concave Pareto front.  DWA algorithm on the 
other hand is able to go through all the points on the concave and convex Pareto front.  

Using the CWA approach, a total fitness value for the chromosome is computed 
from the multiple fitness functions by performing a weighted sum   

f (c) = w1 f1 (c) + w2 f 2 (c) = w1 f1 (c) + (1− w1 ) f 2 (c)  (1) 

where w1 and w2 are constant weights (which must sum to 1). 
In the DWA, the constant weights are changed to time varying weights, w1(t) and 

w2(t), where t is ‘time’ measured in generations. The equations used in [2] for the two 
dynamic weights are:  

)/2sin()(1 Tttw π=  (2) 

and  

w2 (t) = 1.0− w1(t)  (3) 

where T is the period, a user defined parameter that controls how rapidly the weights 
cycle from 0 to 1 and back again. 

In the case of a three objective problem, the weights are computed similarly, except 
that now there is rotation about two axes instead of just one and the weights are 
determined based on variables α and β. 

    

w1(α ) =| sin(2πα ) |

w2 (α , β ) = (1 − w1(α )) | sin(2πβ ) |

w3 (α , β ) = 1 − w1(α ) − w2 (α , β ),

 (4) 

where   0 ≤ α, β ≤ π 2 . 
Since the fitness function changes from generation to generation, it becomes 

important to store good solutions found in each generation. These good solutions are 
stored in the archive.  A solution is added to the archive if it is not Pareto-dominated 
by any member of the archive.  If a new solution Pareto-dominates members of the 
archive then all the dominated solutions are removed from it while the new solution is 
added. 

3   Experimental Design  

3.1   Algorithms and Parameters 

To compare NSGA-II with the DWA system, it is important to isolate the various 
features of the two systems. This is both to assure a fair comparison, and to prevent 
extraneous factors from obscuring the underlying differences or similarities. 
Consequently, we chose to keep the underlying evolutionary algorithms the same for 
both systems. This means that all the parameters, with the exception of any system 
specific parameters, are set in common. 
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Table 1. Parameter Settings 

Common parameter 
 2 obj 3 obj  2 obj 3 obj 

Population 
Generations 
Prob. of cross over 
Mutation Rate 

100 
150 
0.8 
0.1 

{600,800} 
{900,1200} 
0.8 
{0.071,0.0625} 

Length 
Tournament Sel Pres. 
Uniform xover prob. 
Alphabet Size 

10 
0.9 
0.4 
100 

{14,16} 
.9 
.4 
100 

DWAGA only parameters 
 2 obj 3 obj  2 objectives 3 obj 
# of 90º rotations  
Archive Size 

2 
100 

n/a 
1000 

Gen {150, 250, 600, 900, 2250} n/a 

To accomplish this uniformity for comparison we had to choose which 
evolutionary algorithm to base the two systems on. The NSGA, as its name implies, 
was designed to work on top of a Genetic Algorithm. The DWA, on the other hand, 
was originally written for an Evolutionary Strategy system. Since the DWA is just a 
modification of the fitness weights, which can be trivially used for either ES or GA, 
we chose to implement a Dynamic Weighted Aggregation Genetic Algorithm 
(DWAGA) to compare against the NSGA-II system. 

3.1.1   Two Objective Problems 
The performance of DWAGA was examined using 5 different period values (T).  The 
values for the period length varied all the way from 200 to 7500 depending on the test 
function.  It was discovered that DWAGA worked best when the period was set to a 
value that makes the number of 90º rotations equal to 2 (using equation 2). 

Using 150 generations the DWAGA with a period of 600 will perform one 90º 
rotation; a period of 300 will result in two 90º rotations, 200 results in 3 rotations, 150 
in 4 rotations, and 120 in 5 rotations.  

When testing we discovered that our implementation of the DWAGA was, in 
general, faster than the NSGA-II. Therefore the DWAGA could perform more 
generations and improve the solutions that it had obtained and still finish at the same 
time as the NSGA-II. Consequently we ran DWAGA for a varying number of 
generations, making sure that the time equaled that of the NSGA-II.  

The details for parameter values used for two objective problems can be found in 
table 1. 

3.1.2   Three Objective Problems 
When dealing with 3 objective problems we have to vary both α and β for the 
DWAGA system. Consequently, there are two periods for the 3-objective DWAGA 
system, with β cycling through its settings for every setting of α. Instead of 
complicating maters with two user-defined parameter both periods are set to be 
inversely proportional to the number of generations.  Also the DWAGA system only 
goes through one 90º rotation for both α and β instead of 180º. 

The details for parameter values used for three objective problems can again be 
found in table 1.  All experiments are repeated 30 times for statistical accuracy. 
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Table 2. Function definitions for two tri-objective functions used in the test suite 

F12 F13 
2

2
2
11 )1( −+= xxf  )sin()(5.0 2

2
2
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2

2
11 xxxxf +++=  

1)1( 2
2
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27

)1(
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)423( 2
21

2
21
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1
1 2

2
2

12
2

2
1

3 xx
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f −−−
++

=  

where 2,2 21 ≤≤− xx  where 3,3 21 ≤≤− xx  

3.1.3   Test Functions 
Since we are reconstructing the experiments of the creators of DWA we are 
comparing the NSGA-II algorithm against the DWAGA on the same five test 
functions that were used by them in [3], which we similarly label F1 to F5 (three of 
them F2, F3 and F5 were also used in [6] and called T1 to T3. 

In addition we are using an extra six multi-objective test functions that are used in 
test suites [6] and [7]. F6 – F8 corresponds to F3 – F5 as found in [7] and F9 to F11 
corresponds to T4 – T6 as found in [6]. 

We then tried two tri-objective functions to see how the two algorithms scale, see 
Table 2 for function definitions. 

3.1.4   Performance Measures 
The performance of the EMOO systems is evaluated by examining the following 
measures as suggested by [8]: the spacing, diversity, coverage and execution time of 
the respective systems.  Again, all measurement statistics are based on 30 repetitions. 

Spacing is a measure of how evenly the solutions are spaced on the Pareto front. 
Each distance between neighbouring solutions is compared against the average of the 
distance between neighbours. If all solutions are evenly spaced, the measure will read 
0, the more non-uniform the distribution along the Pareto front, the higher the 
number.  The formula for Spacing is: 

S = 1
n −1

(di − d )2

i=1

n −1

 (5) 

where di is the distance between two neighbouring solutions and d  is the average 
distance between neighbours.  

In the case of three objective problems the Pareto front is a plane instead of a line.  
As a result the distance there is measured between a solution and its closest 
neighbour. 

Diversity is similar to Spacing, but instead of being based on the L2-norm 
(associated with the Euclidean distance) it is based on the L1-norm (associated with 
the Hamming distance). Also, Diversity is designed to take into account the full range 
of the Pareto front. With Spacing, the system could produce solutions that are evenly 
spaced but only cover a small section of the Pareto front, yet produce the same result 
as a system that evenly covers the entire Pareto front. Diversity compensates for this 
effect.  
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Diversity =
d

f
+ d

l
+ | d

i
− d |

i=1

N−1

d
f
+ d

l
+ (N −1)d 

 (6) 

Here df and dl are the distances between the end points of the found Pareto front and 
the (known) extreme solutions of the true Pareto front. N is the size of the solution 
set. 

In the case of three objective problems the corners of the Pareto front  plane are 
taken as the extreme solutions. 

Coverage of Two Sets:  this measure compares the size of the Pareto front from 
one of the optimization techniques with the size of the Pareto front formed from the 
combined fronts of each of the two techniques. 

Coverage_1(α)  = #(A ∩C) / #(C) (7) 

Coverage_2(α) = #(A ∩C) / #(A) (8) 

Coverage_3(α,β) = (#(A ∩C) - #(A∩B∩C))/ #(C) (9) 

where A is a Pareto front found by algorithm α, B is a Pareto front found by 
algorithm β, and C is a Pareto front formed when combining Pareto fronts A and B.  
Coverage_1(α) is the percentage of the combined Pareto front discovered by 
algorithm α and Coverage_2(α) is the percentage of the Pareto front discovered by α 
that is used in the combined Pareto front.  Coverage_3(α,β) is the percentage of the 
combined Pareto front discovered by algorithm α  that was not discovered by 
algorithm β. 

Execution time: the time it took on the computer that executed the two algorithms. 
Both programs were written in Java and run on AMD Athlon XP 1800, with a CPU 
Clock speed of 1150Mhz and with 512MB of RAM DDR of memory. 

Through experimentation it was discovered that the coverage-of-two-sets 
measurement was the most important measurement; often by itself it was informative 
enough to determine which algorithm is better.  When the Coverage measurement did 
not indicate a clear winner, the diversity measurement was a good way of breaking 
the tie and determining the winner.  When the diversity measurement did not indicate 
a clear winner, the spacing measurement was used to break the tie. 

Finally, for statistical accuracy, all experiments have been run 30 times each for 
each setting, i.e. all statistics are based on 30 repetitions. 

4   Results 

4.1   Results When NSGA-II Is Victorious 

The Coverage measurements indicate that for all these test functions the combined 
Pareto front consists entirely of the solutions found by NSGA-II algorithm (see  
Table 3).  This clearly shows that DWA is inferior for these test functions.  Since the 
performance difference on the coverage measurements between these two methods is 
so drastic, further measurements on diversity and spacing are not necessary. 
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Table 3. Coverage_1 and Coverage_2 measurements for the NSGA-II and DWAGA algorithms 

  Coverage_1(DWA) Coverage_1(NSGA) 
  avg std Conf Interval avg std Conf Interval 

f2 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f3 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f4 0.1% 0.3% -0.2% 0.3% 99.9% 0.3% 99.7% 100.2% 
f5 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f9 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f10 7.7% 19.8% -7.5% 22.9% 92.3% 19.8% 77.1% 107.5% 
f11 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 

 

  Coverage_2(DWA) Coverage_2(NSGA) 
  avg std Conf Interval avg std Conf Interval 
f2 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f3 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f4 0.1% 0.5% -0.3% 0.5% 100.0% 0.0% 100.0% 100.0% 
f5 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
f9 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 

f10 11.2% 27.3% -9.9% 32.2% 97.0% 16.3% 84.5% 109.6% 
f11 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 100.0% 100.0% 
avg = average std= standard deviation Conf Interval= Confidence Interval 

4.2   Results When NSGA-II Is Challenged on Two Objective Problems 

When the DWAGA and NSGA-II algorithms were tested on functions f1, f6, f7, and 
f8 it was observed that the NSGA-II was no longer a clear favorite and the DWAGA 
even had the superior performance on some test functions. 

As the behavior of the algorithms on each of these four test functions is so diverse, 
each of the four test functions will be examined in detail one at a time. 

4.2.1   F1 Comparison Results 
For F1 the combined Pareto front consists half from DWA and half from NSGA-II.  
As can be seen from the confidence intervals for coverage in table 4 the NSGA-II 
slightly outperforms DWA, but since the difference is this small it is important to also 
evaluate Diversity and spacing in order to be sure which algorithm is better.  It can be 
seen in Table 5 that NSGA-II is better in both spacing and diversity and as a result 
NSGA-II should be considered the better performer on F1 (but DWA is very close).  

4.2.2   F6 Comparison Results 
For F6 the combined Pareto front consists 1/3 from DWA and 2/3 from NSGA-II.  As 
can be seen from the confidence intervals, the NSGA-II outperforms DWA in 
coverage, but it can be seen that DWA also contributes good solutions since 1/3 is a 
decent proportion, and so we evaluate diversity and spacing. In the Diversity and 
spacing the NSGA-II outperforms DWA.  When these 3 measurements are considered 
together it is clearly seen that NSGA-II performs better. 
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Table 4. Comparing2 the Coverage_1 and Coverage_2 measurements for the NSGA-II and 
DWAGA algorithms 

  Coverage_1(DWA) Coverage_1(NSGA) 
 avg std Conf Interval avg std Conf Interval 

F1 46.9% 3.2% 3.2% 7.3% 53.1% 3.2% 50.6% 55.6% 
F6 33.4% 3.5% 3.5% 6.3% 66.6% 3.5% 63.9% 69.4% 
F7 69.1% 1.7% 67.8% 70.4% 30.9% 1.7% 29.6% 32.2% 
F8 59.0% 21.3% 42.5% 75.4% 41.0% 21.3% 24.6% 57.5% 

 
  Coverage_2(DWA) Coverage_2(NSGA) 

  avg std Conf Interval avg std Conf Interval 
F1 75.1% 7.3% 69.4% 80.7% 88.9% 3.6% 86.1% 91.7% 
F6 44.2% 6.3% 39.3% 49.1% 92.4% 2.2% 90.7% 94.1% 
F7 93.8% 2.2% 92.0% 95.5% 54.0% 4.0% 51.0% 57.1% 
F8 71.1% 25.3% 51.7% 90.6% 66.2% 34.0% 40.0% 92.5% 

Table 5. Comparing3 the Spacing and diversity for the NSGA-II and DWAGA algorithms on 
four bi-objective functions   

Spacing 

 
Rank 
(D) 

Rank 
(N) s p-value 

bonf corr. 
p-value Better 

Statistically 
Significant 

f1 45.5 15.5 2.37 4.1E-19 1.9E-17 NSGA Yes 
f6 42.0 19.0 3.20 1.4E-09 6.8E-08 NSGA Yes 
f7 8.0 45.5 2.44 4.1E-22 2.0E-20 DWA Yes 
f8 42.9 17.5 2.64 1.3E-13 6.0E-12 NSGA Yes 

Diversity 

 
Rank 
(D) 

Rank 
(N) 

Pooled 
Std. Dev. p-value 

bonf corr  
p-value Better 

Statistically 
Significant 

f1 45.5 15.5 2.27 4.1E-19 2.0E-17 NSGA Yes 
f6 45.5 15.5 3.20 3.2E-13 1.5E-11 NSGA Yes 
f7 25.5 27.5 2.44 4.1E-01 19.6 DWA No 
f8 15.8 45.2 2.64 5.3E-16 2.6E-14 DWA Yes 

4.2.3   F7 Comparison Results 
For F7 the combined Pareto front consists 2/3 from DWA and 1/3 from NSGA-II.  As 
can be seen from the confidence intervals for Coverage measure, this time the DWA 
outperforms NSGA-II. To be certain that DWA is in fact better than NSGA-II we first 
looked at Diversity, but since results of this test are inconclusive (the two algorithms 
can’t be statistically differentiated based on this test), spacing becomes the 
determining factor. Here the results are in DWA favour.  Based on these three 
measurements one can conclude that DWAGA is the better method for solving F7.   

This is an important result for the research in DWA because F7 has a concave 
Pareto front.  It has been assumed that DWA would have problems with solving this 
                                                           
2 The confidence intervals are formed using the normal parametric approach as the results were 

found to be normally distributed when using a normality plot. 
3 The results were found to not be normally distributed, so the T test was done on the ranks (a 

non-parametric test). 
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type of a function but not only did it solve the problem well but it also outperformed 
NSGA-II. 

4.2.4   F8 Comparison Results 
For F8 the combined Pareto front consists 3/5 from DWA and 2/5 from NSGA-II.  
As can be seen from the confidence intervals for Coverage measure it is 
inconclusive which algorithm is better.  The T-test in Table 6 confirms this.  As a 
result we look at Diversity of the two methods where DWA outperforms NSGA-II.  
So, based on these measurements we conclude that DWAGA performs better than 
NSGA-II on F8. 

Table 6. T Test4 for looking in more detail if there is an advantage in coverage for DWAGA.   
It can be seen that it cannot be determined that DWA has better coverage than NSGA-II. 

T Test on NSGA Coverage – DWA Coverage for f8

0.01 Diff(f8) 0.179

No. of Ind. tests 48 pooled std 0.0551

/ 48(see footnote5) 0.00021 -0.053

N 30
conf. interval

0.412

T 4.22 t-score 3.2578

p-value 0.0019

p-value * 48 (see footnote3) 0.0902
 

4.3   Results When Run on 3 Objective Problems 

The Coverage_1 measurements in Table 7 indicate that for functions F12 and F13, the 
combined Pareto front consists almost entirely of the solutions found by DWAGA 
algorithm while the NSGA-II had found a smaller part of the Pareto front.  The 
Coverage_2 results indicate that both algorithms find same quality of solutions 
because almost all solutions found by each algorithm are used in the combined Pareto 
front.  The Coverage_3 results indicate that the DWAGA has identified a large 
number of solutions that the NSGA-II was unable to find.  The DWAGA managed to 
find almost all the solutions that NSGA-II identified plus many more.  As a result the 
DWAGA provided a better and more detailed representation of the Pareto front and 
outperformed the NSGA-II. 

As can be seen in Table 8, the DWAGA is executing much faster than NSGA-II, 
which is a big benefit with the huge search spaces that are associated with multi-
objective problems. 
This shows a possible deficiency in the Pareto front style approach.  When a search 
space gets large, the NSGA seems to have trouble finding many solutions and is 
negatively impacted in its performance time.  For example by switching from 2 
objectives to 3, the Pareto front has changed from a line to a plane.  As the number of 
objectives increases, the size of the Pareto front increase geometrically in the size.  
 
                                                           
4 The regular T test was used as the results were found to be normally distributed when using a 

normality plot. 
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Table 7. The Coverage_1, Coverage_2, and Coverage_3 measurements for the NSGA-II and 
DWAGA algorithms on two tri-objective functions 

  Coverage_1(DWA) Coverage_1(NSGA) 

 avg std 
95% Confidence 

Interval 
avg std 

95% Confidence 
Interval 

F12 0.9729 0.0029 0.9719 0.9739 0.5203 0.00539 0.5182 0.5223 
F13 0.9007 0.0821 0.8713 0.9300 0.7108 0.02205 0.7029 0.7187 

 

  Coverage_2(DWA) Coverage_2(NSGA) 

  
avg std 

95% Confidence 
Interval 

avg std 
95% Confidence 

Interval 
F12 0.9997 0.0005 0.9995 0.9999 0.9791 0.0075 0.9765 0.9818 
F13 0.9859 0.0110 0.9820 0.9898 0.9889 0.0044 0.9873 0.9905 

 
  Coverage_3(DWA) Coverage_3(NSGA) 

  
avg std 

95% Confidence 
Interval 

avg std 
95% Confidence 

Interval 

F12 0.4797 0.0054 0.4777 0.4816 0.0271 0.0029 0.0261 0.0281 

F13 0.2892 0.0220 0.2813 0.2971 0.0993 0.0821 0.0700 0.1287 

Table 8. The algorithm run-time measurements for NSGA-II and DWAGA 

  Time (DWA) Time (NSGA) 

 avg std 
95% Confidence 

Interval 
avg std 

95% Confidence 
Interval 

F12 333009 151033 278962 387055 612279 5148 610437 614122 
F13 442595 92429 409520 475670 4257111 88272 4225523 4288699 

Consequently, to find this Pareto front, an algorithm must find a proportionately 
greater number of solutions.  Since the NSGA-II stores the Pareto front solutions in its 
population it requires an geometrically larger population size because once a 
population member finds an optimal solution it will keep that solution to the end, 
especially with elitism.  This causes more and more of the population members to be 
used for storing solutions instead of exploring.  Eventually near the end of the run 
only few population members will remain free to explore.  In order to have the 
NSGA-II be able to explore a large search space and be able to store solutions that 
represent it well, it will require the possession of a very large population.  This will 
cause the algorithm to run slowly, due to the fact that it has to perform fitness 
calculations as well as the time taken sorting this huge population.   

This problem does not apply to the DWAGA, which has an archive to store all the 
best solutions. It can have a smaller population, which can be used only for the 
searching of new solutions and not have to try to maintain all the best solutions.  This 
allows the algorithm to identify a very large solution space with a relatively small 
population.  This seems to allow the DWAGA to scale better than NSGA-II for 
problems with higher number of objectives. 
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5   Conclusion 

In this paper, we compared two EMOO methods against each other: the Non-dominated 
Sorting Genetic Algorithm (NSGA-II) and the Dynamic Weighted Aggregation (DWA) 
system. To make the comparison fair and to remove an extra factor from the analysis, the 
DWA has been layered on top of a GA instead of and ES algorithm that it was originated 
for (since the DWA can be easily applied to any EC system). Using various traditional 
EMOO measures, such as Coverage, Spacing and Diversity, we determined that the 
DWA could handle concave problems as advertised. Furthermore, while most of the bi-
objective functions we tried were better handled by the NSGA-II, when tri-objective 
problems were used, the DWAGA outperforms the NSGA-II and runs much faster. We 
believe that the cause of the DWAGA’s success at higher number of objectives is due to 
its use of an archive, alleviating the need of the storage of the Pareto front (which can 
grow exponentially with the number of objectives) within the population itself. 
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Abstract. The concept of backbone variables in the satisfiability prob-
lem has been recently introduced as a problem structure property and
shown to influence its complexity. This suggests that the performance
of stochastic local search algorithms for satisfiability problems can be
improved by using backbone information. The Partial MAX-SAT Prob-
lem (PMSAT) is a variant of MAX-SAT which consists of two CNF
formulas defined over the same variable set. Its solution must satisfy all
clauses of the first formula and as many clauses in the second formula as
possible. This study is concerned with the PMSAT solution in setting a
co-evolutionary stochastic local search algorithm guided by an estimated
backbone variables of the problem. The effectiveness of our algorithm is
examined by computational experiments. Reported results for a number
of PMSAT instances suggest that this approach can outperform state-
of-the-art PMSAT techniques.

1 Introduction

Many problems in artificial intelligence (AI) and operations research (OR) are
optimization problems, where the objective is to find a best assignment to a set
of variables such that a set of constraints are satisfied. Real world problems found
in application areas including scheduling [4] and pattern recognition [12] contain
hard and soft constraints. Hard constraints must be satisfied by any solution,
while soft constraints specify a function to be optimized. Various approaches have
been proposed to represent over-constrained problems. Freuder and Wallace [12]
presented the concept of partial constraint satisfaction, where the objective is to
maximize the total number of satisfied constraints. Borning et al. [7] introduced
the notion of constraint hierarchies, where the distinction between hard and soft
constraints is extended to a multiple level constraint hierarchy.

Boolean satisfiability (SAT) is among the most interesting AI formalisms for
reasoning, planning and learning [23]. The SAT problem asks to decide whether a
given propositional formula, in conjunctive normal form (CNF), has a model. The
maximum satisfiability (MAX-SAT) problem is the optimization version of SAT
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c© Springer-Verlag Berlin Heidelberg 2006



156 M.E.B. Menaï and M. Batouche

which consists to find an assignment maximizing the number of satisfied clauses.
The weighted MAX-SAT is a more general case, where each clause is associated
with a positive weight. The goal is to minimize the sum of weights of violated
clauses. Problems involving hard and soft constraints can be naturally encoded
as weighted MAX-SAT. Each hard constraint can be represented by a weighted
cost which exceeds the sum of the weighted cost of all soft constraints. However, a
solution for a MAX-SAT instance may violate some clauses whose satisfiability is
a necessary condition for the feasibility of the real solution. For example, a MAX-
SAT solution for a university time tabling may contain collisions of different
courses in the same room at the same time, the same lecturer can be scheduled in
different rooms at the same time, and so on. Cha et al. [8] introduced the Partial
MAX-SAT (PMSAT) to formulate independently hard and soft constraints. Hard
constraints are called mandatory clauses; their satisfiability is required for any
PMSAT solution. Other related problems to PMSAT are the DISTANCE-SAT
defined by Bailleux and Marquis [2], and the sub-SAT introduced by Xu et al.
[24]. The DISTANCE-SAT problem asks to check if there is a model of a CNF
formula, that conflicts with an expected configuration on at most a given number
of variables. The sub-SAT is a formulation for relaxed Boolean satisfiability, that
allows violation of a given number of clauses in a CNF formula.

The current research on algorithms used to solve PMSAT is limited. Cha et
al. [8] used a weighting-type stochastic local search to solve PMSAT by repeating
each mandatory clause n times. In this way, the search always prefers a solution
which satisfies all mandatory clauses, regardless of the level of remaining clause
violations. However, this can lead to an important increasing of the total number
of clauses when their number is initially large. They applied various strategies
to escape from local minima such as LWM, RESTART and RESET [8]. LWM
strategy consists to add weights to all unsatisfied clauses, and to continue the
search when a local minimum is reached. RESTART strategy allows the algo-
rithm to restart from a random initial assignment, while RESET consists to reset
the weights given by the algorithm and to continue the search from the current
assignment. In the reported experimental study [8], RESET outperforms LWM
and RESTART on random instances. In [14], a new approach for solving PMSAT
is described. It is based mainly on recycling a model of the mandatory clauses to
satisfy as many clauses in the second formula as possible. The reported results
show the overall superiority of this method in comparison to a weighting-type
local search algorithm. A problem of practical significance in the design of SAT
and MAX-SAT solvers, is how to identify and exploit the problem structure
properties to improve their performance. Some interesting properties which in-
fluence the hardness of a SAT have been identified such as the easy-hard-easy
phase transition [9, 15], and the backbone variables [16], a set of literals which
are true in every model. The backbone of a MAX-SAT instance is the set of
assignments of values to variables which are the same in every possible optimal
solution [20].

The aim of this paper is to integrate a backbone guide moves to a co-
evolutionary stochastic local search algorithm for solving the PMSAT problem.
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In a first phase, both formulas of a PMSAT instance are solved as a single MAX-
SAT instance using a backbone guided co-evolutionary search. In a second phase,
the best assignment found is recycled to satisfy all mandatory clauses using the
estimated backbone. The effectiveness of this algorithm is demonstrated empir-
ically on some PMSAT instances derived from standard SAT instances. In the
reminder of this paper, we explain in more details the proposed method for PM-
SAT and report on results of computational tests in which our algorithm is com-
pared to related approaches. In the next section, we describe a co-evolutionary
method used for MAX-SAT (Bose-Einstein Extremal Optimization). In section
3, we present a brief review of backbone variables and related notions. In section
4, we formalize a new method for PMSAT. In section 5, we report on experi-
mental results. We finally conclude and plan for future work in section 6.

2 Bose-Einstein Extremal Optimization Method for
MAX-SAT

Bose-Einstein Extremal Optimization (BE-EO) [13] is an approximative algo-
rithm for solving the MAX-SAT problem. It is based on an adaptation of Ex-
tremal Optimization (EO) [5] heuristic to MAX-SAT. The search space is
explored according to EO, while starting solutions are sampled using the Bose-
Einstein probability distribution.

Extremal Optimization method is introduced by Boettcher and Percus [5] for
solving hard optimization problems such as the Graph Partitioning. It was moti-
vated by the Bak-Sneppen [3] model of biological evolution which describes the
co-evolutionary process of species. In this model, optimal adaptation emerges
naturally from the dynamics of species by elimination of badly adapted ones.
Species are sites of a lattice and each one has an associated fitness value ranging
from 0 to 1. A fitness represents a time scale at which the species will mutate
to a different species or become extinct. A selection process against the worst
adapted species is applied. At each update, the smallest fitness value is replaced
by a new random one which impacts the fitness values of its neighbors. After a
certain number of steps, a state of optimal adaptation (Self-Organized Critical-
ity) is reached in which all species are intimately connected. When the system is
driven back to a SOC state, any perturbation of this equilibrium involves large
fluctuations in the configuration of fitness values (critical avalanches). The dura-
tion t of these avalanches follows a power-law distribution P (t) ∝ t−τ (τ close to
1). Extremal Optimization method is a conversion of the extremal dynamics of
the Bak-Sneppen model into an approximative algorithm for optimization prob-
lems. The search process is characterized by hill-climbing large fluctuations (i.e.
avalanches in the Bak-Sneppen model) allowing search diversification. It evolves
to a SOC state where sub-optimal solution can be found (almost all species have
optimal fitnesses).

The Bose-Einstein distribution is a quantum distribution function. It de-
scribes the probability distribution of an amount of energy between identical
but indistinguishable particles with integer spin, called bosons (e.g. photons).
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Szedmak [21] proved that this distribution function can improve the performance
of stochastic local search algorithms for satisfiability problems. He demonstrated
that the mean Hamming distance between a sample of initial solutions and the
optimal solution is reduced when initial solutions are generated using the Bose-
Einstein distribution rather than the uniform one.

Given a MAX-SAT instance of n Boolean variables x1, . . . , xn, and m wei-
ghted clauses (ci, wi)i=1,m. Each clause ci is a disjunction of literals (a variable
xi or its negation ¬xi), and wi ∈ N is its weight. A MAX-SAT instance is a
conjunction of clauses (CNF formula). The fitness λi of a variable xi is defined
as the negation of the fraction of the sum of weights of unsatisfied clauses in
which xi appears, by the total weights of clauses connected to this variable :

λi =
−

∑m
j=1 wj |xi ∈ cj , I(cj) = 0∑m

k=1 wk|xi ∈ ck
(1)

I(cj) = 0 means that the clause cj is unsatisfied. The cost contribution of a
variable xi is defined by −λi. The best solution S found to a MAX-SAT instance
is associated to the minimum of the cost function C(S) = −

∑n
i=1 λi.

The algorithm BE-EO for MAX-SAT is outlined as follows [13].

Algorithm BE-EO/MAX-SAT

1. Randomly generate a solution S according to the Bose-Einstein distribution.
Set Smax ← S.

2. If S satisfies all the clauses of the MAX-SAT instance, return (S : model).
3. Evaluate λi for each variable xi.
4. Rank xi, (i = 1, n) from the worst to the best according to λi. Select a rank

j such that P (j) ∝ j−τ .
5. Flip the truth value of xj in S.
6. If C(S) < C(Smax) then set Smax ← S.
7. If the number of steps does not exceed the given bound, return to step 2.
8. If the number of generated Bose-Einstein initial solutions does not exceed

the given sample size, then randomly generate a solution S according to the
Bose-Einstein distribution. Return to step 2.

9. Return (Smax).

Good performance is reported for BE-EO/MAX-SAT on some specific classes
of weighted and unweighed MAX-SAT instances [13] outperforming WalkSAT
[18] and a tabu search method.

3 Backbone Variables

The backbone of a problem instance is a set of variables having fixed values in all
optimal solutions. These variables are critically constrained as the elimination of
any one of them will exclude any optimal solution. Related notions to backbone
in satisfiability are backdoors [23] and spine [6]. A backdoor is a variable subset
such that if some particular truth values are assigned to these variables, the
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simplified instance is satisfiable and can be solved in polynomial time. Williams et
al. [23] demonstrated that a concrete computational advantage can be obtained
by exploiting backdoors. The spine of a set of clauses is a set of literals which
are false in all models of a subset of satisfiable clauses [20].

Several researches dealing with competitive SAT and MAX-SAT solvers have
made use of backbone variables. Monasson et al. [16] investigated the backbones
of 3-SAT and (2 + p)-SAT, and conjectured that a backbone is an order para-
meter for the decision problems. Other studies [17, 19, 1] have demonstrated
that the size of the backbone is correlated with the hardness of SAT problems.
Slaney and Walsh [20] have studied backbones in optimization and approxi-
mation problems including graph coloring, traveling salesperson problem, num-
ber partitioning and blocks word planning. They showed that backbones are
often an important indicator of hardness in optimization and approximation.
Subsequently, heuristic methods which identify backbone variables, may reduce
problem difficulty and improve performance. Dubois and Dequen [11] proposed a
systematic search method which incorporates estimated backbone variables.
Telelis and Stamatopoulos [22] designed a method for generating initial assign-
ments to an iterated algorithm by sampling heuristically the backbone vari-
ables, and reported good results on some random MAX-SAT instances. Climer
and Zhang [10] developed a technique for identifying backbones and fat vari-
ables (variables which are absent from every optimal solution). They exploited it
for discovering backbone and fat arcs for instances of the asymmetric traveling
salesperson problem (ATSP) and achieved performance improvements. Zhang et
al. [25] improved the performance of the well known WalkSAT procedure [18]
on some instances of SAT and MAX-SAT from SATLIB [27] using structure
information of reached local minima.

4 Backbone-Based Co-evolutionary Heuristic for PMSAT

Given two CNF formulas fA and fB over a set of variables X = {x1, . . . , xn}.
The PMSAT problem P = fA ∧ fB asks to satisfy all the clauses of fA and as
many clauses in fB as possible. The number of satisfied clauses in fB determines
the quality of a solution to P .

We propose a two-phase algorithm for solving P . In a first phase, P is
considered as a MAX-SAT instance and approximated using a variant of the
algorithm BE-EO/MAX-SAT. A backbone variables sampling is integrated to
BE-EO/MAX-SAT to guide the search towards potentially good solutions. If the
best solution found SAB does not satisfy fA, then a second phase is performed
to recycle SAB to a model of fA using the backbone information captured in
the first phase. The backbone sampling may help to improve the performance of
the second phase process, as it encapsulates information about the likelihood of
each variable. However, exact backbone cannot be computed unless all optimal
solutions are known. Hence, only an estimated pseudo-backbone is performed
using information extracted from reached local minima.
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The pseudo-backbone sampling used in this work is inspired by the sampling
scheme presented in [22]. Let Ω be a set of solutions on X . S(xi) denotes the
truth value of xi in the solution S. A variable frequency of positive occurrences
of xi in all solutions of Ω, is defined by :

pi =
∑

S∈Ω S(xi)
|Ω| (2)

assuming that all local minima are of equal quality. Else a weight cost may be
assigned to each local minimum. Q(S) denotes the contribution of a solution
S, defined as the total number of satisfied clauses in fA and fB. A multiplier
coefficient, equals to |fA|, is added to Q(S) to underline the priority of satisfying
clauses of fA. Let #satfA(S) and #satfB (S) be the number of satisfied clauses
by S in fA and fB, respectively. Q(S) is defined by :

Q(S) = |fA| · #satfA(S) + #satfB (S) (3)

A more reliable definition of pi(i = 1, n) is given by :

pi =
∑

S∈Ω Q(S) · S(xi)∑
S∈Ω Q(S)

(4)

Let Xα denotes the set of variables which appear in the set of clauses α. The
main steps of the algorithm, called BBC-PMSAT, are described as follows.

Algorithm BBC-PMSAT

Phase 1: Solving P = fA ∧ fB as a MAX-SAT instance
(a) Run BE-EO/MAX-SAT on P over X . Initialize Ω with reached local

minima.
(b) Solve P using a variant of BE-EO/MAX-SAT (initial solutions are gen-

erated from Ω using variable frequencies pi (Eqn. 4)).
At a new local minimum S, if Ω holds a solution S∗ such that
Q(S∗) < Q(S) (Eqn. 3), then replace S∗ by S in Ω.

(c) Let SAB be the best solution found after a preset number of steps.
If SAB satisfies fA then return SAB as a solution to P .

Phase 2: Recycling SAB to satisfy fA

(a) Let fA = fA1 ∧ fA2 , where fA1 is satisfied by SAB and XA1 ∩ XA2 = ∅
(simplification).

(b) Solve fA2 over XA2 as a SAT instance using a variant of the BE-EO/SAT
(Phase 1, step (b)). Partial assignments to the variables of XA2 are
generated using variable frequencies pi.

(c) After a preset number of steps, if a model SA2 is found, then update
SAB and return it as a solution to P . Else return that no solution to P
can be found.
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5 Performance Evaluation

Since no public PMSAT instances are available, we generated them using SAT
instances from DIMACS [26] and SATLIB [27] benchmark archives. We consid-
ered four sets of random and structured SAT instances of n variables and m
clauses:

– uuf125-538* (100 random “phase-transition” hard 3-SAT instances of n = 125
and m = 538);

– f* (3 large random “phase-transition” hard 3-SAT instances: f600 (n = 600,
m = 2550), f1000 (n = 1000, m = 4250), f2000(n = 2000, m = 8500);

– par8-* (5 instances of SAT-encoded parity learning problem of n = 350 and
1149 < m < 1171);

– flat* (10 instances of SAT-encoded graph coloring problem of n = 300 and
m = 1117).

All SAT instances are chosen satisfiable in order to guarantee the generation
of solvable PMSAT instances (fA must be satisfiable). Random SAT instances
are “phase-transition” hard (m

n � 4.3 for random 3-SAT instances). Structured
instances par8-* are also among the hardest DIMACS SAT ones. Random in-
stances are generally used to control average problem difficulty by varying the
ratio

(
m
n

)
of clauses to variables, while structured instances are used to mea-

sure the effect of hidden structure on algorithm performance. PMSAT instances
are generated using a partition of each SAT instance into two subsets FA and
FB (representing fA and fB formulas, resp.) such that |FA| = [αm] + 1 and
|FB| = m − |FA|, with 0 < α < 1. The program code is written in C and run
on a computer (Pentium IV 2.9 GHz with 1 GBs of RAM) running Linux. BE-
EO/MAX-SAT is run setting τ = 1.4. All the results are averaged over 10 runs
on each instance with a maximum of 300000 flips allowed per run. The total
number of tries for each run of the algorithm BBC-PMSAT is shared between
both phases of the algorithm. Let r be the first phase run length ratio of the
total run length, #sat the number of solutions to PMSAT instances over 10 runs
(it equals the average number of satisfied fA instances) and v the relative error
of a solution S given by:

v(%) =
(

1 − #satfB (S)
|FB|

)
× 100 (5)

A key question regarding the algorithm BBC-PMSAT is how to evaluate
its performance. The first objective is to determine the effect of the first phase
run length ratio of the total run length. The second objective is to determine
the impact of the pseudo-backbone variables size on the performance. The third
objective is to determine whether or not BBC-PMSAT is competitive with its
variant, called C-PMSAT, which does not integrate pseudo-backbone sampling.
Additionally, BBC-PMSAT is compared to a weighting-type local search algo-
rithm, called WLS, used by Cha et al. [8] with RESET strategy to solve PMSAT
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Fig. 1. Average error v (y-axis) and number of solutions #sat (additional y-axis) over
10 runs for instances f2000 and par8-4 (α = 0.3) are plotted against the run length
ratio of phase 1

instances. WLS/RESET solves PMSAT as MAX-SAT instance by repeating each
clause in FA, |FA| times.

Figure 1 presents average #sat and v over 10 runs obtained by BBC-PMSAT
on the instances f2000 and par8-4, varying r from 10% to 100%. We observe
clearly that the greater the value of r, the more the number of solutions #sat
and the error v are reduced. An error v less than 1% is achieved after at least
50% of the total runtime length. However, allowing much more time to the first
phase of the algorithm, means reducing the amount of time allowed to the second
phase. Hence, the number of solutions #sat to PMSAT may decrease. For all
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Fig. 2. (α = 0.3, r = 0.6) (a) Average number of solutions #sat (y-axis) is plotted
against the ratio of the pseudo-backbone size to the number n of variables for each
instance class. (b) Average error v (y-axis) is plotted against the ratio of the pseudo-
backbone sample size to the number n of variables for each instance class.



A Backbone-Based Co-evolutionary Heuristic for Partial MAX-SAT 163

the instances, the average best performance in terms of average #sat and v is
obtained with r ranging from 50% to 70%.

Figure 2 shows the number of solutions #sat and the average error v achieved
by BBC-PMSAT on all the instances when varying pb, the ratio of backbone size
to the number of variables n, from 0 to n (α = 0.3, r = 0.6). As illustrated in figure
2.a, the number of solutions #sat is generally increasing with pb. It is constant in
the case of uuf* which may have few backbone variables. For example, setting pb
to 0.5n, the gains achieved by BBC-PMSAT in terms of #sat on the instances
f*, flat* and par8-* are 5.71%, 6.92% and 2.96%, respectively. For pb = n, the
gains achieved on the same instances are 11.42%, 10.38% and 16.66%, respectively.
Figure 2.b shows a fall in the average error v for all the instances: v decreases
rapidly for the instances f*, until pb = 0.5n; v decreases relatively slowly for the
remaining instances. For all the instances, the average best performance, in terms
of quality of a solution (v), is obtained when pb ≥ 0.6n. BBC-PMSAT performs

Table 1. Results of the algorithm BBC-PMSAT (α = 0.3, r = 0.6, pb = 0.7n)

Instance #sat v(%) CPU time Flips
Avg Std Avg Std

uuf* 10 0 0.374 0.050 3881.9 556.0
f600 9 0.0113 6.092 1.815 28958.2 4623.1
f1000 7 0.0951 19.812 3.152 79575.1 8768.4
f2000 7 0.1135 44.655 3.547 138120.9 9868.5
flat* 2.8 0.0923 3.238 0.185 26926.8 1601.4
par8-1 7 0.0713 5.117 1.350 34877.1 9215.0
par8-2 7 0.1501 5.723 0.702 39681.0 4886.0
par8-3 6 0.1185 4.931 1.050 31657.5 7325.1
par8-4 5 0.1290 4.581 0.900 31917.0 6513.0
par8-5 5 0.1870 7.960 0.841 61275.4 4935.0
Average 6.58 0.0968 10.248 1.359 47687.0 5829.1

Table 2. Results of the algorithm C-PMSAT (α = 0.3, r = 0.6, pb = 0.7n)

Instance #sat v(%) CPU time Flips
Avg Std Avg Std

uuf* 10 0.0231 0.514 0.200 6162.0 971.3
f600 9 0.0130 10.973 2.532 57457.3 7929.7
f1000 6 1.9150 22.650 1.650 115059.2 7021.6
f2000 6 2.5710 54.458 7.940 189310.3 35641.8
flat* 2.6 0.1504 4.154 1.201 32795.1 5831.0
par8-1 6 0.3511 7.516 0.324 60513.3 1472.1
par8-2 6 0.2510 7.380 0.508 58764.0 2410.5
par8-3 6 0.2315 5.763 1.810 44210.4 8355.0
par8-4 4 0.1712 4.716 0.152 36638.1 790.0
par8-5 5 0.2415 10.550 0.380 71652.1 1582.0
Average 6.06 0.5918 12.867 1.669 67256.1 7200.5
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Table 3. Results of the algorithm WLS/RESET

Instance #sat v(%) CPU time Flips
Avg Std Avg Std

uuf* 9.8 0.0123 0.845 0.205 8316.4 1485.0
f600 9 0.0130 10.620 2.010 47150.6 18420.0
f1000 6 0.1235 29.271 2.055 136171.0 19040.0
f2000 5 1.5764 60.028 5.601 265124.5 41190.0
flat* 2.1 0.2351 6.068 1.295 43166.3 9147.6
par8-1 4 0.3133 10.408 0.520 79525.1 3290.0
par8-2 4 0.4840 9.120 0.180 70720.0 1123.1
par8-3 3 0.3586 7.151 0.642 53540.2 4058.0
par8-4 1 0.6315 5.154 0.210 39628.0 1620.5
par8-5 4 0.4099 10.250 1.261 73040.2 7850.0
Average 4.79 0.4158 14.891 1.397 81638.2 10722.4

particularly well on the instances par8-* which may have a large backbone size,
making all the variables critically constrained.

Computational results performed by BBC-PMSAT, C-PMSAT and
WLS/RESET are presented in tables 1, 2 and 3, respectively. The first col-
umn lists the benchmarks. Columns 2, 3 show the average number of solutions
#sat and the average error v over 10 runs. Columns 4, 5 show the average CPU
time and its standard deviation. Columns 6, 7 show the average number of flips
and its standard deviation. BBC-PMSAT is tested using α = 0.3, r = 0.6 and
pb = 0.7n. Overall, BBC-PMSAT outperforms C-PMSAT and WLS/RESET on
all the instances. The average gains in number of solutions are 8.58% and 37.36%
w.r.t. C-PMSAT and WLS/RESET, respectively. In term of runtime cost, the
average falls are 20.35% and 31.17% w.r.t. C-PMSAT and WLS/RESET, respec-
tively. In conclusion, our results demonstrate that BBC-PMSAT can find high
quality solution and performs faster than C-PMSAT and WLS/RESET.

6 Conclusion and Future Work

In this work, we introduced a backbone-based co-evolutionary algorithm for PM-
SAT (BBC-PMSAT). This algorithm is based on a co-evolutionary stochastic lo-
cal search method (BE-EO) which has been used successfully for solving a range
of MAX-SAT instances. BBC-PMSAT approximates solutions to PMSAT in two
main phases. In a first phase, PMSAT is solved as a MAX-SAT instance incor-
porating sampled pseudo-backbone variables to guide the search. In a second
phase, the previously found solution is recycled to satisfy all the constrained
clauses using estimated pseudo-backbone. BBC-PMSAT was compared to its
variant without pseudo-backbone sampling (C-PMSAT) and to a weighting-type
stochastic local search algorithm with RESET strategy (WLS/RESET) [8] for
PMSAT. These algorithms were tested on four classes of PMSAT instances gen-
erated from standard SAT instances. The results indicate the effectiveness of
using estimated pseudo-backbone variables. Indeed, BBC-PMSAT outperforms
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C-PMSAT and WLS/RESET on all the instances in terms of average number of
solutions and average runtime cost. The most significant gains are achieved on
instances which may have large backbone size. The encouraging results obtained
at this early stage, prove the high potential of this method. In future work,
we plan to further investigate how the performance of BBC-PMSAT depends
on the problem features and to continue computational tests on larger PMSAT
instances.
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Abstract. This paper is concerned with the analysis of coevolutionary
dynamics among 3D artificial creatures, similar to those introduced by
Sims [1]. Coevolution is subject to complex dynamics which are noto-
riously difficult to analyse. We introduce an improved analysis method
based on Master Tournament matrices [2], which we argue is both less
costly to compute and more informative than the original method. Based
on visible features of the resulting graphs, we can identify particular
trends and incidents in the dynamics of coevolution and look for their
causes. Finally, considering that coevolutionary progress is not necessar-
ily identical to global overall progress, we extend this analysis by cross-
validating individuals from different evolutionary runs, which we argue is
more appropriate than single-record analysis method for evaluating the
global performance of individuals.

1 Introduction

Coevolution has been introduced in artificial evolution as an alternative to tra-
ditional evolutionary methods based on fixed, explicitly defined fitness functions
such as the genetic algorithm. The use of coevolutionary methods is based on
the assumption that constant mutual adaptation between evolving individuals
will lead to ever-increasing levels of fitness. This assumption of progress through
mutual adaptation is the basis for arms race hypothesis [3]. Rosin & Belew [4]
summarise the transposition of the “arms race” concept to artificial evolution:

Since the parasites are also evolving with a fitness based on a compe-
tition’s outcome, the success of a host implies failure for its parasites.
When the parasites evolve to overcome this failure, they create new chal-
lenges for the hosts; the continuation of this may lead to an evolutionary
“arms race” (. . . ) New parasite types should serve as a drive toward
further innovation, creating ever-greater levels of complexity and perfor-
mance by forcing hosts to respond to a wider range of more challenging
parasite test cases.

The assumption which underlies artificial coevolution, therefore, can be stated
as follows: coevolution is expected to lead to an “arms race” (formally defined as

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 167–178, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



168 T. Miconi and A. Channon

a sequence in which newer individuals consistently outperform their ancestors),
which is expected to result in superior individuals. Unfortunately the funda-
mentally local nature of natural selection (based on differential gene propaga-
tion within a given, current environment which is local both in space and time)
means that several problems may hinder this intuitive mechanism.

First, it is well-known that the “arms race” metaphor begs the question of
intransitivity in the global fitness landscape: if an organism A can be said to be
superior to B, and B is superior to C, it is not necessarily the case that A should
always be superior to C. This may lead to the appearance of “cycles” [2] [5] or
“circularities” [6] in the dynamics of evolution.

Moreover, the arms race concept refers to a historical progress, in which
newer individuals outperform ancestral ones against their ancestral opponents:
performance and progress are evaluated against the history of a particular evolu-
tionary trajectory. However, such a progress is not necessarily related to global,
overall progress towards superior individuals in the wider context of the whole
search space. Nolfi & Floreano [2] have shown that these two notions of progress
are not as correlated as it may seem. They performed two coevolutionary ex-
periments based on a predator-prey scenario, with one important difference: in
one run, coevolution occurred in a straightforward manner, by pitting individ-
uals of a given generation against the champion of the previous generation (a
method inspired by Sims [1], which we also use in the present article). In the
other run, however, individuals of a given generation were evaluated not only
against the current opposing champion, but also against the previous champions
of the opponent population, following the “Hall of Fame” technique suggested by
Rosin & Belew [4]. Unsurprisingly, the second type of experiment led to a more
robust arms race, in that newer individuals were significantly better at outper-
forming their own ancestors. However, in some circumstances, when the authors
compared the results of coevolution with a Hall of Fame against “naked” coevo-
lution, they found that individuals evolved using the Hall of Fame were defeated
by individuals evolved without it. While progress had been more straightforward
and unambiguous, it had also been more limited in scope. This difference be-
tween historical progress with regard to a given evolutionary history, and overall
superiority, is an important topic in this article.

2 Monitoring and Analysis of Coevolution

If progress can occur in competitive coevolution, it is important that it be prop-
erly detected. Several types of statistics have been proposed for analysing the
results of coevolutionary processes, with a stress on the identification of progress.

First, Cliff & Miller’s “Current Individual vs. Ancestral Opponents” method
(CIAO) [7] and Nolfi & Floreano’s “Master Tournament” method [2] both pit the
champions of each generation against each other, and displaying the result as a
grid of coloured dots, in such a way that dot (n, m) is coloured if the champion of
generation n in one population defeats the opposing champion of generation m,
and left blank otherwise. CIAO pits the champion of a population at generation
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Fig. 1. Master Tournament matrices, taken from Nolfi & Floreano [2] in a predator-
prey experiment. Black (resp. white) dots indicate a victory for the champion of the
predator (resp. prey) population. The picture of the left represents an “ideal” situation
of perfect progress, in which each champion is able to defeat all previous opponents.
The picture on the right represents the results of a real experiment.

n against the champions of each previous generation in the opposing population,
thus resulting in a triangle of dots. Master Tournament performs general con-
frontation between all champions of all generations, producing a square matrix
of dots. The Master Tournament square can be seen as the collation of two CIAO
triangles (one for each population) joined along their common hypotenuse, the
diagonal of the square.

These methods have the advantage of providing reasonably complete infor-
mation about an entire evolutionary run. However this completeness comes at a
price. An obvious problem with these methods is their combinatorial complexity.
Since N2 evaluations are needed to obtain a complete table ((N2 − N)/2 in the
single-population case), as soon as N becomes even moderately large, calculat-
ing the figure is a time-consuming process. Of more concern to the analyst is
the fact that the resulting figures are often somewhat obscure: although “ideal”
conditions of progress lead to a very simple figure, these ideal conditions are
rarely met in practice. Real experiments often produce disorderly arrangements
of dots from which it may be difficult to extract any meaning at all.

A more recent technique for observing progress in coevolution has been pro-
posed by Stanley & Miikkulainen under the name of Dominance Tournament [6].
Dominance Tournament was developed for single-population coevolution, but
can be readily extended to multiple populations. In a dominance tournament
analysis, one must keep track of every new individual that defeats all previ-
ously dominant individuals. Dominance is defined recursively: The first dominant
strategy d1 is the champion of the first generation; then, at every generation,
the current champion becomes the new dominant strategy di if it can defeat all
previous dominant strategies dj<i. When two populations coevolve against each
other, the method is adapted by specifying that a new dominant strategy must
be able to defeat all dominant strategies from the other population.

Thus the dominance tournament method concentrates on a sequence of indi-
viduals which are seen as particularly important, due to their recursive superi-
ority relationship. Dominance, in this context, is not synonymous with absolute
superiority: some earlier individuals may be able to defeat the current dominant
strategy. However such individual are seen as “idiosyncratic strategies”, similar
to parasites specialised against a (supposedly superior) host.
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Dominance Tournament has the advantage of being much easier to compute
than Master Tournament, since at any time the total number of dominant strate-
gies against which candidates are to be tested is significantly lower than the total
number of generation champions. It is also much easier to analyse, since it can
be represented as a one-dimensional series of ticks along a time-coordinate axis,
each tick corresponding to the appearance of a new dominant strategies. How-
ever, the massive simplification of the statistics eliminates a lot of information,
and it is not clear exactly how precisely the Dominance Tournament captures
the global trajectory of a given run.

Finally, both types of method must be applied to the history of a particular
run: they essentially rely on “single record” analysis. They are useful in study-
ing the trajectory of evolution and the presence (or absence) of coevolutionary
progress. However it would be quite wrong to deduce anything from them about
general progress in the sense of overall superiority over the whole search space.

3 Artificial Creatures

In the following sections we describe our own model for the evolution of artificial
creatures in a physically realistic 3D environment. This model is broadly simi-
lar to the one introduced by Sims [1]. Besides minor technical modification, the
most important difference between our system and Sims’ is that our creatures
are controlled by standard neural networks, based on classical McCulloch & Pitts
neurons with sigmoid or radial activation functions, in contrast to Sims’ creature
which were controlled by functional networks, including arithmetic functions,
tunable oscillators and logic operators (among others) as elementary building
blocks. A complete description of (and justification for) the system can be found
in a previous publication [8].

Morphology: As in Sims’ model, the creatures are branching structures composed
of rigid 3D blocks. The blocks (or “limbs”) are connected to their parent limb
by a hinge joint, except for the first (“root”) limb. The genetic specification of
a creature is given as a tree of nodes. Each of these nodes contain morphologic
and neural information about one limb. Each node is responsible for storing the
description of its limb’s physical connection with its parent node’s limb. The
morphologic information in each genetic node specifies the dimensions of the
limb (width, length and height), the orientation of this limb with regard to its
parent (in the form of two parameters indicating polar angles with the xz and
the xy planes, that is longitude and latitude, in the frame of reference of the par-
ent limb), the direction of movement which may be either vertical or horizontal
(that is aligned either with the y or with the z axis of the limb), and a boolean
flag for reflection which governs symmetric replication along the xz plane of its
parent. A limb also contains neural information, as described in the following
paragraphs.

Creature control and neural organisation: Our creatures are controlled by neural
networks. As in Sims’ model, each limb contains a set of neurons. Genetic infor-
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Fig. 2. Organisation of a fictional creature pictured in the bottom-right corner. Limb
0 has no sensor (S) or actuator (A). Limb 1 is reflected into two symmetric limbs 1a
and 1b, which share the same morphologic and neural information.

mation about a given neuron specifies the activation function for this neuron,
a threshold/bias parameter θ, and connection information. The activation func-
tion may be either a sigmoid ( 1

1+exp−(σ+θ) ) or the hyperbolic tangent tanh(σ+θ)
where σ is the weighted sum of inputs. The main difference between sigmoid and
tanh is that the first has values in [0, 1] while the latter has values in [−1, 1].
Connection information specifies, for each connection, the source of this con-
nection (that is the neuron whose output is received through this connection)
and a weight value. Neurons can only be connected with other neurons from the
same limb, from adjacent limbs, or from the root limb. Each neuron may receive
a variable number of connections, up to a maximum value (3 in the present
experiments).

Sensor neurons and actuator neurons are handled specially. The first type
of sensor neuron is a proprioceptive neuron, which measures the current angle
formed by the hinge joint to which this neuron’s limb is attached, scaled within
the [−1, 1] range. Two other types of sensors exist, each of them measuring re-
spectively the x and y coordinates of the centre of a specific object (an inert
cube) in the frame of reference of the limb, squashed through the tanh function.
Every limb has exactly one proprioceptor, and may have any number of other
sensors (within the maximum number of neurons for each limb). Actuator neu-
rons command the movement of each limb, that is, its rotation around its joint.
The output of an actuator indicates the desired angular velocity at this joint.
Their inputs are defined similarly as other neurons, but their activation function
is always a scaled hyperbolic tangent of the form tanh(σ+threshold). Each limb
has exactly one actuator.

Expression of the genome: The creatures are constructed according to the in-
formation contained in the genetic nodes. A very simple developmental system
translates the genotype into a corresponding phenotype, and may introduce ad-
ditional complexity if the genetic information dictates it. Our system uses only
one developmental feature, adapted from Sims: bilateral symmetry. In our model,
each genetic node (corresponding to a limb) may possess a “reflection” flag, which
means that when this node is read and the corresponding limb attached to its
parent, a symmetric copy of this limb will also be created. Any further sub-limbs
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will similarly be duplicated in a symmetric fashion, which leads to the appear-
ance of bilaterally symmetric branches. Our present design allows for only one
type of symmetry, namely symmetry along the parent’s xz plane. When a given
limb is randomly generated, its reflection flag is set with probability Pref (for
this paper, Pref = 0.1).

Genetic operators: We use three genetic operators, broadly similar to those used
by Sims. Crossover is performed by simply aligning the genetic nodes of both
parents in two rows, then building a new list of genetic nodes by concatenating
the left part of one parent with the right part of the other. Grafting corresponds
to the removal of a branch (that is a limb and all its sub-limbs), and its re-
placement by a branch taken from another individual. Connectivity information
is adapted and maintained: the neurons of the trunk establish the same con-
nections with the new branch as they had with the old one, and similarly the
new branch has the same connection with its new trunk as it had with its pre-
vious trunk. Mutation occurs by sequentially modifying each parameter within
a genome (from limb size to connection weight) with a given probability Pmut,
and also removing a limb and adding a new, randomly generated limb, also with
probability Pmut (in this paper, Pmut = 0.04).

4 Experiments and Results

4.1 The Evolutionary Algorithm

We use the same task as Sims [1]: two creatures compete for control of a single
cube. The cube is placed in the center of the world, and the creatures start on
each side of the cube. After a fixed amount of time has elapsed, distances d1 and
d2 between the centre of the root limb of each competitor and the centre of the
cube are computed. The score of each contestant is the difference between these
distances, d1 − d2 for competitor 1 and d2 − d1 for competitor 2. Lower score
correspond to superior creatures.

The evolutionary algorithm is also similar to Sims’. For every run, creatures
are divided into two populations. At every generation, creatures of each popula-
tion are evaluated against the current champion of the opposing population. The
creature which obtains the best score becomes the new champion of this pop-
ulation. Survival rate is 50%, which means that half the population is replaced
at every generation. Selection of parents occurs by direct tournament selection
based on score. New individuals are created with equal probability by one of
three operations: grafting between the two individuals, crossover between the
two parents, or three successive applications of the mutation operator to one of
the parents. Then the mutation operator is applied to the resulting creature and
produces the final offspring. If the developed phenotype of an offspring creature
contains two intersecting non-adjacent limbs, or too many limbs, the creature is
deemed non viable, and the reproductive operation chosen is repeated as often as
necessary until a viable creature is produced. Each run covers 500 generations.

The system produced a wide variety of behaviours, some of which are illus-
trated in Figure 3. In the top-left frame, one creature catches the cube in a
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Fig. 3. Creatures evolved from four different runs. See text for details.

pinching motion and draws it towards its trunk limb before its opponent man-
ages to reach it. In the top-right frame, two creatures use different methods to
move toward the cube. In the bottom-left frame, one creature manages to push
its opponent away from the cube, even though the other creature had reach the
cube first. In the bottom-right frame, a two-armed creature is chasing the box
that is being pushed aside by its opponent.

4.2 Coarse-Grained Master Tournament Matrices

To monitor the progress of evolution, we chose to introduce a modified version
of the Master Tournament method. In our case the original method would be
difficult to apply, since computing the whole Master Tournament matrix for
500 generations would be computationally prohibitive. Furthermore, as we men-
tioned in the introduction, Master Tournament grids are often difficult to read
and analyse.

Our method consists in simplifying the Master Tournament by a “coarse-
graining” operation. Instead of performing a full tournament between the cham-
pions of all N generations, we pick a fixed number k of champions and use this
sample to produce a coarse-grain Master Tournament matrix. This means that
we only perform tournaments between champions of generations which are in-
teger multiples of the N/k fraction. In our example, we chose to condense our
500 generations into a 50x50 tournament grid, which means that we need to
select the champions of every tenth generation (roughly) in each population. By
sampling 10% of the generations, computing costs for head to head competitions
are divided by 100.

Like any sampling process, coarse-graining incurs a loss of information. How-
ever, the information which is lost by coarse-graining is essentially short-term,
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small-scale information. When analysing the results of a coevolutionary experi-
ment, we are usually interested in long-term trends, especially regarding evolu-
tionary progress Coarse-graining adequately preserves this type of larger-scale
information. In particular, the question of whether or not a given individual
can consistently outperform older ones, which is the crucial aspect of the “arms
race” concept, is not affected by coarse-graining. Moreover, coarse-graining can
actually make a Master Tournament matrix more descriptive by suppressing
spurious, irrelevant information: as we make clear in the following paragraphs,
coarse-grained Master Tournament matrices may exhibit discernible, informative
features which are often difficult to observe in full matrices.

4.3 Reading a Coarse-Grained Master Tournament Matrix

Figure 4-left shows a coarse-grained Master Tournament matrix for a particular
run. Each (m, n) location is marked with a dark square point if the champion
of population 1 generation 10 ∗ m defeats the champion of population 2 at gen-
eration 10 ∗ n, or with a light cross mark otherwise. The y = x line, drawn in a
lighter shade, provides a time axis for the actual run. Points on this line indicate
how the actual run went along, indicating the victorious population at each gen-
eration. On a coarse-grained Master Tournament matrix, vertical patterns are
related to individuals from population 1, while horizontal patterns are related
to individuals from population 2.

A first observation for this run is that the y = x line goes through several re-
gions of different colour. This means that the champions of the two populations
successively outperform each other, an indicator of healthy competition. How-
ever, the particular patterns of this alternation provide a better insight about
the course of evolution in this run.

Identifying similar phenotypes from their competitive profiles: The graph in Fig-
ure 4-left contain many similar lines and columns. In particular, it may be seen
that many columns offer strikingly similar patterns of dark and light marks,
although with appreciable variation. Each column, however, corresponds to the
competitive profile of a champion in population 1: it accounts for its successes

Fig. 4. Coarse-grained Master Tournament matrix for two different runs
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and failures against every champion of population 2. Two identical columns de-
note two individuals that defeat the same opponents, and are defeated by the
same opponents. It is not too far-fetched to assume that similarity in competitive
profile is linked to similarity in phenotypes.

Similarity is not identity, and much variation can be seen. However there are
at least two columns which offer a significantly different profile to the neigh-
bouring columns, namely columns 31 and 46. These two columns can be said to
represent different types from their neighbours, due to the difference in compet-
itive profiles. In particular they are unique in being able to defeat the opponents
in rows 41-43.

The significance of the high similarity in columns after 12 can be seen as an
indication that, at least in population 1, evolution seems to have settled on a
particular type of creature, which is marginally “fine-tuned” in the later course of
coevolution. This capacity to indicate phenotypical convergence is an interesting
property of coarse-grained Master Tournament matrices.

Evidence of breakdowns in arms race: The arms race concept implies that newer
individuals are consistently able to outperform their ancestors. Breakdowns in
the arms race are associated with a loss of adaptive function, since an ability
(to defeat some individuals that could be defeated by ancestors) has been lost
by the newer individual [9].

Breakdowns or interruptions in arms races are easy to locate on a Master
Tournament matrix. Any dark mark occurring immediately above a light mark,
or any light mark occurring immediately on the right of a dark mark, indicates
such an interruption: it means that a given individual (from population 2 in
the first case, from population 1 in the second case) was unable to defeat an
opponent that could be defeated by its ancestor. Such breakdowns may be very
short events, indicating a prompt recovery. Alternatively they may result in a
long-term loss, or even permanent loss of the capacity to defeat some particular
individuals.

Let us take the example of the first horizontal stripe of lighter marks, at
rows 9-11. These rows correspond to particularly fit individuals which are able
to defeat a large number of opponents (all of them for row 11). In particular, they
have no difficulty defeating the champions of generations 12 to 18 in population
1, as can be seen from the fact that their rows are void of dark marks in the
section between columns 12 and 18.

Yet the same graph shows that, from generation 12 onwards, the first bisec-
tant encounters a series of dark marks, indicating superiority of the champions of
population 1. This indicates that by generation 12, the current champion of pop-
ulation 2 had become unable to defeat individuals that earlier ancestors could
defeat. How did this come to be ? If the champion of population 2 at generation
11 was good enough to defeat all opponents that population 1 would ever come
up with, why was it displaced with one that would prove to be inferior?

Causes for breakdowns in arms races: This alternation between a lighter stripe
and a sudden block of dark marks indicates a dramatic example of a breakdown
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in the arms race. In this particular case, the cause can be identified as over-
specialisation. While it is true that the champion of generation 12 in population
2 was potentially able to defeat a large number of opponents, population 2 man-
aged to come up with a new individual which was even better (that is obtained
a lower differential distance to the cube) against the current champion of pop-
ulation 1. Unfortunately this change, while beneficial in the short term, proved
fatal when population 1 managed to evolve a counter-strategy which defeated
this specialised opponent. This allowed the newly evolved type of individual in
population 1 to take the lead, even though previous champions from population
2 would have been able to defeat it.

Figure 4-right shows the results of a different run. This figure exemplifies
several other informative patterns. In particular, let us look at the centre of
the matrix, at row and column 25. At that point, we see that the first bisectant
encounters a kind of wedge, composed of two stripes of dark marks - one vertical,
one horizontal. Can we infer some meaning from this pattern ? The wedge shape
indicates that a successful change in population 1 (indicated by the appearance
of a different competitive profile, leading to a distinct, darker series of columns)
has led to a dramatic breakdown in the arms race on the side of population 2.
The appearance of this new champion in population 1 has upset the hierarchy in
population 2: the previous champion was no longer the best possible candidate
against this new opponent. Confronted with the new, successful champion of
population 1, population 2 has settled on a new champion, which happened to
perform better, or at least less badly, than others against this particular new
opponent (though not well enough to actually defeat it). This new “champion
of fortune”, however, was not particularly well-rounded and performed badly
against a large range of opponents. Innovation in population 1 has caused a
confusion in population 2.

This idea of new individuals breaking down the arms race by upsetting the
hierarchy and voiding previous adaptations in their opponents is not necessarily
linked to wedge-like patterns, but simply to the appearance of a new type of
opposing champions. For example, Figure 4-left contains several dark horizon-
tal lines, apparently isolated. In particular, the individual in row 31 indicates
that this champion suddenly lost much of its ancestors’ aptitudes against op-
posing champions. What is the cause of this loss ? If we track the point at
which this new, poorly performing champion occurs (by locating its intersection
with the first bisectant) and observe the corresponding column, we notice that
the individual from population 1 at column 31 has a subtly different pattern
from its predecessors. The poor performance of population 2 at generation 31
is thus caused by the emergence of a new opponent which upsets the hierar-
chy in population 2 and propels an apparently poor individual to the rank of
“champion”.

These interruptions in the arms race (temporary or long-term) that can be
observed on the coarse-grained Master Tournament matrix are an indication of
the local nature of co-evolution. Because co-evolution is only concerned about
the immediate present, it may directly induce a loss of ability against past or
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future opponents. This loss may occur spontaneously (as in over-specialisation)
or may be provoked by a change in the opposing population (as in “confusion”).

5 Cross-Validation of Coevolutionary Runs

Master Tournament matrices, however informative, can only describe perfor-
mance within the context of a particular run. This is not necessarily sufficient
to express the general level of performance of an individual in the larger context
of the entire search space. In order to detect whether a given individual may re-
ally be called superior, it is not enough to confront it to the population against
which it evolved. Such a test could be seen as a confusion between the training
set and the test set. Given several evolutionary runs, if we want to obtain a
more global view of each individual’s performance, the most simple method we
can use is simply to test each individual not only against its own opponents,
but also against other populations of other runs. In other words, we expect that
cross-validating individuals from different evolutionary runs would provide more
reliable information about their global efficiency.

Fig. 5. Cross-validation of each individual in each of the four populations shown in
Fig. 4. 13-A and 13-B are population 1 and 2 from the left-hand side matrix, while 3-A
and 3-B are population 1 and 2 from the right-hand side matrix in Fig. 4.

Figure 5 shows, for each champion of all 50 generations in each population,
the number of champions of all other opposing populations that it is able to
defeat. 13-A and 13-B are population 1 and 2 from the left-hand side matrix
in Fig. 4, while 3-A and 3-B are population 1 and 2 from the right-hand side
matrix. This graph is interesting both for its similarities and its difference with
the individual Master Tournament matrices in Figure 4.

Within this larger context, the best performing individuals are the champi-
ons of generations 34 and 36 from population 13-B, with a score coming close
to the maximum 150, meaning that they can defeat almost all other champi-
ons. Looking at the corresponding rows in Fig. 4, we observe that they indeed
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obtain ‘clean sheets’ against all their opponents. However, this is also the case
with rows 11 and 28-30, yet these ones obtain a much lower score on the cross-
validation graph. This indicates a difference in performance that could not have
been deduced from Master Tournament (coarse-grained or not) or Dominance
Tournament analysis, nor indeed from any single-record analysis method alone.

Similarly, we see that population 3-A seems to perform rather poorly when
compared to others. Specifically, after generation 10, all champions of population
3-A obtain much lower performance that champions in population 13-A. This is
in contrast with the corresponding Master Tournament matrices, in which it can
be seen that some champions of population 3-A are able to defeat all opposing
champions from population 3-B (columns 25-26 and 33), while no champion in
population 13-A shows such a perfect record. Again, a single-record analysis
could not have detected this apparent superior performance of individuals from
population 13-A.

References

1. Sims, K.: Evolving 3d morphology and behavior by competition. In: ALife IV :
Proc. of the 4th Conference on Artificial Life, MIT Press (1994) 28–39

2. Nolfi, S., Floreano, D.: Coevolving predator and prey robots: Do “arms races” arise
in artificial evolution? Artificial Life 4 (1998) 311–335

3. Dawkins, R., Krebs, J.R.: Arms races between and within species. Procs of the
Royal Society of London, Series B 205 (1979) 489–511

4. Rosin, C.D., Belew, R.K.: New methods for competitive coevolution. Evolutionary
Computation 5 (1997) 1–29

5. Watson, R.A., Pollack, J.B.: Coevolutionary dynamics in a minimal substrate. In
Spector, L., Goodman, E.D., Wu, A., Langdon, W.B., eds.: Procs GECCO 2001,
Morgan Kaufmann (2001)

6. Stanley, K.O., Miikkulainen, R.: The dominance tournament method of monitoring
progress in coevolution. In: Procs GECCO 2002 Workshop, Morgan Kaufman (2002)

7. Cliff, D., Miller, G.F.: Tracking the red queen: Measurements of adaptive progress in
co-evolutionary simulations. In: Proceeding of the European Conference on Artificial
Life (ECAL-95). (1995) 200–218

8. Miconi, T., Channon, A.: A virtual creatures model for studies in artificial evolution.
In: Procs of the 2005 IEEE Congress on Evolutionary Computation. (2005)

9. Ficici, S.G., Pollack, J.B.: A game-theoretic memory mechanism for coevolution. In
et al, C.P., ed.: Proc. GECCO 2003, Springer (2003)



A Critical View of the Evolutionary Design of
Self-assembling Systems

Natalio Krasnogor1, Graciela Terrazas1, David A. Pelta2, and Gabriela Ochoa3

1 Automated Scheduling, Optimisation and Planning Research Group,
School of Computer Science and Information Technology,

University of Nottingham
{nxk, gzt}@cs.nott.ac.uk

2 Departamento de Ciencias de la Computacion,
ETSI Informatica, Universidad de Granada

dpelta@decsai.ugr.es
3 Departamento de Ciencias de la Computacion,

Universidad Simon Bolivar
gabro@ldc.usb.ve

Abstract. The automated design of systems which self-assemble is a
fundamental cornerstone of nanotechnology. In this paper we review some
work in which we have applied Evolutionary Algorithms (EAs) for the
automated design of systems self-assembly. We will focus in three im-
portant minimalist self-assembly problems and we discuss the difficulties
encountered while applying EAs to these test cases. We also suggest
some promising lines of work that could possibly help overcome current
limitations in the evolutionary design of self-assembling systems.

1 Introduction

Self-assembly is a process that creates complex hierarchical structures through
the statistical exploration of alternative configurations. These processes occur
without external intervention. The specific system that is self-assembled (from a
given set of components) is determined by the way the statistical exploration of
conformations is performed. In turn, the exploration mechanisms are constrained
by the individual components that undergo self-assembly and the conditions
imposed upon them by their local environment. In general, components are au-
tonomous, have no pre-programmed master assembly plan, and can only interact
with their local environment and other components. Self-Assembly is a powerful
autopoietic mechanism whose power, as a reusable engineering concept, lays in
the fact that it is a distributed, not-necessarily synchronous, control mechanism
for the bottom-up manufacture of complex systems. This control mechanism is
distributed across a myriad of elemental components, none of which has either
the storage or the computation capabilities to know and follow a master plan
for the assembly of the intended system. Instead each component has a very
limited behavioral repertoire which tells it what to do under a reduced set of
well defined conditions. Self-Assembly processes are ubiquitous in nature. Under-
standing how nature produces self-assembled systems will represent an enormous
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leap forward in our technological capabilities. Although major advances in the
design of systems that exhibit self-assembly properties have been reported in the
literature (e.g. [17, 16]), much less has been said about the automated design of
self-assembly. In [8] the author tackles the problem of automated design of self-
assembly for a very specific class of problems which are amenable to analytical so-
lution. However, it is unrealistic to expect that each and every self-assembly sys-
tem will have properties that make it agreeable to a hand-made design. Instead,
as in many other industrial settings, we will need to resort to computer aided
automated design of components, interaction matrices and assembly skeletons.

The complexity of self-assemble squares under a generalized model of tile
assembly[13] was investigated in [1]. Several interesting results on the intractabil-
ity of certain self-assembly processes were described. Although these papers point
to promises and limitations of specific self-assembly processes it is important to
remark that NP-hardness results have not, in the past, deterred the advance
of other branches of science and engineering. On the contrary, NP-hard prob-
lems are regularly tackled (and solved to industrial standard satisfaction) with
an arsenal of modern algorithmic techniques ranging from integer and linear
programming, lagrangian relaxations to sophisticated metaheuristics like tabu
search[6], simulated annealing[7] and memetic evolutionary algorithms[15].

A principled methodological approach for automated self-assembly design
would be to systematically investigate automated design methods on (tunable)
conceptual, highly idealized problems as it has been done in other domains like
protein folding[4], traveling salesman problem[12], etc. To this end, in [9] we
introduced a family of tunnable problems for self assembly. In this paper we
complement that paper by reviewing some work in which we have applied Evo-
lutionary Algorithms (EAs) for the automated design of systems self-assembly.
We focus in three important minimalist self-assembly problems and we discuss
the difficulties encountered while applying EAs into these problems. In this paper
we also suggest some promising lines of work that could possibly help overcome
current technological limitations.

2 Protein Structure Prediction and Wang Tiles as
Paradigmatic Self-assembly Design Problems

In this section we introduce two problems which are paradigmatic self-assembly
design problems, namely, the design of folding rules in protein structure predic-
tion and the design of Wang tile families for the self-assembly of two-dimensional
shapes.

2.1 Protein Structure Prediction

Proteins are hetero-polymers composed of amino acids. Under physiological con-
ditions proteins fold into a three dimensional native state where they adopt their
biological function. The protein structure prediction problem is concerned with
the determination of the native state from the identity of the amino acids that
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(a) (b)

Fig. 1. HP protein embedded in the square lattice (a) and triangular lattice(b). Black
boxes represent hydrophobic residues, while white boxes represent hydrophilic ones.

constitutes a given protein. That is, protein folding might be regarded as the
self-assembly problem par excellence. The particular simplified model we are
concerned with in this paper is the Hydrophobic-Polar model introduced by K.
Dill[4]. The HP model (and its variants) abstracts the hydrophobic interaction
process in protein folding by reducing the 20 naturally occurring amino acids
into a binary alphabet, thus a protein becomes an hetero-polymer of non-polar
or hydrophobic (H) and polar (P) or hydrophilic amino acids. An n amino acids
protein is represented by sequence s ∈ {H, P}+ with |s| = n. The sequence s is
to be mapped to a lattice, where each residue in s occupies a different lattice
cell and the mapping is required to be self-avoiding. Although simple to state,
this problem remains NP-Hard[3].

The energy potential in the HP model reflects the fact that hydrophobic
amino acids have a propensity to form a hydrophobic core. To capture this
feature of protein structures, the HP model adds a value ε for every pair of
hydrophobes that form a topological contact; a topological contact is formed by
a pair of amino acids that are adjacent on the lattice but not consecutive in s.
After normalization, the interaction energy between two non-polar amino acids
is εH,H = −1 while all other interactions (i.e. HP and PP) are 0. In this model
optimally self-assembled native structures minimize an energy function that is a
simple count of the number of HH contacts in the self-assembled conformation.
Figure 1(a) and (b) shows sequences embedded in the square and the triangular
lattices, with hydrophobic-hydrophobic contacts (HH contacts) highlighted with
dotted lines. The conformation in Figures 1(a) and 1(b) show the embedding of
the same protein instance into two different lattices, which result in energies of
-4 and -6 respectively.

Automated Design of Protein Self-assembly. In this paper we will address
the problem of automatically designing, by means of an evolutionary algorithm,
the rules that are necesary to drive the dynamical process of folding towards
the native state of specific proteins. We will employ two different computational
abstractions to represent these folding rules. The first abstraction we use is that
of a one dimensional uniform, contiguous neighborhood, cellular automata to
simulate the folding process. In this case, the evolutionary algorithm is required
to design the rules that define the cellular automaton, with the intention that
by executing those rules the protein sequence embedded in the automaton will
self-assemble into its native state. In the second computational abstraction we
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Fig. 2. (a) Schematic representation of a four edged tile. Each edge is distinguished by
the labels North, West, South, East. (b) An example of a five tiles self-assembly.

represent the folding rules by an L-system grammar rather than by the rules
of a cellular automaton. In this case the parallel interpretation of the L-system
grammar drives the self-assembly of the protein structure into its target confor-
mation.

2.2 Wang Tiles Self-assembly

Computation and self-assembly are connected by the theory of tiling, of which
Wang Tiles[14] are a prime example. A Wang tile system is defined by a family
of two dimensional square tiles embedded in the plane. Each side of a tile might
have a specific glue type attached to it. When tiles move around in the plane,
and two of them colide, they will either stay attached or they will separate
and continue their brownian motion as independent entities. Whether they self-
assemble or stay separated depends on the strength and compatibility of the
glue types in their coliding sides. This process is initialized with a specific kinetic
energy associated to the tile set (i.e. temperature). When tiles attach to each
other they form complex shapes and the specific shapes which emerge are said
to be self-assembled. This process can be mathematically described:

Let Σ be the set of symbols used to label the edges associated to each tile.
This set of symbols encodes the “glue” types associated to each edge and includes
the special case λ representing and edge with no glue. The set of tiles is T =
{t|t = (x0, x1, x2, x3)} such that for any k ≤ 3 ∃a, a ∈ Σ, p >= 0 and xk = ap. If
p = 0 then a0 is taken to be equivalent to λ, i.e., the no glue state for a given edge
of the tile. A label ap on an edge xk encodes an “a” glue type with strength p.

We can associate x0, x1, x2 and x3 with the north, west, south and east edges
respectively as shown in figure 2(a). Let also τ be the “temperature” parameter
as in [1]. After coliding, two tiles ti, tj will self-assemble by their edges ei, ej if
the glue types and strengths in those edges are equivalent and the glue strength
larger than the temperature.

Given tiles t, t0, t1, t2, t3 they will self-assemble with t in the center (as shown
in Fig 2(b)) if the glue strength of each attaching edges is bigger than 0 and the
sum of all glue strengths bigger than τ . More precisely, t and ti for 0 ≤ i ≤ 3
will self-assemble if the following conditions hold:
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t = (x0, x1, x2, x3) and ti = (xi0 , xi1 , xi2 , xi3 , 0 <= i <= 3 with x02 = x0, x13 =
x1, x20 = x2, x31 = x3 and |x0| + |x1| + |x2| + |x3| >= τ.

Please note that the conditions on xk above can be succintedly written as xkg =
xk with g = (k + 2)%3 where % stands for the module operation. The reader
must note that the labeling of edges as “north,west,south,east” is only a useful
convention to simplify the exposition.

Automated Design of Wang Tile Families. The third and last automated
design problem we will address is that of the automated design of T (i.e. a
families of Wang tiles), which can self-assemble into a specific two dimensional
shape, which in this paper is a square.

3 Evolutionary Algorithms for the Automated Design of
Protein Self-assembly by Cellular Automata (CA)

Cellular automata have been used as models of physical and biological phe-
nomena such as fluid flow, galaxy formation, earthquakes, biological pattern
formation, etc. and as models of computation (see for example [18]). Briefly a
CA consists of two components. The first one is a lattice of N identical cells,
each of which have a state. Each cell is updated based on its current state and
the state of its neighbors in the lattice. The neighborhood considered depends
on the particular CA. The second component is the transition rules that give
the updated state for each cell as a function of the neighborhood.

We used a CA to model the rules and dynamics which would drive a self-
assembly process towards the native state of a given protein sequence. We had
previously addressed this problem using a circular one-dimensional CA with
only four states (1, 2, 3, 4), each one corresponding with the absolute moves
Up, Down, Left or Right (relative to the position of the previous amino acid in
the sequence) [10]. An example is shown in Figure 3 (a). Allowed rule radii were
1, 2 and 3. The evaluation of an individual involved: running the CA with the
individual’s value (set of rules), getting the final configuration of the automaton
(the folded structure), applying this fold to the protein to obtain the energy
value.

We also performed experiments with an extended set of rules which took
into consideration the specific amino acids the rule was being applied to. This is
shown in Fig 3 (b). To evolve the rule set that defined the CA we used a Genetic
Algorithm. Implementation and parameter details are described in [10].

We have conducted extensive experiments but due to space limitations we
only show the results for 3 instances in Table 1. We recorded the number of
times (out of 10) that the optimum, optimum-1 and optimum-2 conformations
were found.

The results may be analized from two points of view. One is oriented to
answer the question: is it possible to find a set of rules to reach the native state
from this particular unfolded state?. The answer is yes on two of the three cases,
although it is clear that more experimentation should be done.
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Fig. 3. (a) First approach to CA rule scheme (b) Second approach to CA rule scheme

Table 1. Number of runs in which the GA achieved the stated energy value. The
’Optimum’ column displays the native energy value, while ’Opt’, ’Opt + 1’ and ’Opt
+2’ display the number of runs in which either the optimum energy was achieved or
conformations with energies with a gap of one or two above that value was found.

Sequence Length Optimum Opt Opt + 1 Opt + 2
PHPPHHPPHPPHPPHHPPHP 20 -8 5 5
HHPPHPPHPPHPPHPPHPPHPPHH 24 -9 1 2 5
PPHPPHHPPPPHHPPPPHHPPPPHH 25 -8 1

The other point of view focus on the quality of the search process, and here
the results seems to deteriorate with the size of the instance. For the smaller
one, 50% of the runs, lead to set of rules that allowed to achieve the optimal
configuration. This percentage goes down to 10% in the second instance and in
the third one, just one run allowed to obtain a configuration with energy 6.

One may conclude that: a) in principle, it is indeed possible to find set of
rules for a cellular automaton which instigates the self-assembly of the native
structure; and b) the search procedure should be enhanced.

4 Evolutionary Algorithms for the Automated Design of
Protein Self-assembly by L-Systems

In [5] we introduced an L-systems’ based evolutionary algorithm as the inference
procedure for folded structures under the HP model in 2D lattices. The evolu-
tionary algorithm attempts to find a set of rewriting rules (an L-system) that
captures a target folded structure (which represents the native state for a given
protein) on the selected lattice model.

The simplest class of L-systems, the D0L-systems, is deterministic and con-
text free. We use D0L-systems to drive the self-assembly of the protein sequence.

Given a target structure (input), let say the one shown in Fig. 1(a), the evo-
lutionary algorithm will evolve and L-system L (output) that, once evaluated,
would produce a string (in internal coordinates) which matches the target struc-
ture (in the example, the end-product of the EA would be and L-system whose
termination word is LRRLRRFLRR).
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Table 2. Partial Results of the Automated Evolutionary Design of L-Systems for
Protein Folding. The first column format I

S
denotes the protein sequence I with target

self-assembled structure S, the second column shows the length of the protein sequence
and the third column -following the same format as the first- shows the total number
of runs of the EA and the number of successful runs.

Instance Length Success/Num. Runs

HHHPPHPHPHPPHPHPHPPH
RRF RF RLF RRF LRLRF RR

18 3
40

HHPPHPPHPPHPPHPPHPPHPPHH
RLLF LF F RRF LLF RRLRF F RRF

22 1
50

PPHPPHHPPPPHHPPPPHHPPPPHH
F F RRF F F LLF F F F RRF F F F LLF F

23 1
50

A Genetic algorithm was used to evolve the L-systems which would drive
the self-assembly procees. Full details of the algorithm and experiments can be
found in [5]. Table 2 shows some of the results we obtained evolving L-systems
for the self-assembly of protein structures.

Similarly to the evolutionary design of CA rules for self-assembling, the au-
tomated design of L-systems met with partial success. On the one hand it is
possible to show that the algorithm is capable of finding L-system which will in-
duce the correct self-assembly behaviour. On the other hand however, the process
is painfully slow and requires very many executions of the algorithm to obtain
a successful L-system.

5 Evolutionary Algorithms for the Automated Design of
Wang Tiles Self-assembly

We have applied a Genetic Algorithm to the automated design of the tile sets
T which can self-assemble into a 2D square of 10x10 tiles. The GA used various
parameters for crossover, mutation, population sizes, etc., which will be reported
elsewhere. In order to evaluate an individual (i.e. assess its fitness) we placed
it in a Wang tile self-assembly simulator. As the individual specifies various tile
families, several instances of each family were placed in the simulator. Each tile
was initialy placed on a randomly selected empty lattice position. Then, tiles
move randomly for the duration of the simulation. Once the simulation finished
the fitness function tried to identify (within the lattice) the shape with the
most similarity to the target structure. This was done by a Hamming distance
function defined as H(L, S) = ai, where L was the simulation’s final 2D lattice
configuration and ai is the maximum amount of tiles appearing within a square
region S. The region was slided accross the lattice in order to find the better
match ensuring that the fitness of an individual is equivalent to the minimal
Hamming distance. Figure 4(a) shows a scanning example.
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(a) (b)

Fig. 4. (a) Scanning a lattice for a 3 × 3 square (b) Self-Assembled rows and columns

With the aim of determining which is the best set of parameters for both the
GA and the Wang tile simulator we run an extensive set of experiments. After
carefully selecting the best parameters the evolutionay algorithm was unable
to evolve suitable tile sets that could self-assemble into the target structure.
However, some intermediate structures were discovered by the algorithm. In this
case, horizontal and vertical tiled strips (shown in Fig. 4(b)) were found.

6 Discussion and Conclusions

In previous sections we briefly sketched the application of evolutionary algo-
rithms, more specifically genetic algorithms, to the automated design of compo-
nents which could self-assemble into specific systems. Two of the showcases dealt
with the design of rules, either for a cellular automaton or of an L-system, which
could drive the process of protein folding (albeit in a very idealized model). In
the third case we applied the GA to the design of tile sets and their glue types in
order that they could self-assemble a target 2-dimensional shape. Although the
application domain, the type of components and dynamic laws governing their
use were different some common lessons could be drawn.

Firstly, in the three showcases large populations with short runs or small
populations with long runs were required. That is, in the three cases studied
the evolutionary design was computationally expensive. This requires a carefull
consideration of the various parameters which define the GA behaviour as well
as those parameters which are specific to the simulators. It may be possible that
a co-evolutionary approach would be benefitial by simultaneously exploring the
design space of system self-assembly and the parameter space of the GA.

Secondly, although in all three cases it was possible to achieve a moderate de-
gree, yet not substantial, of success evolving the desired self-assembling system,
the remarkable common fact is that intermediate self-assembled products -which
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are essential for the formation of the target system- were always discovered. That
is, in L-systems and Cellular Automata we were able to find rules which allowed
for the self-assembly of so called protein’s “secondary structures”. At the same
time, the evolutionary design of Wang tiles was able to discover the equivalent of
secondary structures in the form of self-assembled columns and rows. This com-
mon behaviour across three different domains and with differently customized
evolutionary algorithms suggests an evolutionary divide-and-conquer method-
ology. That is, rather than trying to evolve from scratch the final design for a
self-assembling system, we could instead evolve designs for generalized secondary
structures and used those designs to bootstrap the final design. As an example
consider the evolutionary design of Wang tiles to self-assembling a square. In-
stead of starting from completely random tile families we could seed the GA with
those families known to form columns and rows as these features will certainly
appear in any self-assembled square. Alternatively, in the case of L-systems we
could evolve problem specific knowledge (e.g. specific rules for alpha-helices, beta
sheets, etc) as to accelerate the design process of self-assembling rules for the
whole protein structure.

A third lessons, which we will also be tested in future experiments, is what we
named “intelligent freezing”. During the evolutionary design of self-assembling
systems it was possible to observe that certain critical generalized secondary
structures (CGSS) were formed. Some of the runs that discovered CGSS man-
aged to maintain them long enough as to profit from their discovery. On the other
hand, some runs tampered with the CGSS destroying their essential features. In-
telligent freezing would implement a mechanism to detect CGSS (eg. by tracking
evolutionary activity waves[2]) an will protect these CGSS from being disrupted
by genetic or other mechanisms (i.e. they will be frozen). Another interesting
avenue of research would be to use what has been termed the “Parisian Genetic
Programming” approach [11] as it has been very successful in a not unrelated
inverse design problem.

In conclusion, although the automated design of self-assembling systems is at
its infancy it is possible to achieve a modest degree of success with current evo-
lutionary metaheuristics. On the other hand, as the size and complexity of the
target self-assembling system increases, its likely that more robust and efficient
EA will be needed. We have described three showcases of the application of ge-
netic algorithms for systems self-assembly and we have suggested some promising
avenues for further research.
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Abstract. We report the use of MGS, a declarative and rule-based lan-
guage, for the modeling of various self-assembly processes. The approach
is illustrated on the fabrication of a fractal pattern, a Sierpinsky triangle,
using two approaches: by accretive growth and by carving. The notion
of topological collections available in MGS enables the easy and concise
modeling of self-assembly processes on various lattice geometries as well
as more arbitrary constructions of multi-dimensional objects.

1 Introduction

Self-assembly is a process that creates incrementally complex hierarchical spatial
structures. Nature presents a lots of examples, ranging from crystallization in
physics to morphogenesis in developmental biology. There is no unified general
theory of self-assembling, nor a unique definition. However, understanding the
principles underlying self-assembly processing will open entire new opportuni-
ties for our technological capabilities. Self-assembled systems can be thought to
be built of basic building elements (molecules, cells, etc.); together these basic
elements exhibit a new, often highly, complex behaviour.

For a computer scientist, self-assembly processes are particularly inspiring
because the dynamic organization of the involved entities emerge from many
decentralized and local interactions that occur concurrently at several time and
space scales. As a matter of fact, they have inspired several new computational
models like amorphous computing [1] or autonomic computing [7].

The emergence of the global structure of self-assembled systems cannot be
deduced from the individual composing elements. To obtain a deeper insight of
these complex systems, simulation models are often the only available option.
However, the modeling and the simulation of self-assembly can be very difficult
to achieve, because of the representation of the underlying space and of the
handling of complex spatial structures build in this space.

1.1 Self-assembly by Accretive Growth and by Carving

A central thema in the research in self-assembly processes is the organizational
principles that can be used to structure a population of basic elements. The
structure is incrementally built and often corresponds to a spatial structure. In
this paper we will focus on the modeling of two kinds of self-assembly.
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Self-Assembly by Accretive Growth. One of the most fundamental kind of self-
assembly is certainly processes where basic elements are united into a structure
during a growth process. A growth process can be described as an iteration
process. In such a process the output of an iteration step is used again as input
for the next iteration step. In a growth process the form of a growing object
in a certain growth stage is also determined by the form of the object in the
preceding growth stage. In each growth stage, new basic entities (e.g., material)
are added to this preceding growth stage.

We use the term accretive growth to qualify a growing process that takes place
on the boundaries of the system. This kind of growth is to oppose to “intercalary
growth” where the growing process is from the inside of the assembly.

Self-Assembly by Carving. Manca et al. have introduced a somewhat unusual
type of computation strategy called computation by carving [9]. The idea is to
generate a (large) set of candidate solutions of a problem, then remove the non-
solutions such that what remains is the set of solutions. This idea to remove
unwanted elements is also present in building shapes by space carving [8], an
algorithm to compute a volume that is consistent with a set of photos of a
3D shape. Transposed in the domain of self-assembly, this leads to the idea to
iteratively remove elements, starting from an initial shape.

1.2 DSL for the Simulation of Self-assembly

As noted above, the simulation of self-assembly can be very difficult to achieve.
In this paper, we advocate the use of a domain specific language (DSL) for the
modeling and the simulation, in an abstract and uniform setting, of accretive
growth and carving.

DSLs are specially tailored programming languages designed for solving prob-
lems in a particular domain. To this end, a DSL provides abstractions and nota-
tions for the domain at hand. DSLs are usually small, and more declarative than
imperative. Moreover, DSLs are more attractive for programming in the dedi-
cated domain than general-purpose languages because of easier programming,
systematic reuse, better productivity and flexibility. Our approach relies on two
dedicated notions:

– dedicated data-structures, called topological collections are used to repre-
sent the space underlying a self-assembly process and/or the self-assembled
system; and

– rewriting rules on topological collection, called transformations, are used to
implement the local evolution rules usually used to specify the self-assembly
process.

These two notions are studied in an experimental programming language called
MGS. MGS is a vehicle used to investigate the notions of topological collections
and transformations and to study their adequacy to the simulation of various
biological and self-assembly processes [6, 4].
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1.3 Organization of the Paper

The rest of this paper is organized as follows. The next section provides a quick
introduction to MGS. Two kinds of topological collections are sketched: group-
based data fields which are used to define various lattices used in the modeling of
accretive growth, and abstract cellular complexes used to model arbitrary shape
for carving. Section 3 presents three short and well-known examples of growth
by aggregation processes in MGS. Section 4 shows the self-assembly of Sierpinsky
triangles and section 5 build the same shape but using a carving process. The
conclusion reviews some previous, related and future work.

2 A Short MGS Presentation

2.1 Transformations of Topological Collections

In this section, we present the notions needed to understand the MGS coding
of the previous computation processes. MGS is a declarative programming lan-
guage aimed at the representation and manipulation of local transformations of
entities structured by abstract topologies [4]. A set of entities organized by an
abstract topology is called a topological collection. Topological means here that
each collection type defines a neighborhood relation specifying the notions of
locality, path and sub-collection. A path is a finite sequence of elements ei where
ei+1 is a neighbor of ei. A sub-collection B of a collection A is a subset of el-
ements of A defined by some path and inheriting its organization from A. The
global transformation of a topological collection C consists in the parallel appli-
cation of a set of local transformations. A local transformation is specified by a
rewriting rule r that specifies the change of a sub-collection. The application of
a rewrite rule β ⇒ f(β, ...) to a collection A:

1. selects a sub-collection B of A whose elements match the pattern β,
2. computes a new collection C as a function f of B and its neighbors,
3. and specifies the insertion of C in place of B into A.

The collection types can range in MGS from totally unstructured with sets and
multisets to more structured with sequences, “group-based data fields” and “ab-
stract cellular complexes”. There are two kinds of patterns that can be used in
a transformation.

Path Patterns. Path patterns match paths in a collection. A path pattern is a
sequence of elements separated by a comma. The path pattern x, y defines a
path of two elements, where y must be a neighbor of x. Arbitrary condition can
be tested using guards inserted in a path pattern: (x / x>0), (y / y>x) matches
two elements x and y such that the value of x is strictly positive and y is a
neighbor of x and the value of y must be greater than the value of x.

Patch Patterns. Patch patterns allow the matching of arbitrary sub-collection.
A patch pattern is specified using a set of clauses. We will present the patch
pattern features we need on section 5.
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2.2 Group-Based Data Field

Group-based data fields (GBF in short) are used to define topological collections
with uniform neighborhood. A GBF is an extension of the notion of array, where
the elements are indexed by the elements of a group, called the shape of the
GBF [5]. The elements of the group are called the positions of the GBF. For
example:

gbf Grid2 = < north, east >

defines a GBF collection type called Grid2, corresponding to the regular Von
Neuman neighborhood in a classical array (a cell above, below, left or right – not
diagonal). The two names north and east (together with their inverses -north
and -east, always provided in a group structure) refer to the directions that
can be followed to reach the neighbors of an element. These directions are the
generators of the underlying group structure. The right hand side (r.h.s.) of the
GBF definition gives a finite presentation of the group structure.

The list of the generators can be completed by giving equations that con-
straint the displacements in the shape:

gbf Hex2 = < east, north, northeast; east + north = northeast >

defines an hexagonal lattice that tiles the plane, see figure 1. Each cell has six
neighbors (following the three generators and their inverses). The equation east
+ north = northeast specifies that a move following northeast is the same
as a move following the east direction followed by a move following the north
direction.

For convenience, we identify the type of a GBF with the presentation of the
underlying group. A GBF g of type G can be formalized as a partial function
g from the group specified by G to some set of values: g associates a value to
some positions. In other word, the group elements act as indices of a generalized
array. An empty GBF is the everywhere undefined function.

The topology of the collections of type G is easily visualized as the Cayley
graph G of G: each vertex in the Cayley graph is an element of the group G
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Fig. 1. Eden’s model on an hexagonal mesh (initial state, and states after 3 and 7
time steps). This shape corresponds to the Cayley graph of Hex2 with the following
conventions: a vertex is represented as a face and two neighbors in the Cayley graphs
share an edge in this representation. An empty cell has an undefined value. Only a part
of the infinite domain is figured.
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and vertex x and y are linked if there is a generator u in the presentation of G
such that x + u = y. A word (a sum of generators) is a path. Path composition
corresponds to group addition. A closed path (a cycle) is a word equal to e (the
identity of the group). An equation v = w can be rewritten v − w = e and then
corresponds to a cycle in the graph. There are two kinds of cycles in the graph:
the cycles that are present in all Cayley graphs and corresponding to group laws
(intuitively: a backtracking path like east+ north− north− east) and closed
paths specific to the own group equations (e.g.: east− north− east+ north).
The graph connectivity (there is always a path going from P to Q) is equivalent
to say that there is always a solution x to equation P + x = Q.

3 Growth Processes in MGS

Eden’s Process. We start with a simple model of growth sometimes called the
Eden model [3]. The model has been used since the 1960’s as a model for such
things as tumor growth and growth of cities. In this model, a 2D space is par-
titioned in empty or occupied cells (we use the value true for an occupied cell
and left undefined the unoccupied cells). We start with only one occupied cell.
At each step, occupied cells with an empty neighbor are selected, and the cor-
responding empty cell is made occupied.

The Eden’s aggregation process is simply described as the following MGS
global transformation: trans Eden = { x, <undef> => x, true }.

The Growth of a Snowflake. A crystal forms when a liquid is cooled below its
freezing point. Crystals start from a seed and then grow by progressively adding
more molecules to their surface. As an idealization, the molecules of a snowflake
lie on an hexagonal grid and when a piece of ice is added to the snowflake, the
heat released by this process inhibits the addition of ice nearby.

This phenomenon leads to the following cellular automata rule [16]: a black
cell (value 1) represents a place of the crystal filled with ice and a white cell
(value 0) is an empty place. A white cell becomes black if it has exactly one black
neighbor, otherwise it remains white. The corresponding MGS transformation is:

Fig. 2. Formation of a snowflake. The pictured states are the steps at time steps 1, 4,
8, 12, 16, 18, 20 and 23.
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trans SnowFlake = { 0 as x / 1 == FoldNeighbor[+,0](x) => 1 }

The construct FoldNeighbor is not a function but an operator available only
within a rule: it enables to fold a function on the defined neighbors of an element
matched in the l.h.s. Here, this operator is used to compute the number of
neighbors (the accumulating function is the sum and the initial value is 0). This
transformation acts on a value of type Hex2 and a possible run is illustrated in
figure 2.

Diffusion Limited Aggregation. In a diffusion limited aggregation process, or
DLA [15], a set of particles diffuse randomly on a given spatial domain. Initially
one particle, the seed, is fixed. When a mobile particle collides a fixed one,
they stick together and stay fixed. This process leads to a simple lattice gas
automata that could be easily done in MGS using a topological collection and
transformation:

trans dla = {
‘mobile, ‘fixed => ‘fixed, ‘fixed
‘mobile, <undef> => <undef>, ‘mobile

}

We use two symbols ‘mobile and ‘fixed to represent respectively a mobile
and a fixed particle (MGS’s symbols are like Lisp’s atoms). The two rules of the
transformation deal with:

1. the aggregation: the first rule specifies that if a diffusing particle is the
neighbor of a fixed one, then it becomes fixed (at the current position);

2. the diffusion: if a mobile particle is neighbor of an empty place (position),
then it may leave its current position to occupy the empty neighbor (and its
current position is made empty).

Note that the order of the rules is important because, following the rule
application semantics of MGS, the first one has priority over the second. Figure 3
presents the final state of the application of the transformation dla on two
kinds of topological collections: on the left, the neighborhood relationship is
homogeneous and a GBF is used. On the right, the dla transformation is applied

Fig. 3. Example of DLA on two different topologies: an hexagonal mesh and a sphere.
The plain hexagons and facets represent fixed particles. On the sphere, the empty
positions are not drawn. The same transformation is used on the two collections.
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on a meshed sphere. The elements are the facets, and two facets are neighbors
if they share an edge. For more details, refer to [13].

4 Accretive Growth of Sierpinski Triangles

The Sierpinski triangles (ST from now on) is a fractal described by Sierpinski
in 1915 and appearing in Italian art from the 13th century. It is also called the
Sierpinski gasket or Sierpinski sieve [14]. The ST can be produced by taking
the Pascal’s triangle modulo 2 (see figure 4), or equivalently by iterating the
bidimensional morphism defined on {0, 1} by 0 −→ 0 0

0 0 and 1 −→ 1 0
1 1 . Starting

from 1, we obtain:

1 −→ 1 0
1 1 −→

1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1

−→

1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1

−→ . . .

The formula for the binomial coefficient in Pascal’s triangle is: P (0, j) = 1,
P (i, j) = 0 for i > j and P (i, j) = P (i − 1, j − 1) + P (i − 1, j) for the remaining
cases. Considered modulo 2, this formula gives raise to the transformation below
acting on a lattice Grid2:

trans ST1 = { <undef> |south> x |west> y => (x+y)mod 2, x, y }

In this rule, the comma is refined using a GBF generator: a |south> b means
that b is a neighbor of a following the south direction. The transformation must
be iterated on an initial lattice where the position (0, j) are filled with 1 and
positions (i, 0) are filled with 0 for i > 0.

However, this transformation uses arithmetic operators (the + and mod). A
more elementary computation is possible, turning the formula modulo 2 into a
tiling process. Following [11] we consider 4 tiles corresponding to the two boolean
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Fig. 4. Upper line: taking the binomial coefficients modulo 2 produces the shape of the
ST. Lower line: ST can also be produced by iterating the carving of a triangle inside
another triangle.
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values a cell (i, j) receives from the cells (i − 1, j − 1) and (i − 1, j). This tiling
is easily coded and then simulated in MGS. We use the four 4 symbols ‘T00,
‘T10, ‘T01 and ‘T11 to represents the 4 types of tiles: tile ‘Txy at position (i, j)
means that x is the value of P (i − 1, j) and y is the value of P (i − 1, j − 1). So
the value 0 is represented by either ‘T00 or ‘T11 and the value 1 by ‘T10 or
‘T01. Finally, we use a transformation with 4 rules to specify the placement of
the tiles:

trans ST2 = {
<undef> |south> (‘T00|‘T11) as x |west> (‘T01|‘T10) as y
=> ‘T01, x, y

<undef> |south> (‘T00|‘T11) as x |west> (‘T00|‘T11) as y
=> ‘T11, x, y

... two additional symmetric rules ...
}

The path pattern works as follow: the | operator in a pattern denotes an alterna-
tive: ‘T00 | ‘T11 matches the symbol ‘T00 or the symbol ‘T11; the as construct
is used to bind the value of a pattern fragment to a variable: in (‘T00 | ‘T11)
as x the pattern variable is bound to the actual value matched by the pattern.

5 Carving Sierpinski Triangles

Building a ST by carving is illustrated in figure 4. This process is also easily
coded in MGS using patch patterns on abstract cellular complexes.

An abstract cellular complex is composed of elements of various dimen-
sions (vertices, edges, surfaces, . . . ) called topological cells of dimension n or
n-cells [10]. These basic elements are organized following the incidence relation-
ship that relies on the notion of boundary: let c1 and c2 be respectively a n1-cell
and an n2-cell with n1 < n2, c1 is incident to c2 if c1 belongs to the border of c2.
More especially, if n1 = n2 − 1, c1 is called a face of c2, and c2 is a coface of c1.

f
v1

v2v3 e2

e3 e1

(3,0)(−3,0)

(0,4)

5 5

6

12

Fig. 5. On the left is an example of a cellular complex: it is composed of 3 0-cells (v1,
v2, v3), 3 1-cells (e1, e2, e3), and a 2-cell f . The boundary of f is formed by its incident
cells v1, v2, v3, e1, e2 and e3. Especially, the 3 edges are the faces of f , and therefore,
f is the coface of e1, e2 and e3. On the right, data are associated with the topological
cells: positions are associated with vertices, lengths with edges and area with f .
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This data structure generalizes the idea of graph, that is a complex composed
of 0-cells and 1-cells. As the definition of a GBF collection uses the elements
of a mathematical group as indexes, here n-cells are used as indexes to define
a cellular complex based topological collection. Basically, a value is associated
with each topological cell. This corresponds to the concept of topological chain
in algebraic topology. This notion won’t be detailled in the paper. An example
of such a collection is given on figure 5.

Patch transformations have been created to handle any arbitrary cellular sub-
complex. The main advantage of using these complexes is that we can handle
cells of various dimensions to represent all the elements that compose the ST. In
fact, in the previous representation, the ST were patterns appearing on a matrix
of digits, that is, on a predefined space. Here the concrete geometric structure
of the ST is specified and the building of the ST also builds “its own embeding
space”.

To represent the ST, we use an abstract cellular complex where the value of
a vertex represents the coordinate of an embedding of the ST in the plane.

There are two transformations used to carve the ST. The first one, AV, adds
a vertex in the middle of each edges (see figure 6):

patch AV = {
~v1 < e:[dim = 1] > ~v2
=> ‘v:[dim = 0, cofaces = (‘e1,‘e2),

val = { x=(v1.x+v2.x)/2, y=(v1.y+v2.y)/2, new=true }]
‘e1:[dim = 1, faces = (v1,‘v)]
‘e2:[dim = 1, faces = (v2,‘v)]

}

The keyword patch is used instead of the keyword trans to outline that the
defined transformation uses patch patterns in its rules. In this patch transfor-
mation, v1 and v2 are not consumed (the ˜ qualifier in front of an identifier)
to allow the matching of all the edges incident to a same vertex. Indeed, if an
element is matched by a pattern, it can’t be matched in another one: two subcol-
lections matched by the l.h.s. of some rules of a transformation cannot overlap.
We say that the elements matched by a pattern are consumed. Here, if a vertex
was matched and consumed together with one of its incident edges, no any other
incident edges could be matched by the rule. A clause c1 < c2 means that cell
c1 is incident to cell c2 and of lower dimension. The right hand side of the rule is
a special form used to transform the matched edge e into two edges ‘e1 and ‘e2
incident to a new vertex ‘v. A flag new distinguishes the newly created vertices.

The next step looks for all the hexagons and replaces them with three trian-
gles (see figure 6):

patch RF = {
f:[dim=2, faces = (e1,e2,e3,e4,e5,e6)]
~v1 < ~e1 > ~v2:[? v2.new] < ~e2 >
~v3 < ~e3 > ~v4:[? v4.new] < ~e4 >
~v5 < ~e5 > ~v6:[? v6.new] < ~e6 > ~v1
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Fig. 6. Carving a triangle. The first transformation AV adds vertex in the middle of an
every edge. The second transformation RV refines the central hexagonal face into three
triangles.

=> ‘e24:[dim=1, faces=(v2,v4)]
‘e46:[dim=1, faces=(v4,v6)]
‘e62:[dim=1, faces=(v6,v2)]
‘f1:[dim=2, faces=(e6,e1,‘e62)]
‘f2:[dim=2, faces=(e2,e3,‘e24)]
‘f3:[dim=2, faces=(e4,e5,‘e46)]

}
In this patch, only the hexagon f is matched and consumed. We select its bound-
ary without consuming it. Note the guards in the specification of the matched
vertices: a flag is used to match only newly created hexagons.

6 Discussion and Conclusion

In this paper we have presented the use of a DSL language for the modeling
and the simulation of two kinds of self-assembly processes: by accretive growth
and by space carving. Despite their specificities, we are convinced that they are
paradigmatic of a full class of self-assembly processes.

Most of the examples described in this paper relie on chemical processes. The
sierpinsky gasket pattern has been really implemented using DNA molecules. Pre-
viously, the process has been designed and simulated using the kinetic Tile Assem-
bling Model (kTAM) [11]. kTAM provides a complete framework for the descrip-
tion of such chemical reactions where a lot of physical parameters (like tempera-
ture, error rates, . . . ) are taken into account to allow accurate studies of crystal-
lization processes. The DNA assembly of tridimensional fractal has been proposed
and studied in [2], based on DNA trigonal tiles. Compared to this work, the MGS
modelings presented in this work are much more abstract: the purpose is not to
study the physical implementation using a DNA computing paradigm but to in-
vestigate the shape produced by some families of abstract self-assembly processes.

Obviously, the mechanisms provided by MGS allow the specifications of more
complex and abstract operations, that could be very difficult to implement
using polymerization and depolymerization reactions of kTAM for instance.
These higher level features can be used in the domain of robotics self-assembly.
For instance, [17] presents the elaboration of a self-reproducing machine. This
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Fig. 7. On top, Sierpinski sponge building process: initial state and steps 1, 2, 3 and
4. At bottom, Menger sponge building process: initial state and steps 1 and 2.

machine is composed of elementary cubic modules. Each module is able to be-
have in different ways: pivoting, connecting or disconnecting with other modules,
transfering data and power to its connected neighbors. The organization and the
complex behaviors of the whole machine could be captured by a MGS modeling
using topological collections and transformations. The modeling in MGS of such
complex self-assembly processes, where we must specify the complex interaction
of a few complex entities, is a part of our current work.

We insist on the expressivity brought by the notions of topological collections
and their transformations. For example, the patch language used in section 5 is
powerful enough to produce Sierpinski and Menger sponge (a generalization of
carving a tetrahedron and a cube in 3D), see figure 7. MGS has also been suc-
cesfully used to model several biological growth processes, like the development
of an epithelial sheet or a neurulation process [12], as well as the flock of birds
or the subdivision of a triangulated surface.
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Abstract. Ligation is a form of chemical self-assembly that involves
dynamic formation of strong covalent bonds in the presence of weak as-
sociative forces. We study an extremely simple form of ligation by means
of a dissipative particle dynamics (DPD) model extended to include the
dynamic making and breaking of strong bonds, which we term dynam-
ically bonding dissipative particle dynamics (DDPD). Then we use a
chemical genetic algorithm (CGA) to optimize the model’s parameters
to achieve a limited form of ligation of trimers—a proof of principle for
the evolutionary design of self-assembling chemical systems.

1 Evolutionary Design of Self-assembling Chemical
Systems

Many familiar examples of supramolecular self-assembly—such as micelles and
vesicles—result solely from the dynamics of weak associative forces between
molecules. Such structures contain strong intramolecular covalent bonds that
are relatively fixed during the self-assembly process. Here we consider the self-
assembly of supramolecular structures formed through the dynamics of strong
bond formation in the presence of weak associative forces. Specifically, we focus
on the self-assembly that occurs during monomer to polymer ligation, as part
of the process of complementary templating. During the ligation process, weak
associative forces enable the template to act as a physical catalyst for the con-
struction of the complementary polymer’s strong bonds. We study templating
partly because it is critical in the growth, reproduction, and evolution of all
contemporary biological life, but mainly because it is one of the simplest forms
of molecular self-assembly that involves the dynamics of both strong bonds and
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weak associative forces. In addition this process results in the replication and
transfer of chemical information.

Evolution in nature has created exquisite chemical systems for ligation. All
fundamental processes in the cell such as DNA replication, transcription and
translation are based upon template-directed ligation of monomers. Our goal
here is to create an artificial evolutionary process that designs a chemical system
that achieves a simple analog of ligation. Other kinds of artificial evolutionary
processes have been used for chemical design; in particular, “directed” or “in
vitro” evolution has been used to design molecules with specific desired func-
tionality [1, 2, 3, 4, 5, 6, 7]. But our evolutionary design procedure is different
from directed evolution in two crucial respects. First, rather than evolving a pop-
ulation of molecules (e.g., RNA) for a specific function, we evolve a population
of experimental parameters that describe a complete chemical system or process.
While directed evolution aims to optimize individual functional molecules, our
procedure aims to optimize whole chemical systems or processes containing a
number of chemical species engaged in myriad chemical reactions. Second, di-
rected evolution involves chemical systems that contain molecules encoding the
information that is evolving. By contrast, in our method the information that is
evolving is encoded outside the chemical system (in an experimenter’s lab note-
book or inside a computer). Thus, our method can be applied to design virtually
any kind of chemical system or process.

The work reported here concerns the evolutionary design of a chemical model,
not a real chemical system. However, this is not a limitation of our method. The
same method could be used to design real self-assembling chemical systems, ulti-
mately including quite complex systems like artificial cells that involve the inte-
gration of different chemical systems for containment, metabolism, and genetics
[8]. As it happens, the chemical systems we optimize here are analogous to the
chemical system of non-enzymatic template-directed synthesis [9, 10, 11, 12, 13,
14, 15]. Like template-directed systems of ligation in vivo and in vitro, our system
is supplied with a template molecule and an excess of monomers. It then evolves
so as to optimize the assembly of monomers on the template to produce a ligated
copy of the template. In Section 2 we describe our dynamic-bonding dissipative
particle dynamics (DDPD) chemical model. A description of the chemical ge-
netic algorithm (CGA) used to design chemical systems follows in Section 3. The
results of applying the chemical genetic algorithm to DDPD models that achieve
a simple form of ligation are presented and discussed in Section 4, followed in
Section 5 by a discussion of the proper design of CGAs and their practical lim-
itations. We conclude in Section 6 with a discussion of some different kinds of
dynamics in evolutionary design or “programming” of chemical systems.

2 Dynamic-Bonding Dissipative Particle Dynamics
(DDPD)

Our model of chemical reaction systems is based on the well-studied dissipative
particle dynamics (DPD) framework [16, 17, 18, 19, 20, 21]. The DPD framework
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is a mesoscopic system simulator meant to bridge the gap between molecular dy-
namics (MD) models and continuous substance models. The extreme computa-
tional demands of MD models make them appropriate only for simulating small
systems for brief intervals—orders of magnitude smaller than the time and length
scales of interest here. Continuous substance models are inappropriate as models
of molecular scale systems in which the discrete nature of particles impacts the
dynamics of the system.

In DPD, the equations of motion are second order, with explicit conservation
of momentum, in contrast to Langevin or Brownian dynamics. Solvent molecules
may be represented explicitly, but random and dissipative forces are included in
the dynamics to compensate for the dynamical effects of replacing the hard short-
range potentials of MD by softer potentials in DPD simulations. This procedure
allows a major accelaration of the simulation compared with MD.

Our work is based on a DPD implementation of a model of monomers
and polymers in water. Some elements in the model represent bulk water (one
model element representing many molecules). Other elements could represent hy-
drophilic or hydrophobic monomers. In some cases those elements are connected
by explicit bonds, which are represented as springs that freely rotate about
their ends. These complexes explicitly but very abstractly represent the three-
dimensional structure of polymers. For example, amphiphilic molecules can be
created by explicitly bonding a hydrophilic monomer “head” onto a hydrophobic
“tail” (chain of hydrophobic monomers).

All the elements move in a two- or three-dimensional continuous space, ac-
cording to the influences of four forces. A conservative force governs symmetric
pairwise repulsion and attraction of elements. A dissipative force causes the ki-
netic energy of elements to move towards equilibrium with other elements in the
region. A random force imparts kinetic energy to the elements in arbitrary di-
rections. The strength of the random force is calibrated to balance the lessening
of system energy due to the dissipative force, maintaining the temperature of
the system around a more or less fixed point. All of these forces are considered
to operate only within a certain local cutoff radius. The cutoff radius is a main
mechanism for improving model feasibility. Elements which are strongly bonded
to other elements are also influenced by the movement of those elements to which
they are bonded, through the spring that connects them.

The DPD framework supports two distinct types of particle interaction. The
first type of particle interaction is referred to as “strong bonds,” which represent
covalent chemical bonds. All strong bonds in DPD are specified initially, and
subsequently cannot form or break. Strong bonds are modeled by a Hooke’s
law spring. One limitation imposed on the DPD simulations discussed here is
that each element can have at most two strong bonds at a given time. The
second type of particle interaction corresponds to weak forces such as van der
Waals forces or hydrogen bonds. Weak interactions are modeled by the Lenard-
Jones potential, with different parameter values possible for interactions between
different particle types. In contrast to real systems, attractive forces are not
limited to a pair of elements, but may simultaneously occur between a single
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element and many others. Orientation of individual elements also plays no role,
as DPD elements are completely symmetrical. Thus, the pairing that occurs is
a cooperative phenomenon.

DPD thermodynamic forces can create self-assembled structures held to-
gether with the weak associative forces. For example, a DPD system with am-
phiphiles in water can exhibit a wide variety of the known supramolecular
amphiphilic phases, including monolayers, bilayers, micelles, rods, vesicles, and
bicontinuous cubic structures [19, 22, 23, 24, 25].

We augment the DPD framework by making strong bonds dynamic. This
dynamic-bonding DPD (or DDPD) is a DPD that is augmented with the follow-
ing two rules:

– Bonds form (probability 1) if elements are within the bond-forming radius.
– Bonds break (probability 1) if bonded elements are outside the bond-breaking

radius.

The strong bond strength parameter governs the strength of all strong bonds,
whether or not they were present in the initial conditions. An obvious general-
ization is to allow lower probabilities in the two bonding rules.

Note that the temperature of the system changes when bonds form and break.
However, the momentum in the system is constant, since the changes in the
momentum of individual elements due to bonding events are always symmetrical
with respect to the bonded particles.

Chemical amplification via templating is the basic mechanism of DNA repli-
cation, and also of simpler replicator systems such as von Kiedrowski’s autocat-
alytic replicator system [26] and peptide replicators [27]. Monomers of a given
type may participate in a weak interaction with monomers of a complementary
type, and each may form strong bonds with a monomer of any type if the two are
in the correct proximity and orientation. Given a template polymer made up of
different types of units and a reservoir of free floating monomers, each unit of the
template polymer can associate weakly with a complementary monomer. When
and if the weak forces bring the units into the correct orientation and proximity
with complementary units in the template polymer, strong bonds form between
the monomer units producing a complementary polymer through the process of
ligation.

If the paired complementary polymers are separated by a mechanism such
as duplex melting due to temperature change or protein action, then each poly-
mer may repeat the process, creating more templates and complements. By this
means, the overall number of polymers in the system increases. Although this
process results in the chemical amplification of polymers, the focus of the present
work is simply ligation, and the optimization of parameters that result in the
organization and ligation of monomers into polymers.

To keep the chemical system as simple as possible, we focus solely on the
ligation of two types of monomers into trimers, and we prevent strong bonds from
breaking. Pairs of opposite type units attract each other, while like type units
are unlikely to become associated by weak forces, which is roughly analogous to
complementary base pairing in the context of nucleotides.
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We do not report here a complete analysis on catalytic efficiency of the tem-
plating process, with fitting of rate constants and comparison with background
rates. Such analysis will be reported in future work.

3 Chemical Genetic Algorithm (CGA)

We now describe a “chemical genetic algorithm” (CGA) for designing chemical
systems. We use the CGA to optimize the parameters of a DDPD model of
ligation. The CGA could equally well be used to optimize parameters for other
models, or for other chemical systems, or for other systems in general.1

The search space of our CGA is a subset of DDPD parameters. In particular,
our genes are five chemical system parameters: (i) the strength of the attractive
conservative force between complementary particle types, (ii and iii) the strength
of the repulsive conservative force between the two types of like particles, (iv)
the bond-forming radius, and (v) the bond strength. In the context of this paper,
a genome is always a set of these five chemical systems parameters. Complete
details regarding the specific values used can be found in the appendix.

The CGA search procedure starts by measuring the fitness of the genomes
that form the first generation. Then the following loop is repeated until the
experiment ends: The most recently produced instance of the most fit genome
is used to create a subsequent generation of genomes, by mutations of the five
genome parameters. These mutations are governed by a global mutation rate,
which acts within a range and style of variation defined for each parameter.
A candidate mutated genome is included in a subsequent generation only if it
differs from each genome tested in any previous generation. Then the fitness of
each genome in the new generation is measured.

A genome’s fitness is measured by starting the DDPD with the genome’s
parameters and seeding the system with free monomers and template trimers.
No complementary trimers are included initially. The fitness of a genome is
the number of complementary trimers formed after a globally fixed number of
model updates. Many generalizations and modifications of our search algorithm
and fitness function could be explored.

4 Results of Evolutionary Design of a Ligation Model

We used the CGA to design chemical systems for complementary-bonding liga-
tion dozens of times, all with roughly the same results. Figure 1 shows the time

1 It is worth noting that our chemical genetic algorithm differs from another algorithm
devised by H. Suzuki that has been given the same name [28]. Inspired by metabolic
reactions of molecules responsible for the biological translation of genetic informa-
tion, Suzuki’s algorithm is an unusual genetic algorithm that includes analogues of
a cell containing tRNAs, amino acids, and aminoacyl-tRNAs, as well as DNA. Our
CGA, by contrast, is a ordinary genetic algorithm, but one that is applied to the
problem of designing optimal chemical systems.
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Fig. 1. A time series of the fitness (bold line) and allele values of the most fit chemical
system in each generation of a typical CGA run. This shows the lineage of the most
fit genomes through five-dimensional parameter space, indicating which allele (model
parameter) changes correspond to each fitness increase. Fitness and many model pa-
rameters are scaled to improve visualization. Note that fitness increases overall.

series of the fitness and allele values of the most fit chemical system in a typical
CGA run in this series. The fitness increases over time, in fits and starts (com-
mon with genetic algorithms), and the allele values in the genome of the most
fit system change with each fitness increase.

Figure 2 shows the genealogical tree of each chemical system generated in the
same CGA run. It vividly shows how the operation of the CGA allows only those
measured as most fit to be parents. The top line of the genealogy corresponds
to the lineage of the final optimal genome designed by the CGA.

Figure 3 again shows the maximum fitness in Figure 1, but now superim-
posed with twenty fitness measurements of some of the most fit systems. Each
scatter plot was created by rerunning the DDPD parameters with twenty differ-
ent random initial conditions. As might have been expected, the scatter reveals
significant noise in our fitness measurements.

Figure 3 supports two conclusions. First, the overall increase in average fitness
shows that the CGA is genuinely creating chemical systems with significantly
better fitness. In other words, the CGA works as desired; this holds in general
when we have used the CGA to program ligation systems. Second, increases in
measured fitness do not always correspond to increases in actual fitness, because
of noise in the fitness measurements, e.g., an initial configuration that creates
an unusually large number of complementary trimers.
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Fig. 2. A genealogical tree of each chemical system tested by the same CGA run shown
in Figure 1. The generation of each system is indicated on the x axis, and its fitness
on the y axis. Diagonal lines indicate parentage. Note that a parent is often not in the
generation immediately preceding its children. Multiple systems in a given generation
with the same fitness are shown as one point.

Fig. 3. A time series of the fitness of the most fit chemical system in each generation
of the CGA run shown in Figures 1 and 2, overlaid with scatter plots of twenty fitness
evaluations of some of those systems (with some random noise added, to distinguish
identical fitness values). As expected, the fitness of the most fit is sometimes higher
than any of the fitness values in the corresponding 20-value scatter plot, because the
CGA generates many more than 20 trials.

5 Chemical Genetic Algorithm Design

Proper design of a CGA involves confronting trade-offs between the accuracy
of fitness measurements and the evolutionary design time scale. More accurate
measurements are always possible, but they take more time. The number of
different systems that a CGA can evaluate is strongly limited by available time
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and technology. At the same time, the effectiveness of a CGA is limited by the
accuracy of its fitness measurements.

5.1 Noise in Fitness Measurements

The true fitness of a genome that describes the parameters of a given chemi-
cal system is the system’s propensity to produce templating reactions under a
variety of initial conditions. The fitness function actually used here, however,
is the number of complementary templates formed starting from a single ran-
dom initial configuration. Specific attention is not given to how the complements
were formed, what other chemical species were formed, or how many might form
under different initial conditions. The scatter in Figure 3 shows that this is an
imperfect measure of actual templating propensity. The noisiness of our fitness
measurements strongly depends on the chemical system’s experimental parame-
ters, whether or not they are in the genome.

In general, the noisiness of each fitness function must be measured empiri-
cally. We could do this by applying the fitness function to a single genome in a
variety of contexts, by varying such things as the number of model updates, U ,
used in one fitness measurement, the system size, S, and the initial density of
monomers, M . The noisiness of each point in U ×S×M space could be measured
with a scatter plot.

Any GA, including the CGA, can function properly only given sufficiently
accurate fitness measurements. One could more accurately assess fitness by aver-
aging repeated fitness measurements under different initial conditions, but this
takes substantially more time. To ensure both proper CGA function and optimal
CGA design speed, one should make the minimum number of fitness measure-
ments necessary for the requisite level of significance in measured fitness. This
raises a precise statistical question: How many fitness measurements are required
to get an accurate enough measurement that the CGA can continually find better
model parameters?

Fixing the values of all the simulation parameters and then repeating the
simulation from different random seeds n times, one obtains n values of the
fitness function, X1, . . . , Xn. Clearly, these variables are independent and iden-
tically distributed. The distribution of these variables depends on the details
of the simulation, which depend on the parameters that govern the simulation,
including U , S, and M , as well as the parameters encoded by the genome. As-
sume for the moment that this distribution is roughly approximated by a normal
distribution. Then we could infer the mean value, μ, of the fitness function for
n repetitions by means of standard confidence interval estimation techniques
based on the t-distribution for the pivotal quantity

√
n(x̄−μ)

σ̂ , where x̄ is the sam-
ple mean and σ̂ is the estimate of the standard deviation. This would permit us
to determine a sample size necessary to obtain an arbitrary desired accuracy, A.
For a 95 percent confidence interval we can in fact derive from A = ±tn−1;0.025

σ̂√
n

the smallest sample size that leads to the desired accuracy.
This would permit us to determine a sample size necessary to obtain an

arbitrary desired accuracy in estimated mean fitness, given the parameter values.
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Of course, one would have to validate empirically whether the variation in fitness
measurements is well approximated by a normal distribution. If not, through an
analysis of the simulation process, one could derive a better approximation of
this distribution and base the sample size calculation on this approximation.

5.2 Chemical Design Time Scales

The present discussion of time scales for simulation are based on use of a Mac-
intosh Dual 2 GHz PowerPC with no parallelization (single-threaded code). The
algorithm was not particularly optimized, but performs at speeds comparable to
other DPD research codes on benchmark problems.

The running time of a CGA depends on the following numbers (with values
for the present CGA results in parentheses):

– seconds per model update (10−1)
– model updates per fitness evaluation (102 − 103)
– systems evaluated (103 − 105)

Combining these numbers shows that each CGA run takes between 104−107 sec-
onds, that is, between hours and months. This spans the range of experiments
worth and not worth attempting. Furthermore, we saw above that successful
CGA operation might require averaging repeated fitness measurements before es-
timating a chemical system’s actual fitness. Such repeated measurements would
increase the running time of the CGA by an order of magnitude.

Thus, the time feasibility of our CGA designing DDPD parameters critically
depends on the number of model updates required for each fitness evaluation
and the accuracy of the evaluation. For example, the spontaneous self-assembly
of vesicles in the DPD framework typically takes on the order of a week of user
time, so the fitness function for a CGA designing vesicles would probably require
about the same amount of time. Hence, the CGA would take years to evaluate
the fitness of even hundreds of systems—which is clearly beyond the bounds of
human patience.

We conclude by noting that the execution times discussed here may be signif-
icantly improved by hardware and clever coding, as well as DDPD enhancements
that lead to more complex particle interaction primitives. On the other hand,
full simulation of dissociation at thermal equilibrium could increase execution
times.

6 Dynamics of Evolutionary Design of Chemical Systems

One can distinguish three kinds of dynamics involved in the evolutionary design
of chemical systems. First, the DDPD model involves the dynamic of chemical
species. This dynamic takes place in a continuous two- or three-dimensional
space supporting spontaneous self-assembly processes. Bonds form and break;
the concentrations of chemical species rise and fall; new species are created; old
species go extinct. DDPD models achieve these dynamics by the addition of
dynamic strong bonds.
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The evolutionary design of DDPD parameters sufficient for ligation of trimer
templates is a step toward a second kind of dynamic—evolution of informational
polymers by natural or artificial selection. Modeling the evolution of informa-
tional polymers is a burgeoning field. The focus on the line of work presented
here is a model in which the polymer evolution is produced by catalytic activity
physically embodied in explicit spatial structures—an example of what could be
called “embodied information processing.”

The chemical GA itself is a proof of principle for a third kind of dynamic,
specifically, the evolutionary design of a chemical system with prespecified func-
tional properties. The scheme used here for the evolutionary design of chemical
model parameters for ligation could be used to design model parameters for dif-
ferent self-assembled structures, such as micelles or lamellar sheets. The scheme
could also be used to design the parameters of other kinds of models entirely. If
those models are realistic, then the evolved model parameters could be used to
design real chemical systems. The CGA can also be used to design real chemical
systems directly, such as those that produce some desired kind of self-assembled
structures. Designing a CGA to produce a specific kind of self-assembled system
is a method for “programming” such systems.
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Appendix

The DDPD parameters in the work reported here were as follows: The conser-
vative force between particles i and j was given by an approximation of the
Lennard-Jones potential FC

ij = α( 1
ry

ij
− β

rz
ij

), where α is the maximum repulsive
force, β is the factor for the attractive force, rij is the distance between the
particles, and y and z are parameters governing the level of approximation. α
was initially set to 100 and allowed to vary between 1 and 100 for like type
interactions, while β was fixed at 1. For interactions between unlike types α was
fixed at 1 and β allowed to vary between 1 and 100, being initially set to 5. In
interactions with the “water” particle type, both α and β were fixed at 1. For
all particle interactions, y was set to 0 and x to -1.

Every DDPD simulation ran for 500 iterations. The scaling factor for the
dissipative and random forces, σ, was 3. The independent scaling factor for the
random force was 1.73205 (

√
3). The integration interval, dt, was 0.01. The spring

constant governing forces between bonded particles varied between 10 and 400,
being initially set to 100. The minimal energy length for bonds was 0.01. The
system was a 10 by 10 square initialized with 700 “water” particles, 90 free
type-one particles, 180 free type-two particles and 10 chains of two type-one
particles followed by a type-two, 1000 total particles, all randomly placed. The
dynamic bond forming radius was chosen from 0.1 to 0.5 with a starting value of
0.125. Bonds were not dynamically broken, loops were not allowed to form, and
the maximum length for dynamically formed polymers was fixed at 3. Dynamic
bonds were allowed to form only between like particles of type-one or -two, and
between type-one and type-two particles.

In the CGA, each generation had a population of 10 DDPD parameter files
based on the parameter file with the highest fitness to that point, or the more
recent file in case of ties. The five parameters that varied did so each with a
mutation probability of 0.5. If mutated, the dynamic bond forming radius was
chosen at random from ± 10% of the parent parameter. The range for all the
other parameters was half to double the parent value. Crossover was not used.
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Abstract. We investigate the effect that population structure has upon
the course of artificial evolution. We represent an arbitrary population
structure by embedding a population of individuals in a graph. Each in-
dividual resides at a vertex of the graph and can only choose a mating
partner from among its neighbors in the graph. Each individual mates
with the selected partner and is replaced by the resultant offspring in the
next generation. We embed populations in a variety of trees and mesh-
structured graphs and observe differences in rates of change of average
fitness and percent polymorphism over successive generations. Results
indicate that populations embedded in sparse random graphs having rel-
atively low diameter yield results similar to those embedded in complete
graphs.

Keywords: genetic algorithm, graphs, population structure, population
dynamics.

1 Introduction

What effect does the structure of a population have upon the course of its evolu-
tion? In an unstructured population, every individual can mate with any other
individual in the population. This is the implicit assumption of a standard ge-
netic algorithm [5] [8]. In such an algorithm, a selection process associates mat-
ing probabilities with all pairs of individuals, which probabilities are based solely
upon the relative fitnesses of the individuals in P . Mating pairs are then selected
according to those probabilities. This selection process is the driving force behind
improvements in average fitness over successive generations of a population.

Population structure is that aspect of the selection process that is indepen-
dent of the fitnesses of individuals. Population structure consists of any a priori
restrictions on the possibility that one individual of a population encounters an-
other for purposes of mating. In human populations, such restrictions may derive
from geographic location, religion, culture, or social class. Here, we consider a ge-
netic algorithm where a priori restrictions are placed upon which individuals can
possibly be selected as mating partners for any given individual. These restric-
tions correspond to the population’s structure. To represent arbitrary population
structures, we locate individuals at vertices of graphs and restrict individuals to
selecting partners only from individuals located at neighboring vertices. We call
the resultant genetic algorithm a graph-embedded genetic algorithm.

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 213–225, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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There are several motivations for considering graph-embedded genetic algo-
rithms. One is simply to observe the effects that different population structures
have upon the course of evolution. Island models, wherein subpopulations are
relatively isolated and individuals occasionally migrate, have been a population
structure of interest in the study of both natural and artificial evolution [10].
Another motivation is the development and evaluation of methods for structur-
ing the fine-grained parallelization of genetic algorithms [17]. In such a model,
each processor in a computer network or multiprocessor manages one individual
or several individuals as different processes; processes and processors exchange
fitness values and genetic information as needed with their neighbors. How the
interconnection structure among processors of a computer network or multi-
processor influences the course of the subsequently generated evolution is one
question that is addressed by the research reported here.

1.1 The Model

We consider a generational genetic algorithm acting upon binary haploid indi-
viduals. We represent haploid individuals in terms of a single genotype, being a
sequence of genes, each gene having a value chosen from a set of possible alleles.
Each gene of a binary genotype has two possible alleles, which we represent as
the set {0, 1}. A binary haploid individual holds a single binary genotype inher-
ited from a single parent or created as a recombination of genotypes from two
parents of the previous generation.

A population P consists of a set of |P | indexed individuals P [i], 0 ≤ i ≤ |P |−
1. We represent the structure of a population P by a labeled graph G = (V, E),
where V is a set of vertices and E is a set of edges, each edge between an
unordered pair of vertices (u, v). Each vertex is labeled with a unique integer
0 ≤ i ≤ |V | − 1 and is referred to as V [i]. In a graph-embedded population
P , individual P [i] is located at vertex V [i] of an associated graph G, where
|V | = |P |. If (u, v) is an edge of G, then u and v are said to be neighbors in
G. The degree of a vertex is equal to its number of neighbors. The distance
between a pair of vertices in G is the minimum number of edges on a path
between them. During graph-embedded evolution, individual P [i] can only select
a mating partner from among individuals located at neighbors of V [i] in G. The
probability that P [i] selects an individual located at a non-neighboring vertex
of V [i] is 0.0.

We represent an environment by a binary fitness function mapping a binary
genotype to a real value in the range 0.0 to 1.0. The value returned by a fitness
function indicates an individual’s degree of adaptation to the environment; the
higher the fitness function value, the greater is the degree of adaptation. For
our study, we use one general class of fitness function, Step(genSize, stepSize),
which maintains an arbitrary genotype having genSize genes, called the target.
To determine an individual’s fitness value, we compare its genSize genotype to
the target; stepSize consecutive locations must be equal to the corresponding
target locations to get credit for matching a step. Steps are contiguous and non-
overlapping. As such, there are only genSize/stepSize possible matches. The
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fitness function returns the percentage of steps that are matched. The Step
family of fitness functions corresponds to relatively simple environments for evo-
lution, as they define unimodal fitness landscapes, i.e., having a single peak
(the target). Increasing the stepSize adds a degree of difficulty for the evolu-
tionary process, which then must accumulate stepSize consecutive values in an
individual before the individual’s fitness improves. This represents a degree of
epistatic interaction between neighboring gene loci [7]. While unimodal, Step fit-
ness functions with stepSize > 1 have local plateaus. These functions have been
called royal road fitness functions, as they were thought to provide a favorable
environment for the success of genetic algorithms [9].

We define a graph-embedded genetic algorithm, as follows:

Graph-Embedded Genetic Algorithm(pSize, gSize, f, gType)

G = Generate-Labeled-Graph(gType, pSize);

P = Generate-Initial-Population(pSize, gSize);

Evaluate(P, f);

until(done())

{P = GenerateNewPopulation(P, G);

Evaluate(P, f);

}

}

We first create a labeled graph G = (V, E) of a particular type gType
with pSize vertices. We consider a range of graph types in our experiments,
to be defined as we discuss particular experiments below. The fixed-size popu-
lation P consists of pSize binary individuals. The process GenerateInitialPopu-
lation(pSize, genSize) creates a random set of pSize binary haploid individuals,
each individual consisting of a single genotype containing gSize alleles; each al-
lele value is selected with equal probability from the set {0, 1}. With P embedded
in G, individual P [i] is located at vertex V [i] of G. We refer to a population P
embedded in a graph G of type gType to be a PgType population.

The function done() returns true if a desired halting condition is met, e.g.,
either some predetermined number of generations have been considered or suc-
cessive generations have not differed significantly. The process GenerateNext-
Population(P, G) creates a new population from an existing population. In our
graph-embedded model of genetic algorithms, this process is as follows:

GenerateNewPopulation(P, N)

{for (0 <= i < pSize)

{partner = SelectEmbeddedPartner(i, G);}

New[i] = Mutate(Recombine(P[i], partner));

}

for (0 <= i < pSize)

{P[i] = New[i];}

}

The process SelectEmbeddedPartner(i,G) is that element of our model where
notions of natural selection and structured populations are captured. We consider
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a form of fitness proportionate selection [8] whereby individual P [j] is selected
to be a partner of P [i] with probability fj/Fp, where fj is the fitness value of
individual j and Fp is the sum of fitness values of all individuals located at
vertices that are neighbors of V [i] in G. Our graph-embedded model is a form
of replacement genetic algorithm, as individual P[i] is replaced by its offspring
in the next generation.

The process Recombine(parent1, parent2), takes a pair of haploid individuals
and creates a new haploid individual as a result of combining alleles of the two
parent’s genotypes. We apply UniformRecombination(parent1, parent2), where
one of the two alleles from the genotypes of the parents is selected with equal
probability at each gene locus. Finally, the genotype of each new individual may
be altered by the process Mutate(p). Each gene location is considered in turn
and is changed to the other allele value according to a given, constant, per locus
mutation probability.

1.2 Measures and Parameters

To observe the effects of population structure on evolution, we consider two
measures of a population at each generation. The first corresponds to a popu-
lation’s level of adaptation to an environment as measured by its average fit-
ness, being the average of all individuals’ fitness function values. We expect
average fitness to be 1/2k for a stepSize of k in a random, initial popula-
tion. The other measure addresses the genetic diversity of a population. Our
diversity measure is percent polymorphic, defined as the percentage of gene loci
with less than 99 percent of their alleles being a single value in a population
[11]. We expect percent polymorphic to be 1.0 in a random, initial popula-
tion.

There are several parameters that will not change throughout the experi-
ments reported here. We have set the population size to be 1000 for all exper-
iments. This is a relatively small, finite population that makes the simulation
experiments feasible, but that is hopefully large enough so that results are not
dominated by small population effects, such as genetic drift [6]. Another fac-
tor not varied is genotype size, i.e., number of loci or genes in a genotype. We
have set the genotype size to be 100, again a compromise between computa-
tional efficiency and genetic diversity. We set the mutation rate to be such that
an average of 5 alleles over the whole population for each generation are mod-
ified by mutation, yielding a per locus mutation probability of 5 ∗ 10−5, given
the population and genotype sizes we have chosen. This rate is in the range of
observed mutation rates in nature [11] and seems to provide good performance
regarding average fitness with the Step fitness function. Our experiments are run
for 2000 generations; each experiment is repeated 20 times to generate average
values and standard deviations. In some cases, we only present results for the
first 1000 generations to highlight the differences observed. We gather values
for the two population measures every 50 generations; thus, we report average
values at each of 41 generation points (i.e., including the initial population at
generation 0).



Population Structure and Artificial Evolution 217

0

0.2

0.4

0.6

0.8

1

0 200 400 600 800 1000

A
ve

ra
ge

 F
itn

es
s

Generation

Standard vs Complete: Average Fitness

Standard.2
Standard.4
Standard.6
Complete.2
Complete.4
Complete.6

0

0.2

0.4

0.6

0.8

1

0 200 400 600 800 1000

P
er

ce
nt

P
ol

ym
or

ph
ic

Generation

Standard vs Complete: PercentPolymorhic

Standard.2
Standard.4
Standard.6
Complete.2
Complete.4
Complete.6

Fig. 1. Results under the standard and complete graph models

2 Experiments and Results

2.1 Complete Graphs

The complete graph χn is a graph on n vertices, such that every vertex in χn is
connected to every other vertex by an edge of χn (i.e., every vertex is a neigh-
bor of every other vertex). The complete graph is the most highly connected
graph possible, having n(n − 1)/2 edges. A graph-embedded genetic algorithm
where the graph is complete corresponds to the standard replacement genera-
tional genetic algorithm in an unstructured population. As such, observations
of graph-embedded evolution in population Pcomplete will allow us to compare
the population dynamics generated by the replacement genetic algorithm with
that generated by the standard genetic algorithm. The results for Pcomplete also
provide benchmarks for comparison with the dynamics produced by populations
that are not as well connected, i.e., more highly structured.

Figure 1 presents results for average fitness and percent polymorphic un-
der the two models with stepSize of 2, 4 and 6. Qualitatively, both models
yield similar population dynamics. Closer consideration indicates some interest-
ing differences, however. For stepSizes 2 and 4, the standard algorithm reaches
convergence at near optimal fitness prior to the Pcomplete model. Fitness propor-
tionate selection in the standard model can avoid selection of less fit individuals
as parents, leading to faster convergence of fitness values and faster reductions
in percent polymorphic. A stepSize of 4 results in faster convergence than a
stepSize of 2 due to the initially greater range and variance in fitness values.
With a stepSize of 6, we find evidence of premature convergence by fitness
proportionate selection under the standard model. Average fitness converges at
about 0.94, as genetic diversity is lost prematurely. Under the replacement model
with Pcomplete, convergence is slowed; genetic diversity is maintained for a longer
time, leading to higher average fitness at convergence.

2.2 Trees

We only consider connected population structures, which provide the potential
for genetic information from any individual to impact the offspring of any other
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Fig. 2. Trees with 7 vertices: (a) star, (b) path, (c) CBTree and (d) MBTree

individual after some number of generations. A graph G is connected if and only
if a path exists between any pair of vertices in the graph. Trees are minimally
connected graphs, i.e., if any edge of a tree is removed, the resultant graph is no
longer connected. As such, trees represent the opposite end of the spectrum of
connected graphs from complete graphs. Trees contain no cycles, i.e., paths that
start and end at the same vertex with no repeated edges. A tree of n vertices
has n − 1 edges. A leaf of a tree is a vertex having degree 1.

We can characterize graphs by a number of parameters, including number of
leaves, maximum degree and diameter. The diameter of a graph is equal to the
maximum distance between a pair of vertices in the graph. A path is the tree on
n > 1 vertices having 2 leaves, a maximum degree of 2, and a diameter equal to
n − 1. A star is the tree on n vertices having n − 1 leaves, a maximum degree
of n − 1, and a diameter of 2. Figures 2(a) and 2(b) present the star and path
tree on seven vertices, respectively. A path minimizes the number of leaves and
maximum degree and maximizes diameter, while the star minimizes diameter
and maximizes maximum degree and number of leaves.

Figure 3 presents average fitness and percent polymorphic results for star
and path compared to complete graph embedded populations, with stepSize of
4. In Pstar, every leaf vertex has only the central vertex as possible partner.
This forces in-breeding as evolution proceeds, resulting in loss of most genetic
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diversity from the population after relatively few generations and convergence
at low average fitness values. In Ppath, percent polymorphic remains relatively
unchanged as genetic information moves slowly through the population. Average
fitness steadily increases, almost linearly, after an initial, rapid increase, exceed-
ing 0.50 after 2000 generations. These results suggest that individuals in different
sections of the path have adapted to different aspects of the target genotype.

Now we consider several interesting classes of trees that fall between these
extremes. A complete binary tree CBTree is a rooted tree, such that every vertex
is either a leaf or is connected to two child vertices. Every vertex other than the
root is connected to a parent vertex, as well. A CBTree has maximum degree
of 3, n/2 leaves, and a diameter of (approximately) 2log2n − 1. To construct
such a tree, we connect vertex labeled i to vertices labeled 2i + 1 and 2i + 2
as children. A minimum broadcast tree MBTree is a rooted tree that can be
defined recursively as either a single, root vertex for n = 1, or two minimum
broadcast subtrees of size n/2 whose root vertices are connected by an edge and
is rooted at one of the two roots of the subtrees, for n > 2. MBTrees are so
named because they allow messages to be broadcast in the minimum log2n time
units from the root under a synchronous, single-port model of communication
[12]. A minimum broadcast tree has maximum degree of log2n, approximately
n/2 leaves, and a diameter of approximately 2log2n − 1. To construct such a
tree for vertices labeled i up to j we connect vertex i to vertex 1 + (i + j/)2
and then recursively construct trees for i up to (i + j)/2 and for 1 + (i + j)/2
up to j. Figure 2(c) and 2(d) show an example of a CBTree and an MBTree,
respectively.

We also consider two classes of random trees. A random tree RanTree will be
a tree created by connecting vertex i to a vertex chosen uniformly at random from
vertices labeled 0 up to i−1. A power law tree PLTree will be a tree created by
connecting each vertex i in turn to a vertex j labeled 0 up to i−1 with connection
probability to j equal to the current degree of j over the sum of current degrees.
This is analogous to fitness proportionate selection in genetic algorithms, where a
vertex’s fitness corresponds to its current degree. Power law trees are so named as
they have been shown to have power law degree distributions [1]. A random tree
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is expected to have lower maximum degree, fewer leaves, and greater diameter in
comparison to a power law tree. Experimental results confirm these expectations.
Generating 100 examples of both types of trees with 1000 vertices, we find that
RanTrees have on average a maximum degree of 11, 500 leaves, and a diameter
of 25, while PLTrees have a maximum degree of 64, 664 leaves, and a diameter
of 18. A RanTree has average parameter values close to those of an MBTree.

Figure 4 presents average fitness and percent polymorphic results for these
trees compared to populations embedded in complete graphs and paths for a
stepSize of 4. Considering results for percent polymorphic first, we see that
power law trees result in the highest rate of loss of diversity, closely followed
by minimum broadcast trees. The complete binary tree, having low maximum
degree, produces the lowest rate of decrease in genetic diversity of the new trees
we consider. These results for trees show a direct relationship between rate of loss
in percent polymorphism and maximum vertex degree. Average fitness results
do not quite follow the opposite pattern. Minimum broadcast trees yield the
greatest increase in average fitness, followed by random trees, which are followed
closely by complete binary trees. Power law trees result in a significantly lower
rate of increase in average fitness, but still well above the rate produced by paths
and stars.

Putting the results for average fitness and percent polymorphic together and
viewing them from an algorithm performance perspective, power law trees seem
not to be favorable population structures for evolution, as they result in a rela-
tively high loss of diversity yet a lower rate of gain in average fitness. Minimum
broadcast trees most closely follow the pattern of complete graphs, yielding the
highest rate of increase in average fitness with an accompanying higher loss of
diversity. Random trees and complete binary trees perform well, providing rel-
atively high rates of gain in average fitness accompanied by comparatively low
rates of loss in diversity. All trees, having minimal connectivity and thus a re-
duced ability to propagate genetic information, yield increases in average fitness
that fall significantly below those produced by evolution in Pcomplete.

2.3 Other Graphs

In this section, we consider a range of graphs having higher average vertex degree
and greater connectivity. The first is the circular lattice graph, CLG4, wherein
each vertex labeled i is connected to 4 other vertices i + 1, i + 2, i − 1 and
i − 1 (label values taken modn, n being the number of vertices). Each vertex of
a CLG4 has degree 4, and the graph has a diameter of about n/4. The CLG4 is
of interest due to its large diameter and relatively high clustering coefficient. A
graph’s clustering coefficient is equal to the percentage of possible connections
between neighbors of a vertex. In the circular lattice, as each vertex has degree
4, there are 6 possible edges between neighbors of which 3 are present, yielding
a clustering coefficient of 0.50. In a random graph wherein all possible edges are
equally likely, the probability of two neighbors having an edge between them is
the same as the probability that any two nodes have an edge between them. For a
random graph with 1000 vertices and 2000 edges, that probability is about 0.004.
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A number of real-world networks, ranging from co-author and citation rela-
tionships in scientific publications to the power grid and the neural connection
network of C elegans, have been found to have relatively high clustering coeffi-
cients [15]. These networks also have diameters on the order of logn. Networks
with these two properties have been called small world networks. The lattice,
while having a high clustering coefficient, has a diameter on the order of n/4
and is not a small world network. One means of constructing small world net-
works, introduced by Watts and Strogatz [16], is to randomly reconnect a small
percentage of the edges of a circular lattice graph. We investigate populations
embedded in two classes of small world graphs, SWG10 and SWG20, that are
created by randomly reconnecting the other end of 10% and 20% of the edges in
a CLG4, respectively. These small world graphs have average degree of 4, main-
tain a relatively high clustering coefficient, but have a sharply reduced expected
diameter. While the circular lattice graphs have a diameter linearly related to the
number of vertices, small world graphs constructed as above have been shown to
reduce expected diameter to a logarithmic relationship. To take edge redirection
to the extreme, we also consider connecting each vertex i to 2 other vertices
chosen uniformly at random (i.e., redirecting 100% of the lattice edges), calling
such graphs random degree 4 graphs, Ran4Deg. Each vertex of such a graph
has degree at least 2, while the average degree is 4.

One graph structure that has received attention in the genetic algorithm
community is the square grid graph [4] [13], with vertices located in rows and
columns. We consider the 32 x 32 grid GRID32 (having 1024 vertices), each
vertex having 4 neighbors (i.e., up, down, left and right) with boundary vertices
having “wrap-around” edges to the other end of the same row or column. Note
that these graphs have a clustering coefficient of 0.0 as neighbors are not neigh-
bors. The diameter of such a square grid graph in general is approximately the
square-root of n (i.e., the length of one side).

Figures 5 presents results for populations embedded in the above classes of
graphs having average degree 4, comparing these to results for complete graph
and MBTree embedded populations. We see that the circular lattice, with its
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maximal diameter for this class of graphs, results in its embedded population
exhibiting the smallest changes in both average fitness and percent polymorphic.
The MBTree, with half the edges but much smaller diameter, improves a pop-
ulation’s ability to increase average fitness. What is most striking in our results
is the change in population dynamics we observe when we turn the lattice into a
small world graph by redirecting 10% of its edge. This reflects the significantly
reduced diameter from the circular lattice that results from this small degree of
redirection. The redirected edges act as “long-distance” edge, providing oppor-
tunity for interaction with other parts of the graph. The results for GRID32
slightly improve upon those of SWG10, in terms of average fitness. This again
reflects the reduced diameter of GRID32 from that of CLG4; depending upon
the labeling scheme in the grid, every row edge or every column edge is “non-
local”. As we redirect even more edges of the CLG4, we see that populations
emdedded in SWG20 and Ran4Deg yield results that move closer to those of
Pcomplete, even though only about 0.004 of the edges found in a complete graph
are used.

What happens as we continue to increase average vertex degree in the popu-
lation structure? We next consider graphs having average vertex degree of log2n,
equal to 10 for our 1000 vertex graphs. Minimal broadcast graphs are graphs
in which synchronous broadcast can be completed under the single-port com-
munication model in the minimum log2n time units in a graph with n vertices.
Each vertex can communicate with at most one other vertex during a time
unit, thereby at most doubling the number of vertices informed of a particular
message. In [3], methods are introduced for creating sparse minimal broadcast
graphs. Here, we consider a recursive method that yields a vertex degree and
diameter of log2n. An MBG graphs is constructed for labels ranging from i to
j, as follows: if j > 1, then each vertex k in the range i to (i + j)/2 is connected
to vertex 1+k− i+(i+ j)/2; we do the same recursively for ranges i to (i+ j)/2
and 1 + (i + j)/2 to j (i.e., until i = j). We start with the full range of labels
from 0 to n−1. We compare the MBG graphs to Ran10Deg graphs, constructed
as were Ran4Deg graphs, by connecting each vertex to 5 other vertices chosen
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uniformly. We also consider two other classes of graphs constructed as per the
degree 4 graphs discussed earlier. First is the circular lattice graph of degree
10, CLG10, wherein each vertex is connected to the next five vertices around a
circle. Second is a small world graph of degree 10, RanSmallWorld10, in which
10% of the edges of CLG10 have been redirected randomly.

Figure 6 presents results for these classes of graphs having an average degree
of 10, comparing their dynamics to results for PRanDeg4 and Pcomplete. The
increase in vertex degree does produce further increases in rates of increase of
average fitness and of decrease of genetic diversity. First, we see the large change
in dynamics that results from redirecting 10% of the edges when creating a
small world graph from the circular lattice graph. Much of this change is due
to a reduction in expected diameter. The population dynamics of evolution in
PRanDeg4 closely parallels that observed in PRanSmalWorld10 despite having many
fewer edges. As we saw for trees, average fitness values increase a little more
rapidly in the randomly structured PRanDeg10 than in PMBG, event though the
latter’s structure is optimized for one-port broadcast. Quite striking is the result
that the population dynamics created in PRanDeg10 is nearly equivalent to that
in Pcomplete, even though a RanDeg10 includes only about 0.01 of the edges
found in the complete graph.

3 Conclusion

There has long been interest in the effects of population structure on natural
evolution where populations are embedded in the structure of a physical ecosys-
tem. Isolation of subpopulations has been a primary focus, producing ideas such
as the earlier mentioned island model [18]. Independent subpopulation evolu-
tion is impacted by limited migration of individuals. Given a complex fitness
function having many local maxima, i.e., the real world, subpopulation isolation
can lead to species differentiation and variety. The basic island model could be
approximately represented in our approach by cliques (i.e., complete subgraphs)
with some individuals having a neighbor in another clique. The structure among
cliques could be complete or a path, known as the stepping-stone model repre-
senting linear ecosystems such as a beach. The island model has been explored as
one structure for parallelization of artificial evolutionary algorithms, as well [17].

There has been limited research on the impact of population structure on
artificial evolution. DeJong and Sarma [2] [13] consider individuals embedded in a
two-dimensional grid and vary the size of neighborhoods. They found, consistent
with results reported here, that increasing neighborhood size (i.e., average vertex
degree) and decreasing graph diameter leads to faster growth in average fitness.
Such grids provide diameters that are on the order the square-root of n. Giacobini
et. al. [4] found similar results when sites in the grid asynchronously select mating
pairs from their neighborhoods.

Fine-grained, parallel, graph-embedded genetic algorithms are straightfor-
ward to implement. Each processor sends its resident individual along with its
fitness value to all of its neighbors. After receiving individuals from neighbors,
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each processor selects a mating partner for its resident individual and performs
recombination and mutation to create a new resident individual, and the cycle
starts again. Messages can be stamped with generation numbers for synchro-
nization purposes; time outs can alleviate unnecessary waiting due to failed
connections or processors. Processors could be put in charge of more than one
individual and could send only fitness values initially, sending an individual when
it has been selected as partner by a neighbor, if individual genotype size is an
issue.

We have investigated the effects that a range of population structures have
upon artificial evolution. Population structures are represented as embeddings
in graphs. We found significant differences among the structures, noting that
random graphs of relatively low degree yield population dynamics approximating
those observed in completely connected populations. Such random structures
have relatively small diameters; their arbitrary connections seem to facilitate the
random sharing of genetic material that typifies artificial evolution. The work
reported here represents an initial foray into this research space. Investigating the
interactions between fitness functions, selection mechanisms and various features
of population structure appears to be an interesting area for future research.
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Abstract.  In the research field of Artificial Life, the concepts of emergence 
and adaptation form the basis of a class of models which describes reproducing 
individuals whose characteristics evolve over time. These models allow to in-
vestigate the laws of evolution, to observe emergent phenomena at individual 
and population level, and additionally yield new design techniques for com-
puter animation and robotics industries. This paper presents an introductory  
non-exhaustive survey of the constitutive work of the last twenty years. When 
examining the history of development of these models, different periods can be 
distinguished. Each one incorporated new modeling concepts, however to this 
day all the models have failed to exhibit long-lasting, let alone open-ended evo-
lution. A particular look at the richness of dynamics of the modeled environ-
ments reveals that only little attention has been paid to their design, which 
could account for the experienced evolutionary barrier. 

1   Introduction 

Artificial Life, or ALife, is the research field that tries to describe and study natural 
life by creating artificial systems that possess some of the properties of life. Its final 
aspiration is “understanding life by attempting to abstract the fundamental dynamical 
principles underlying biological phenomena, and recreating these dynamics in other 
physical media, such as computers, making them accessible to new kinds of experi-
mental manipulation and testing.” [1]. Besides the ambition of enriching the  
knowledge about Nature, Alife helps to find new design techniques. As computer 
simulations become more and more accurate, game, entertainment and robotics indus-
tries are constantly researching for new ideas to animate artificial characters. 

The seminal novelty of ALife lies in its synthetic approach. Whereas traditional re-
search is essentially analytic, breaking down complex systems into basic components, 
ALife attempts to construct complex systems from elemental units. The synthetic ap-
proach is based on two concepts, emergence and adaptation. A class of models which 
particularly applies these concepts describes reproducing individuals whose character-
istics evolve over time. This paper refers to these models as “Evolutionary Individual 
Based Models” (EIBMs). 
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Considering the history of EIBMs in chronological order, four periods can be dis-
tinguished. They are thought of as overlapping stages of development in the art of 
individual based modeling by progressively incorporating new concepts. The begin-
nings of the first period reach back to the sixties. It comprises the discovery of new 
modeling techniques and the implementation of the first individual based models, but 
at that time extensive computer simulations were not yet feasible. At the end of the 
eighties, the progressing research culminated in the appearance of ALife as a distinct 
discipline. With the advent of computational power in the early nineties, allowing 
computers to run elaborate ALife systems at a tolerable speed, the second period in-
corporated evolution into individual based models, trying to capture population level 
phenomena by simple agents without particular morphologies in one ore two dimen-
sional environments. The third period was marked by the adoption of environments 
with physical dynamics and directed the attention towards more elaborate phenotypic 
morphologies. Evolution was achieved by modifications of grammar-based genetic 
encoding schemes. The current fourth period of artificial embryology, since the end of 
the nineties, applies the discoveries of evolutionary developmental biology and mod-
els virtual creatures based on the concept of cell division by genetic regulatory net-
works. To this day, a great variety of extending or complementary research has been 
done with respect to each approach, but interestingly no further groundbreaking ad-
vances have been reported. It seems as if every model hits on limits of evolutionary 
complexity which prohibits the kickoff for long-lasting creative evolution in artificial 
worlds. 

This paper serves a double purpose: to structure the history of EIBMs by classify-
ing samples of the most influential works into periods, and to take advantage of this 
short survey to particularly review the dynamics, i.e. the rules and forces that produce 
motion or affect change within the environments. It will be suggested that the design 
of this component lags behind the advances in modeling the evolving individuals. 

Section two presents the two important concepts of emergence and adaptation, both 
of which are present throughout the paper. Section three describes early EIBMs fea-
turing simple evolving agents. Section four inspects models with physical dynamics 
and grammar-based genetic encoding. Embryological models are described in section 
five. Section six concludes with the synthesis of all the presented works. 

2   ALife Concepts in Modeling 

ALife researchers have been inspired by the creation as observed in Nature and de-
veloped the concepts of emergence and adaptation which are opposed to conventional 
human design techniques. This section describes the two concepts and their imple-
mentation in modeling. 

2.1   Emergence 

Models of complex systems, i. e. systems composed of a large number of interacting 
elements, are traditionally described by mathematical formulas like differential equa-
tions to manipulate some aggregate state variables of the system as a whole. This 
method allows a general and compendious way to analyze the behavior of a system. 
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However, as aggregate variables always oblige to deal with mean values, they have 
difficulties with heterogeneity in the system, and their high abstraction level often 
does not grasp the underlying reasons for the dynamics. 

The Alife approach of modeling is “bottom-up engineering”, thinking of complex 
systems as collections of distinct objects or individuals rather than continuous values. 
Individual based models can include refined representations of the individuals and 
their behavior. Emergence describes the phenomenon that simple local interactions 
between the entities of the system lead to a complex high level organization. 

One of the earliest examples of emergence is Craig Reynolds' individual based 
model of boids [2]. Boids are autonomous agents simulating the flocking behavior of 
birds. Flocking arises as global behavior from the interaction of very few simple local 
rules. Placed into a virtual environment, the boids are programmed to follow three 
directives of “steering behavior” (figure 1): 

• Separation: to maintain minimum distance from other
boids in the environment 

• Alignment: to match velocities with other boids in the
neighborhood. 

• Cohesion: to move toward the perceived center of
mass of boids in the neighborhood. 

These rules are entirely local, referring only to infor-
mation accessible within a boid's own vicinity. Hence, the
flock that forms is an emergent phenomenon. 

Based on this algorithm, the boids can be enriched by
more elaborate behaviors like obstacle avoidance or goal 
seeking. Obstacle avoidance allows the boids to fly
through simulated environments while dodging static ob-
jects. Goal seeking behavior causes the flock to follow a 
scripted path. The boids render such an impressing real-
ism at simulating flocking as well as other coordinated 
motion like fish schools or human crowds that they have
been used in many cinematic animations such as the bat
swarms of the motion picture “Batman Returns” [3]. 

 
Separation 

 
Alignment 

 
Cohesion 

Fig. 1. Steering behavior 

Within Nature, interaction of simple agents can be observed in insect communities 
like ants, bees or termites, and their cooperation strategies have inspired researchers 
to devise new optimization algorithms based on the concept of emergence [4]. 

2.2   Adaptation 

The second principle of ALife modeling is adaptation, the capability of developing 
advantageous traits in response to a changing environment. Adaptation divides into 
lifetime learning and evolution which operate on different time scales. 

Lifetime learning represents an individual's ability to interact and learn from its envi-
ronment. In contrast, evolution is not defined for individuals, but in the context of entire 
populations. Evolution works with genetic information, called genotypes. Through a 
process of development, the “mapping function” translates genotypes into phenotypes 
which represent the individuals' manifestation within a simulated virtual environment. 
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Subsequently, the phenotype is evaluated by a fitness function which determines if the 
corresponding genotype is selected for further reproduction (figure 2).  

Lifetime learning and evolution are profoundly interwoven. Their interplay leads to 
new and insufficiently understood phenomena like the “Baldwin effect” [5] which 
denotes that over time learnable traits of the phenotype are potentially assimilated into 
the genotype. Hinton and Nowlan clearly demonstrated this effect by a simple evolu-
tionary simulation [6]. 

One of the most fundamental EIBMs are Richard Dawkins' biomorphs [7]. His 
purpose was to demonstrate an evolutionary model on the basis of selection and muta-
tion as proclaimed by Darwin [8], and to point out the feasibility of discovering a  
desired genotype inside a huge genetic space. Biomorphs are two dimensional branch-
ing structures used as a graphic representation of a number of simple binary genes, 
controling features like depth of recursion, angles of branching and length of lines and 
allowing about 500 billion possible combinations. To produce offsprings, biomorphs 
use asexual reproduction by copying the parental genes with some probability of ran-
dom mutation.  

To evolve a biomorph, the user starts with a display of an initially given parent in-
dividual in the center of the screen and twelve children surrounding it. The user sim-
ply clicks on one of the children or the original parent to select it for survival and  
reproduction. Subsequently, the selected biomorph's genes are used to create a new 
generation, and the biomorph as well as its children are again displayed. These steps 
are repeated, and with every generation the biomorphs “adapt” to the given fitness 
function, that is to say, to the taste of the user. In spite of the simplicity of their ge-
netic encoding, the resulting morphologies of biomorphs are surprisingly manifold. 
Some biomorphs may look like insects, microorganisms, trees or other familiar ob-
jects (figure 3). 

The general concept of biomorphs has been extended into models which simulate 
the process of evolution not only based on user selection, but also on agent interac-
tions within a more complex environment [9]. 

Fig. 2. The evolutionary cycle 

 

Fig. 3. Evolved Biomorphs 

3   Simple Agent Approach 

Early implementations of EIBMs tried to capture the processes of evolution by mod-
eling simple reproducing individuals acting on a small set of behavioral routines. 
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Their level of detail was reduced to a one or two dimensional environmental frame-
work and individuals which lacked almost any morphology, but this is sufficient to 
observe ecological interactions between the organisms and the emergence of popula-
tion level phenomena: the limitation of resources introduces a competition between 
the reproducers, and they become engaged in a struggle for existence. According to 
the principle of the “survival of the fittest”, the organisms either develop successful 
strategies or die.  

3.1   Tierra 

In 1992, Tom Ray modeled evolution by the propagation of self-replicating programs 
running on a virtual machine, called Tierra [10]. These programs can be thought of as 
digital organisms whose genotype matches the phenotype, and whose physical envi-
ronment consists of energy, i.e. CPU time, and limited space in memory. 

An evolutionary run is started by introducing a hand-written ancestor program into 
the empty memory. To reproduce, the organism's code is executed. It writes a copy of 
itself into newly allocated memory space. Mutations introduce differences in the off-
springs, and competition for memory causes an evolutionary process to begin. 

During a run, organisms shrink by decreasing the length of their genotype, as 
shorter genes mean less genetic material to be copied more rapidly. Parasites occur, 
i.e. organisms that execute instructions of other programs, and even hyper-parasites 
develop which utilize instructions from parasites. At the same time, hosts evolve im-
munity to parasitism, forcing their parasites to evolve methods to get around the new 
defenses. These observations illustrate the “Red Queen principle” [11] which states 
that coevolving populations are due to continuing development in order to maintain 
their fitness relative to one another.  

Tierra has been used to experimentally examine ecological and evolutionary proc-
esses such as host-parasite density dependent population regulation. Even if Tierra is 
modeled in an abstract virtual fashion, it finds many analogies to the real world and 
its diverse ecological communities.  

3.2   Echo 

John Holland's Echo system [12] is a simulator of virtual ecologies which is geared to 
more lifelike notions of space and time. It investigates mechanisms which regulate 
diversity and information-processing in systems comprised of many interacting adap-
tive agents, or “complex adaptive systems”. 

The surrounding environment is made up of a square toroidal lattice of sites which 
produces different types of regenerating resources, encoded by a letter. Agents are 
located at a site and possess a small set of simple interactions with their environment. 
They can relocate to another site, eat the resources and store them. At the same time, 
the environment charges a maintenance fee which can be considered as metabolic 
cost. An agent also features a small range of predefined inter-agent behaviors which 
are fighting, trading and mating. Fighting and trading allow for resource exchange. If 
an agent has collected sufficient resources to rewrite its genetic code, it reproduces 
asexually or, via mating, sexually. 
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This system exhibits emergent phenomena like the formation of agent communi-
ties and trading networks. Echo was used by environmental researchers to show that 
explicitly deriving differential equations was not necessarily the most accurate 
method for modeling food web complexity [13]. However, due to the high abstraction 
level of the Echo model, the degree of fidelity to real systems is uncertain. 

3.3   Polyworld 

An approach, more faithful to biological systems, was attempted by Larry Yaeger [14]. 
His virtual ecology, called Polyworld, brings together all the principle components of 
real living systems into one artificial system. Polyworld consists of a two dimensional 
plane with growing food bits. Just as in Echo, the agents interact, fight and mate, eat the 
food and relocate by expressing behavioral primitives. However, an agent's architecture 
exhibits more complexity. Its behavior is controlled by a neural network, determined 
from its genetic code. During lifetime, a Hebbian algorithm modulates the synaptic 
weights, so that the agents are able to learn. Moreover, organisms perceive their world 
through a sense of vision from their own point of view. 

An evolutionary run is started with the introduction of a random population whose 
evolution is guided by a simple external fitness function rewarding the individuals' 
activities. If the population is on the verge of dying out, reproduction is regulated by 
the system. Evolved populations that exhibit behaviors which allow them to perpetu-
ate their number by reproduction on their own are said to exhibit a “Successful Be-
havior Strategy”. 

A variety of species with recognizable behavioral strategies, like fleeing, grazing, 
foraging, following, and flocking, evolved from this model. These results met Yae-
ger's primary goal, that is to achieve the emergence of population level behavior from 
elementary naturalistic building blocks. 

3.4   Discussion 

In these early models, the multi-agent architecture of EIBMs is already visible. A 
number of evolving agents is placed in a non-evolving framework. The agents ac-
count for the “living” part of the environment, whereas the framework, representing 
their outside world, can be considered as the “non-living” part. It comprises the space 
where the agents' phenotypes are inserted and potentially holds accessory objects with 
simple dynamics, like obstacles or regrowing food bits. Interactions possibly occur 
among agents and between agents and the non-living component (figure 4). 

Tierra's memory is one dimensional and features no explicit resources at all, so that 
space and CPU time are the only constraints for the individuals. Organisms do not 
migrate, they are bound to their initial location. Hence, the only significant interaction 
between organisms and non-living environment is the allocation of memory for off-
springs. Echo and Polyworld incorporate the notion of food by modeling ingestion of 
nearby located resources and subjecting the agents to metabolism. Echo allows the 
agents to relocate to a discrete neighboring site. Polyworld features a two dimensional 
continuous flat world, in which agents express locomotion commands like “turn” or 
“move forward”. 
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Fig. 4. Standard architecture of an EIBM 

 

Fig. 5. Sims' evolved creatures for walking 

Two major interactions between organisms and non-living environment, i.e. loco-
motion and ingestion have been incorporated, but they are modeled as primitives and 
cannot be affected by evolution. The three presented models have proved that a high 
level of abstraction allows to grasp various population level phenomena. However, 
they yield little results on an individual scale. One of the main obstacles could be the 
lack of morphology that limits the agents' degrees of freedom. The models of the fol-
lowing section particularly tackle this problem. 

4   The Grammar-Based Approach 

Then next generation of EIBMs has been augmented with environments of more 
physical accuracy. This improvement allowed a substantial gain of complexity of the 
individuals' phenotypes and their interactions with the outside environment. In this 
kind of models, a creature's morphology is made up of a number of pre-designed ele-
mental units whose assembly is encoded in the genotype by a grammar-like record 
such as a nested graph or L-system [15]. The presented works still used their own 
implementations of physical dynamics. However, today a number of available physics 
engines relieve researchers of programming this component themselves [16]. 

4.1   Karl Sim's Block Creatures 

In 1994, Karl Sims pioneered a new way of evolving both the morphology and behav-
ior of virtual creatures [17]. Situated in a three dimensional world with realistic phys-
ics, these creatures consist of collections of blocks, linked by flexible joints which are 
controlled by neural circuits. Joint angle sensors and touch sensors allow the creatures 
to obtain information from their environment. A creature's genotype is written as a 
nested directed graph which describes both its morphology and neural control archi-
tecture. This representation provides modularity to the mapping from genotype to 
phenotype, and naturally leads to duplication and recursion of body parts. 

Sims evolved several locomotion tasks like running and jumping on a flat surface, 
or swimming in a virtual marine environment. It turned out that different runs of evo-
lution produced different solutions to the same problem. Some creatures were evoca-
tive of real existing animals like a swimming snake or a walking crab. Others, equally 
effective at their tasks, used strange patterns of movement and form (figure 5). In an 
extending work [18], Sims studied competitive behavior. In a simple game, two  
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opponents had to fight for possession of a cube that was placed halfway between 
them. The creatures not only evolved ways of reaching the cube quickly, but also of 
fending off their opponents. 

4.2   Sexual Swimmers 

Sexual Swimmers [19] is an artificial ecosystem which demonstrates the evolution of 
morphology and locomotion among a population of stick figures in a virtual two di-
mensional pond. A simple model of physics enables the agents to propel themselves 
through simulated water. Swimmers ingest regrowing food bits throughout the pond 
and reproduce by mating with other swimmers. As there is no explicit fitness func-
tion, selection is dictated by the swimmers' locomotion skills which allow them to 
quickly reach a desired goal, either food or mate. Moreover, the agents have basic 
perceptions, and the choice of a mate is influenced by preferences for morphological 
traits like color, length of limbs or degree of agitation. 

When length is considered attractive, populations with elongated bodies and only 
few branching parts emerge. When selecting for color, swimmers of differing colors 
rarely mate with each other and population often breaks into distinct coloration 
groups. This work shows how the phenomenon of sexual attractiveness affects the 
course of evolution in respect of the creatures' body plan as well as locomotion style. 

4.3   Framsticks 

Framsticks [20] is a three dimensional virtual ecology, i.e. a project modeling crea-
tures seeking food in their environment. Besides energy balls that can be ingested by 
the creatures, the outside world is enriched with a non-trivial topology and a water 
level. An agent is made up of connected sticks which can be specialized for various 
purposes like assimilation, strength, ingestion or sensors (figure 6). A neural brain 
computes excitations in neural nets, collects data from the sensors and sends signals 
to effectors that bend and rotate the connection points. 

The Framsticks project proves that an increased level of complexity can yield the 
same results as those obtained in simpler population level simulations, while offering 
much more possibilities to investigate individual level behavior. Like in Sims' work, a 
number of locomotion techniques evolved from this model. Moreover, a comparison 
of different kinds of genotypes was published showing that evolution can be enhanced 
by the choice of well-designed genetic encodings [21].  

4.4   Discussion 

The environments of the presented models are characterized by the adoption of realis-
tic physical dynamics. Ventrella's interest in population level phenomena dictated a 
relatively simple two dimensional pond. Three dimensional flat land and marine envi-
ronments were modeled by Karl Sims, and the Framsticks project merged land and 
water worlds into various landscapes. 

The design of possible interactions between the agents and their outside world still 
focuses on ingestion and locomotion. However, whereas ingestion remains to be mod-
eled by behavioral primitives, the articulated morphology of a creature's phenotype 
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allows for a new vision of locomotion. The behavioral building block of previous 
models is superseded by an emergent result of the agent's morphological activities. 

This fact illustrates how, to achieve a given goal, evolution can exploit the dynam-
ics of the environment. In the case of locomotion, evolution discovered that an organ-
ized behavior of the agent's morphological elemental units allows to relocate its  
phenotype. Nature offers a wide range of further demonstrations of this principle. For 
example, the forces among the molecules of the air lead to properties that allowed to 
evolve birds that flap their wings to fly, plants which disperse their seeds with the 
wind, or humans who stimulate their vocal cords to communicate. 

 

Fig. 6. Framsticks creature and its physics 

 

Fig. 7. Evolved Blockpushers 

5   The Embryogenic Approach 

The grammar-based genotype encoding does not mirror the process of a real creature's 
biological embryogenesis, since the stage of development corresponding to the mo-
lecular chemistry is systematically skipped. The embryogenic approach, inspired by 
evolutionary developmental biology, attempts to evolve the morphology and neural 
architecture of virtual agents in a new, biologically more accurate fashion. 

The mapping from genotype to phenotype takes place during a developmental 
phase. The genotype encodes “functional genes” which express the behavior of a cell 
like division, growth or death, and “regulatory genes” which generate substances that 
affect the activity of both gene types. The interplay between diffusing genetic infor-
mation of adjoining cells forms a genetic regulatory network which directs the trans-
formation of an agent from a single structural unit or cell into a multi-cellular  
organism. 

5.1   Eggenberger's Evolved Morphologies 

The constitutive work in this field was achieved by Eggenberger [22] who evolved 
static morphologies. The environmental framework consists of a discrete three dimen-
sional lattice which constitutes both the diffusion space of various chemicals and the 
sites for the individual cells of the organisms' compound morphology. The lattice ad-
ditionally contains substances whose concentration gradients provide a positional 
information to the cells.  

Eggenberger demonstrated how artificial genetic regulatory networks can be mod-
eled, and that it is possible to evolve artificial multicellular organisms in a way that 
they display high degrees of symmetry. Moreover, his work highlights that differential 
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gene expression dissociates the complexity of information in the genotype from the 
complexity of the evolved phenotype. 

5.2    Blockpushers 

Taking up the idea of embryogenesis, Bongard and Pfeifer [23] developed a simula-
tion system, called “Artificial Ontogeny”, to evolve both the morphology and neural 
control of virtual creatures. Similar to Sims' work, these creatures exist on a flat plane 
within a three dimensional environment endowed with physical dynamics. 

The ontogenetic process transforms a single structural unit in a continuous manner 
into an articulated agent composed of several units: After a unit splits from its parent 
unit, the two units are linked by a rigid connector. The new unit is attached to the 
rigid connector by a one degree of freedom rotational joint. In a similar manner, some 
or all units develop sensors, actuators and internal neural structure (figure 7). In order 
to evaluate its fitness, an agent is first grown and then tested against a given fitness 
function, that is to push a nearby block as far as possible. 

The evolved blockpushers were found to solve the problem, showing that a mini-
mal model of embryogenesis suffices to evolve agents that perform a non-trivial task 
in a virtual environment with physical dynamics. According to the authors, the ob-
tained results “point to the high evolvability of the Artificial Ontogeny system” [23]. 

5.3   Discussion 

The models of this section are characterized by a new approach with respect to the 
agent's genesis. For this purpose, the environments have been enriched with the ca-
pacity of diffusing substances in order to allow the propagation of gene products. In 
addition to the dynamics of realistic physics, the concept of diffusion is another ex-
ample of environmental dynamics that allows emergent phenomena which are, in the 
case of embryogenesis, new ways of phenotypic shaping. 

However, the quality of diffusion is only exploited during the process of the agents' 
developmental phase. Eggenberger abstains from complex physical dynamics as he is 
only interested in static phenotypes, whereas Bongard and Pfeifer adopt a physics-
based three dimensional space in order to study morphological activity. Interactions 
between full-grown agents and the outside world do not seem to exceed those in the 
models of the last section. 

The recency of the approach does not allow for final conclusions, but it is ques-
tionable whether further research will considerably surpass the results of grammar-
based encoding schemes, as long as the environment is not endowed with new  
properties. Two approaches are suggested in the next section. 

6   Synthesis and Conclusion 

The study of EIBMs is becoming an increasingly important domain in Artificial Life 
research. EIBMs allow to investigate the laws of the evolution of autonomous agents 
at individual and population level. They are based on the two concepts of emergence, 
as the models are based on individuals, and adaptation, as evolution and possibly life-
time learning allow the individuals to enhance their fitness.  
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A short and non-exhaustive survey of influential EIBMs during the past twenty 
years has been presented in this paper. The works can be grouped into four periods 
which reflect a particular state-of-the-art. Successes have been made with respect to 
evolving both population level and individual level phenomena. Virtual ecologies 
achieve the formation of simple group behavior such as flocking or trading. As to 
evolution of individuals, simple locomotion behaviors can be readily bred. 

From the view of creative and long-lasting evolution, it has to be recognized that in 
every model evolution ceases after initial progress. After all, current ALife approaches 
“do not seem to be as alive as we might hope” [24]. In search of a reason for this phe-
nomenon, the history of EIBMs can teach a lesson: In early models, the main focus was 
placed on the emergent relationships between the evolving agents, whereas their outside 
world was somewhat considered as an uninteresting framework whose primary function 
was the supply of space and, at best, food bits. When the design of the environment 
switched to physical models, evolution was given the possibility to exploit dynamics not 
only among agents, but also between agents and environment, which resulted in the 
emergence of locomotion behaviors. However, after this incisive changeover, most of 
the attention returned to the agents. Even in more recent models the outside world re-
mains not much more than an inert vacuum space whose sole purpose is to allow the 
agents to express their morphological activities. It stands to reason that if more care was 
accorded to the design of the environmental framework, evolution would not fail to dis-
cover ways to make use of its dynamics. This idea is indeed not a new one, since early 
pioneers in Artificial Life like John Holland already stated in 1962 that "the study of 
adaptation involves the study of both the adaptive systems and its environment" [25]. 

Starting from the current state-of-the-art, different ways of enriching the envi-
ronment can be considered. As seen in the discussions of sections 4 and 5, the idea of 
creatures initiating dynamics in the environment might have been underestimated in 
current models. In extension to the embryogenic diffusion space, the environments 
could be enriched with several media whose properties can be exploited by evolution. 
If the media are able to propagate information, the approach could also provide new 
ways of communication among the creatures. Furthermore, since ingestion is still 
modeled as a behavioral primitive, a simple chemical model could complement the 
physical one and extend the creatures' metabolism to ingestion, digestion and excre-
tion. Phenotypic evolution would occur not only at a functional, but also at a physio-
logical level and affect the creatures' resource management. This approach is based on 
the idea that a fundamental criterion for Life is the presence of a metabolism. To be 
considered as “alive”, any being, natural or artificial, should convert matter or energy 
of the environment into suitable forms for its organism [26].  

These few ideas are only suggestions of how to reconsider the significance of all 
the components of a model in the research about life-at-it-is and life-as-it-could-be. 
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Abstract. This paper presents an enhanced genetic algorithm for the protein 
structure prediction problem. A new fitness function, that uses the concept of 
radius of gyration, is proposed. Also, a novel operator called partial optimiza-
tion, together with different strategies for performance improvement, are de-
scribed. Tests were done with five different amino acid chains from 20 to 85 
residues long and better results were obtained, when compared with those in the 
current literature. Results are promising and suggest the suitability of the pro-
posed method for protein structure prediction using the 2D HP model. Further 
experiments shall be done with longer amino acid chains as well as with real-
world proteins. 

1   Introduction 

A protein is a chain of amino acid residues that folds into a specific native 3-
dimensional structure under natural conditions, just after being synthesized in the 
ribosome. The task of predicting this 3-D structure is called the protein structure pre-
diction problem (PSP) and its resolution is of great importance for modern molecular 
biology. 

Exhaustive search of the entire conformational space of a protein is not possible, 
even for the small ones. Simplified models, where amino acids are laid on a 2- or 3-
dimensional lattice, have been proposed. Again, such models are feasible only for 
small proteins, due to its NP-completeness [1]. Consequently, heuristic optimization 
methods seem to be the most reasonable algorithmic choice to solve PSP, and, 
amongst them, many evolutionary computation approaches have been proposed [2], 
[3], [4], [5], and [6]. In this paper we present an improved genetic algorithm for PSP. 
Its most important feature is a new fitness function capable of directing the search 
towards good protein conformations. Using a benchmark, results show that our im-
plementation achieves optimal or quasi-optimal solutions for small proteins.  

2   2D HP Model 

The 2D HP (2-dimensional Hydrophobic-Polar) model was introduced by [7] and it is 
the most widely studied discrete model for protein folding in the recent literature. It 
models the concept that the major contribution to the free energy of the native  
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conformation of a protein is due to interactions among hydrophobic residues. They 
tend to form a core in the protein structure while surrounded by hydrophilic residues 
that interface to the environment. 

In the HP model, the 20 standard amino acids are divided into two types, according 
to its affinity to water: hydrophobic (H for non-polar) or hydrophilic (P for polar). As 
it is a lattice model, the amino acid chain is embedded in a 2- or 3-dimensional square 
lattice and the movements of the chain are restricted to angles of 90o. In a legal con-
formation, the adjacent residues in the sequence must be adjacent in the lattice and 
each lattice point can be occupied by only one residue. 

The free energy of a conformation is inversely proportional to the number of hy-
drophobic non-local bonds (or H–H bond). An H–H bond occurs if two hydrophobic 
residues occupy adjacent grid points in the lattice but are not consecutive in the se-
quence. Each such interaction contributes with –1 to the energy value. 

3   Implementation 

In this section, we describe in details the application of a genetic algorithm (GA) and 
the strategies proposed to improve its performance. 

3.1   Chromosome Encoding 

The dynamics and effectiveness of a GA is strongly influenced by the way solutions 
are represented. There are two ways of representing a chain in a lattice: either using 
absolute or relative coordinates. In the former, every amino acid uses Cartesian coor-
dinates to define its position in the lattice. In the latter, the definition of an amino acid 
position takes into account the position of the previous one, with relative movements. 
Based on the results presented by [8], our implementation uses internal coordinates. 
Due to the 2-dimensional lattice used, there are only three possible moves, regarding 
the previous amino acid of a chain: (R)ight, (L)eft and (F)orward. These moves indi-
cate that the next amino acid of the chain will be folded (together with the remaining 
forward chain) 90 degrees to the right, to the left or the chain will be stretched ahead. 

Therefore, the GA will have a population of individuals with a single chromosome, 
each one representing a complete conformation. The chromosome is composed by a 
number of genes corresponding to the number of amino acids in the chain minus one 
(the starting amino acid of the chain), and every gene is defined over the alphabet  
{R, L, F}. 

3.2   Initial Population 

In this problem, a constraint to be handled is related to the self-avoidance of a con-
formation, i.e., whether illegal conformations are allowed during evolution or not. If 
not, it is necessary a procedure that guarantees the generation of only legal conforma-
tions in the initial population and in the application of the genetic operators. Another 
approach, called penalty method, allows the existence of unfeasible conformations 
during the evolution, but a penalty is added (to the fitness value of the individual) for 
every lattice point at which there is a collision of more than one amino acid. Our im-
plementation uses the penalty method. 
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According to [3], the encoding in relative internal coordinates exhibits the problem 
that initial populations (randomly created) tend to have an increasing number of colli-
sions as the length of the protein increases, making the GA waste efforts with illegal 
conformations before promising conformations can be found. Based on this statement, 
a different strategy was used to create the initial population aiming to minimize the 
collisions while generating a larger initial genetic diversity. This strategy divides the 
population into two parts that are generated differently. The proportion of each part is 
established by a user-defined parameter called PopIniFull. The first part of the popu-
lation is randomly generated, as usual, and this is the part that the percentage of the 
PopIniFull parameter indicates. The second part is generated considering each indi-
vidual as totally unfolded and then applying a number of random mutations between 3 
and the total number of genes in the chromosome, uniformly distributed. Using this 
method, there will be a certain amount of individuals having few mutations that in-
creases the diversity of the initial population and allows that the unfolded parts of the 
individuals help the evolution process. 

3.3   Fitness Function 

To evaluate an individual, it is necessary to translate its genotypical encoding, defined 
over the alphabet {R, L, F}, to obtain its Cartesian coordinates. This procedure allows 
knowing how the amino acids are disposed in the lattice, and then, the computation of 
an objective goodness measure of the conformation. In this work, we propose a new 
fitness function composed of three terms, as shown in Equation 1: 

PHH RGRGNLBFitness ××=  (1) 

where NLBH is the number of hydrophobic non-local bonds of the conformation and 
RGH and RGP are terms computed using the radius of gyration of the hydrophobic and 
hydrophilic residues, respectively, as explained below. The product of all terms in this 
equation indicates that all of them should be maximized. 

3.3.1   Hydrophobic Non-local Bonds 
It is believed that hydrophobic non-local bonds are the main force that drives the pro-
tein folding process. We are considering the problem as the maximization of the num-
ber of H–H bonds thus, for every hydrophobic non-local bond, NLBH is added by 1. 
Since we are using a penalty method, NLBH is decreased whenever a collision occurs. 
The penalty term, decremented from NLBH, is composed by the number of grid points 
which are occupied by more than one residue, multiplied by the penalty weight which, 
in turn, is set according to the chain length: the longer the chain, the higher it is.  

3.3.2   Radius of Gyration 
The original HP model uses only the hydrophobic non-local bonds term to evaluate an 
individual but, according to [8], without a modified energy function, there will exist 
large plateaus in the energy landscape on which local search cannot find a descent 
direction, leading to a random search. This fact was also experienced in our prelimi-
nary implementation and, aiming to avoid this trap and enhance the fitness function, 
we propose the use of a new concept, called radius of gyration (RG).  
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RG of a solid body is the radial distance from a given axis at which the mass of a 
body could be concentrated without altering the rotational inertia of the body rela-
tive to that axis [9]. Hopefully, using RG in the fitness function the fitness land-
scape can be changed in such a way that the fitness function rewards more compact 
conformations with the same number of H–H bonds, bringing the evaluation closer 
to reality. 

RG, in the scope of the PSP, indicates how compact a set of amino acids is: the more 
compact a conformation, the smaller is its radius of gyration. In this term of the fitness 
function, only hydrophobic residues were considered, rewarding the conformations that 
have smaller values of radius of gyration. This term is presented in Equation 2: 
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where xi and yi are the Cartesian coordinates of the i-th hydrophobic residue, X and 
Y  are the mean values of all hydrophobic xi and yi, respectively; NH is the number of 
hydrophobic residues in the chain; and MaxRGH is the radius of gyration of the amino 
acid chain totally unfolded. The second part of Equation 2 represents the radius of 
gyration of hydrophobic residues related to the point given by the mean coordinates, 
and it is subtracted from MaxRGH in order to maximize RGH. 

The term related to the hydrophilic radius of gyration in the fitness function has the 
opposite purpose as RGH: it fosters the spreading of hydrophilic residues towards the 
edge of the conformation. This term is calculated in the same way as in Equation 2, 
except that, in this case, only hydrophilic residues are considered, and it is not sub-
tracted from any other value (as in Equation 2). Using RGH computed before, RGP can 
be obtained using Equation 3: 
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In Equation 3, DIFRG computes the difference between the hydrophilic and the 
hydrophobic radii of gyration. A positive difference for DIFRG means that the hydro-
phobic residues are buried inside the conformation, while the hydrophilic ones are 
outside. Such situation is desired and in this case, the hydrophilic radius of gyration 
has no influence in the fitness function. However, if the opposite is true, meaning that 
the hydrophobic residues are more spread than the hydrophilic, which is not desired, 
this conformation will be penalized, decreasing its fitness value. 
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3.4   Genetic Operators and Local Improvement Strategies 

In GA, genetic operators are used to create new individuals by means of modifying 
existing ones. Therefore, it is necessary a method for choosing individuals from the 
current population in order to apply the genetic operators. We used the tournament 
selection method that randomly selects a number of individuals from the population. 
These individuals compete in a tournament and the best one is chosen for the applica-
tion of the operators. The first operator that is applied during the generation of a new 
population is the crossover operator. For this problem, this operator plays an impor-
tant role since a piece of structure (conformation) that has been adequately folded can 
be of further use in the construction of a complete solution [10]. Two types of cross-
over were implemented: 1- and 2-point crossover and both are applied with the same 
probability during the evolution. 

Another operator commonly used in GA is mutation. In this work, two different 
types of mutation were developed. The first is the simple mutation where each gene is 
tested, according to the mutation probability, to verify whether the actual value of the 
gene will be changed or not. The second type, called Improved Mutation, works as the 
simple mutation except by the fact that after each mutation is applied, the individual is 
reevaluated to check if its fitness has increased. In this case, the change is maintained, 
otherwise it is discarded. In order to guarantee some diversity during the evolution, 
40% of the mutations are simple and 60% are improved mutations. 

In our implementation, both crossover and mutation probabilities are not fixed dur-
ing generations. They have an initial and a final value, respectively for the first and 
the last generation. The exact probability value in a given generation is a linear inter-
polation of the initial and final values. 

A specially devised operator used in this work is named Partial Optimization. The 
basic idea of this operator is to randomly select two non-consecutive residues of the 
protein and fix their position in the lattice. Then, all the different possibilities of locat-
ing the intermediate residues maintaining the connectivity of the chain are calculated. 
The conformation that gives the maximum fitness among all of them is kept. This 
operator was inspired in a generalization of the 2-opt heuristics proposed by [11] for 
the traveling salesman problem. The number of intermediate residues to be permu-
tated is a user-defined parameter named Partial Optimization size. 

In preliminary tests, the GA frequently got trapped in local minima. Thus, it was 
necessary to implement a strategy, called Decimation, to make the GA overrides this 
situation. After each generation, the fitness of the best individual is checked in order 
to verify whether or not it has changed from the previous generation. If not, a counter 
is increased by 1. If so, the new best fitness is kept and the counter is reset to 0. When 
the non-improvement counter reaches 10, the decimation strategy is applied. The idea 
is to eliminate all individuals of the current population, except the best, and generate 
again a new population (in the same way explained in section 3.2), including the best 
individual previously found. Applying this strategy makes the population to have a 
large genetic diversity, hopefully allowing further evolution. A point that needs to be 
taken into account is the fact that all the newly generated population probably will 
have very low fitness values compared to the best individual previously found. There-
fore, it is necessary to decrease the selective pressure giving more chance to all indi-
viduals to be selected. This is done by decreasing the tourney size in the selection 
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method at the same time that the probability of applying the Improved Mutation is 
increased. This strategy decreases competitiveness between individuals and permits 
that all the population becomes, on average, a little better and contributes to the evo-
lution. When this strategy is applied, the non-improvement counter returns to 0 and 
the verification of the best fitness change proceeds until the last generation. 

4   Computational Experiments and Results 

Several experiments were performed with the same instances used in [12], for five 
amino acid chains with 20, 36, 48, 64, and 85 residues. Such instances are not real-
world proteins, but a benchmark for which the optimal folding with the 2D HP model 
is known. Despite of this, it would be interesting to evaluate our method comparing it 
with a similar one, over the same instances. According to [12], the maximum number 
of H–H bonds for those instances are: 9, 14, 23, 42, and 52, respectively. 

For all the experiments, the parameter set used is shown in Table 1. It was not done 
a combinatorial experiment so as to find the most efficient set of parameters within 
the possible range. Instead, we conducted some preliminary tests with different com-
binations of parameters using a single instance. The set of parameters that performed 
best among the combinations tested was chosen as default. It is worth to note that 
possibly another set of parameters could perform better than those used here, but this 
investigation is subject of future research. 

Table 1. Set of parameters for the genetic algorithm 

Parameters Values 
Population size 500 
Number of Generations 100 
PopIniFull 30% 
Tourney size 3% 
Elitism Yes 
Crossover probability (initial / final) 50% / 70% 
Mutation probability (initial / final) 5% / 10% 
Partial optimization probability 4% 
Partial optimization size 7 residues 

Table 2. Comparison of results. Numbers in parenthesis indicates how many times the best 
score was found in 100 different runs and the bold values indicate the best result for a given 
instance. 

König and Dandekar [12] Our implementation Chain 
length Best solution Mean value Best solution Mean value 

20 9 (100×) 9.00 9 (100×) 9.00 
36 14 (8×) 12.40 14 (6×) 12.44 
48 23 (1×) 18.50 23 (2×) 20.06 
64 37 (1×) 29.30 40 (1×) 33.58 
85 46 (1×) 40.80 51 (2×) 45.74 
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As mentioned before, the penalty weight was (empirically) set according the length 
of the chain: 2, 2.5, 3, 3.5 and 4 for the 20-, 36-, 48-, 64- and 85-residue chains, re-
spectively. 

Tests were run 100 times and the individual with the highest number of hydropho-
bic non-local bonds from the last generation was considered the best of the run. The 
overall best individual for each instance is shown in Table 2, together with the num-
ber of times this solution was found within 100 runs. The mean number of H–H bonds 
of the 100 best individuals was calculated and also presented in that table, together 
with the results obtained by [12], for the purpose of comparison.  Values in bold 
represents the best solutions. 

For the 20-residue chain, as the global minimum was always reached, the perform-
ance measure considered was the mean number of energy evaluations needed to find 
the global minimum. König and Dandekar’s implementation needed an average of 
11824 energy evaluations while ours took 10830. 

For the first three chains (namely, 20, 36 and 48 amino acids chains) our results 
were very similar to [12]. Both implementations were able to find the global optimum 
but, in average our implementation performed better for the 36- and 48-long amino 
acid chains.  For the 64- and 85-long amino acids chains, our implementation ob-
tained much better results than [12], either considering the best result or the mean 
value of energy function. For both instances, our best result was very close to the 
optimal solution known (42 and 52 H–H bonds, respectively). 

 

Fig. 1. Best conformations found for the 85-long amino acid chain 

In general, our GA got similar results to [12] for the smaller chains and better re-
sults for the longer chains. It is important to consider that a difference of one bond 
from a conformation to another indicates a great improvement obtained by the algo-
rithm and jumping from the closest local minimum to the global minimum can be 
considered a great achievement. From a solution to another with single bond more, it 
can mean a quite different folding. 

The two best results found for the 85-residue chain are presented in Fig. 1, where 
the black dots are the hydrophobic residues and the white dots, the hydrophilic. The 
biggest dot is the beginning of the chain. 
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5   Conclusions 

This paper presented novel strategies for using a genetic algorithm for the protein 
structure prediction problem using the 2D HP model. The use of the concept of radius 
of gyration in the fitness function took some smoothness to the fitness landscape, 
allowing better solutions to be found. Using this fitness function, two conformations 
with the same number of H–H bonds can be adequately discriminated. Also, the use 
of the partial optimization and improved mutation operators, together with the deci-
mation strategy have enhanced the GA, allowing it to escape from local minima.  

Besides the enhancements in the GA, it is important to emphasize the results ob-
tained. While for short chains the results got no significant improvements (compared 
with [12]), for the long ones, significant local minima were found, suggesting that 
there is room for further improvement with longer chains. This subject shall be ad-
dressed in further experiments. 

The two different solutions shown in Fig. 1 emphasize the difficulty of the PSP 
problem using a lattice model. The use of this model and the energy function based on 
the number of H–H bonds implicitly implicates a (strongly) multimodal fitness land-
scape with many equal-sized plateaus. This fact, by itself, requires efficient search 
strategies specially when using evolutionary computation techniques.  

Exhaustive experiments aiming to find the best parameter set for the GA were not 
performed, even though the results achieved were very promising. Finding such set of 
parameters is computationally intensive and care must be taken on its generalization. 
Experience suggests that not only the size of the amino acid chain is important, but 
also, some implicit characteristic of the folded structure. These research directions 
will be explored in the near future. 

Overall, results encourage the continuity of the work towards a more complex lat-
tice model, and further tests with the use of real-world protein sequences. 
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Abstract. An encoding scheme for protein folding on lattice models,
inspired by parametric L-systems, was proposed. The encoding incorpo-
rates problem domain knowledge in the form of predesigned production
rules that capture commonly known secondary structures: α-helices and
β-sheets. The ability of this encoding to capture protein native con-
formations was tested using an evolutionary algorithm as the inference
procedure for discovering L-systems. Results confirmed the suitability
of the proposed representation. It appears that the occurrence of motifs
and sub-structures is an important component in protein folding, and
these sub-structures may be captured by a grammar-based encoding.
This line of research suggests novel and compact encoding schemes for
protein folding that may have practical implications in solving meaning-
ful problems in biotechnology such as structure prediction and protein
folding.

1 Introduction

Proteins are complex organic compounds made up of amino acids joined by
peptide bonds1; they are essential to the structure and function of all living
beings; and are amongst the most studied molecules in biochemistry. Proteins
fold naturally into unique 3-dimensional structures, known as their native state
or tertiary structure. The biological role of a protein will depend on this 3D
conformation which in turn is determined by its amino acid sequence (also known
as primary structure). Biochemists also distinguish secondary structures which
are highly patterned sub-structures – mainly α-helices and β-sheets – that are
locally defined, so there can be many secondary motifs present in a single protein
(see Figure 1).
1 An amino acid is any molecule that contains both amino and carboxylic acid func-

tional groups. A peptide bond is a chemical bond formed between two molecules
when the carboxyl group of one molecule reacts with the amino group of the other
molecule, releasing a molecule of water.
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Fig. 1. A representation of the 3D structure of myoglobin, showing shaded α-helices

Genome projects are producing vast amounts of amino acid sequences, but
understanding the biological role of these proteins will require knowledge of their
structure. The problem of predicting the 3D conformation of a protein from its
linear sequence, is known as the protein structure prediction problem (PSP).
Although, biochemists use empirical techniques (e.g. magnetic resonance, and
X-ray crystallography) on protein crystals in order to infer their conformations,
these methods are costly and time consuming. Computational structure predic-
tion methods will provide valuable information for the large amount of sequences
whose structures will not be determined experimentally. Two classes of compu-
tational methods for the PSP are distinguished [1]. The first (e.g. threading and
comparative modelling) rely on detectable similarities between the modelled se-
quence and known structures. The second class of methods, de novo or ab initio
methods, predict the structure from sequence alone, without relying on similarity
at the fold level between the modelled sequence and any of the known structures.
Several heuristic search methods (e.g. monte-carlo methods, simulated annealing,
and evolutionary algorithms) have been applied for de novo structure prediction
[20, 4, 16, 11]. However, PSP is still an open problem and large instances are
difficult to solve. A possible cause hindering the scaling of these techniques, are
the current direct encodings used (see section 2.1). In the context of EAs ap-
plied to design, it has been argued that a generative or rule-based scheme, that
specifies how to construct the phenotype, as opposed to a direct encoding of the
phenotype; can achieve greater scalability through self-similar and hierarchical
structures [7, 2, 8]. Moreover, a generative encoding would be a more compact
representation of a solution. A first approach to a generative encoding for the
PSP was presented in [6], where non parametric L-systems were evolved to cap-
ture protein tertiary structures. This approach although promising, met only
partial success since the search process was slow and required many executions
of the algorithm to obtain a successful L-system. Here we improved those re-
sults with two extensions: first, we consider parametric L-systems, and secondly,
we incorporate knowledge about secondary structures in the form of predefined
rules.

Previous work on evolving L-systems both for capturing blood vessels on the
eye [9], and the growth process of trees [3], have had to rely on specific knowl-
edge of the problem domain in order to enhance the algorithms’ performance.
This knowledge was, in both cases, incorporated in the form of predesigned
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fixed rules. On the other hand, previous studies on protein folding simulations
with evolutionary algorithms, have used knowledge about secondary structure
in order to improve the algorithms’ behavior on large instances [13, 16, 10, 15].
Thus, the evidence gathered from previous research suggests that incorporating
domain knowledge in the form of predesigned rules that capture secondary sub-
structures, would enhance performance. In this paper we test this hypothesis and
compare results with the non parametric L-systems (without knowledge about
secondary structures) suggested in [6].

The next section will describe the model of folding used for the experiments
in this paper, the HP model. This model although simple still captures the
essential properties of protein folding. The currently used encodings for heuris-
tic approaches to PSP in the HP model (which are all direct encodings), are
also described. Thereafter, section 3 describes the formalism of L-systems. The
proposed encoding, and evolutionary algorithm used are described in section
4. Section 5 presents and discusses our results, and finally section 6 offers our
conclusions and hints for future work.

2 The HP Model

A major driving force in determining the tertiary structure of proteins is the
hydrophobic effect. The idea behind this effect is that, energetically, protein
folding is driven by two factors: hydrophobic(or “oily) groups “prefer” to “get
away” from water, and hydrophilic (or polar) groups “prefer” to “dissolve” in
water. Thus, the polypeptide chain folds such that the nonpolar amino acids
are “hidden” within the structure and the polar residues are exposed on the
outer surface. The HP model [5] captures this idea: only two types of monomers
are distinguished: hydrophobic (H), and polar or hydrophilic (P). The set of
valid protein structure conformations is the space of all self-avoiding paths
(on a selected lattice, e.g., square 2D, triangular, cubic, diamond, etc.), with
each amino acid located on a lattice bead. Hydrophobic units that are ad-
jacent in the lattice but non-adjacent in the sequence (also called non-local
H-H contacts) add a constant negative factor (generally =-1) and all other
interactions are ignored. The native state is thought to be the global energy
minimum.

Fig. 2. Native structure in the square 2D lattice for the primary sequence
HPHPPHHPHPPHPHHPPHPH. White boxes corresponds to H , and black to P
amino acids. The arrow indicates the starting point, and the dotted lines the non-local
H-H contacts.
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2.1 Problem Encoding

In the HP model, the structures can be represented by Cartesian coordinates,
internal coordinates or distance geometry. We consider here internal coordinates,
which can be absolute or relative. Under the absolute encoding, the structures
are represented by a list of absolute moves. In a 2D square lattice, for example, a
structure is encoded as a string in the alphabet {Up,Down,Left,Right}. When
using relative coordinates, each move is interpreted in terms of the previous one,
like in LOGO turtle graphics; a structure is encoded as a string in the alphabet
{Forward, TurnLeft, TurnRight}. Figure 2, shows the optimal folding of an
example protein, the structure is coded either as RDDLULDLDLUURULURRD

(absolute encoding) or RFRRLLRLRRFRLLRRFR (relative encoding). The
number of non-local H − H contacts is nine. That is, the folding energy is -9.

3 L-Systems

L-systems are a mathematical formalism proposed by the biologist Aristid Lin-
denmayer in 1968 as an axiomatic theory of biological development. More re-
cently, L-systems have found several applications in computer graphics [19, 18].
Two principal areas include generation of fractals and realistic modelling of
plants. Central to L-systems, is the notion of rewriting, where the basic idea
is to define complex objects by successively replacing parts of a simple object
using a set of rewriting rules or productions. The rewriting can be carried out
recursively.

The essential difference between traditional formal language grammars and
L-systems lies in the method of applying productions. In formal languages pro-
ductions are applied sequentially, whereas in L-systems they are applied in par-
allel, replacing simultaneously all letters in a given word. This difference reflects
the biological motivation of L-systems. Productions are intended to capture cell
divisions in multicellular organisms, where many division may occur at the same
time.

A formal definition of L-systems is as follows [18]: Let V denote an alphabet,
V ∗ the set of all words over V , and V + the set of all nonempty words over V . A
L−system is an ordered triplet G = 〈V, ω, P 〉, where V is the alphabet, ω ∈ V + is
a nonempty word called the axiom and P ⊂ V ×V ∗ is a finite set of productions.
If a pair (a, χ) is a production, we write a → χ. The letter a and the word χ
are called the predecessor and sucessor of this production respectively. It is
assumed that for any letter a ∈ V , there is at least one word χ ∈ V ∗ such that
a → χ. If no production is explicitly specified for a given predecessor a ∈ V , we
assume that the identity production a → a belongs to the set of productions P .

The derivation process of an L-system can be formally stated as follows: Let
μ = a1 . . . am be an arbitrary word over V . We will say that the word ν =
χ1 . . . χn ∈ V ∗ is directly derived from (or generated by) μ, and write μ ⇒ ν, if
and only if ai → χi for all i = 1, . . . , m. A word ν is generated by G in a derivation
of length n if there exists a developmental sequence of words μ0, μ1, . . . , μn such
that μ0 = ω, μn = ν and μ0 ⇒ μ1 ⇒ . . . μn.
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L-systems can be classified into context-free and context sensitive, according
to whether production rules refer only to an individual symbol, or to a particular
symbol only if it has certain neighborhood. L-systems can be also be determin-
istic or non-deterministic, according to whether there is exactly one production
for each symbol, or there are several, and each is chosen with a certain prob-
ability during each iteration. Finally, L-systems can be parametric if there are
numerical parameters associated with the symbols or productions.

4 Method

4.1 The Proposed Encoding: PFL-System

The encoding proposed is a simplified parametric, context-free L-system. The
alphabet will depend on the lattice and coordinate system used. For the experi-
ments reported here, we selected the square 2D lattice with relative coordinates.
Thus, the terminal symbols are {F, L, R}. Two non-terminal symbols: A and H
are included, they represent the predecessors of two predefined rules that capture
secondary structures. Thus, the l-system’s alphabet is V = {F, R, L, A, H} (see
Table 1). The axiom ω is a nonempty word in V +, each symbol in the axiom
has a parameter associated that determines the number of times it is repeated.
The maximum for these repetition values are displayed in Table 1. These values
were selected empirically for the set of (relatively short) instances studied in this
paper, they are likely to depend on the instances length and complexity. The
two prefixed rules are A = RRLL and H = LLRR, and represent a single coil
of a right-oriented and a left-oriented α-helix respectively (Figure 3). The sec-
ondary structure known as β-sheet is represented in the 2D Square HP model as
a strings of F s, so this substructure is also easily captured by the proposed en-
coding (symbol F with a parameter n > 1) (Figure 3). We termed our encoding
PFL-system, where P stands for parametric, and F for fixed rules.

Table 1. L-system’s symbols and their interpretation

Command Description Max. n Symbol
forward(n) move forward n times 4 F
right(n) move right n times 2 R
left(n) move left n times 2 L

right helix(n) right helix n times 2 A
left helix(n) left helix n times 2 H

Fig. 3. Secondary structures in the 2D HP model: (a) right-oriented α-helix, A =
RRLL; (b)left-oriented α-helix H = LLRR, (c) β-sheet , F n, n 2
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4.2 Evolutionary Algorithm

In order to test whether the proposed encoding can capture a target folding in
the 2D HP model, we used an EA as the inference procedure for exploring the
L-system’s space. Given a target structure in direct encoding (internal relative
coordinates) the EA will evolve a generative encoding (L-system) that, once
derived, would match closely the original target. The EA implemented was gen-
erational with linear ranking selection and elitism. As the variation operators, a
recombination and three mutation operators were implemented. A mate selec-
tion strategy [17] (dissasortative mating) was also implemented as a mechanism
for increasing the population genetic diversity. Dissasortative mating was imple-
mented as follows: when selecting two individuals for a crossover, the first parent
was selected as usual. To chose the second parent, a set of s (scan size) individ-
uals were selected using the GA fitness-based selection method. Thereafter, the
similarity between each of these s phenotypes and the first parent was computed,
the phenotype with less similarity was chosen. For the experiments reported here,
Hamming distance was used as the similarity measure, and the scan size s was
set to 5. Two stopping criteria were considered: (i) if an individual arises with
the maximum fitness, that is, its L-system grammar exactly represents the target
folding; or (ii) a preset maximum number of generations is reached. The initial
population, genetic operators, and fitness evaluation are described below.

Initialization. L-systems has two predefined production rules: A and H , and
the axiom is a variable length word ω ∈ V +. A new individual is created by
generating a random axiom of 5 to l symbols; where l is slightly larger (about
5%) than the string length of the target folding. In producing the axioms, the
probability of generating a terminal symbol {F, L, R} is 0.95 whilst that of gen-
erating a non-terminal symbol {A, H} is 0.05. These values were empirically
selected and more exhaustive studies should be performed, since the algorithm
behavior was found to be sensitive to these probabilities. Moreover, the most
effective settings are likely to depend on the particular instance under study.

Mutation. Three mutation operators were implemented: (i) addition, (ii) dele-
tion, and (iii) modification of a single symbol in the axiom of an individual. The
modification operator may alter either a symbol or its associated parameter.
When a mutation is to be performed, 60% of times it will be a modification,
30% an addition, and 10% deletion.

Recombination. Recombination takes two individuals, p1 and p2 as parents
and creates two offspring o1 and o2. Recall that individual’s axioms are of vari-
able length; a single cross point is randomly selected considering the length of
the shorter axiom (lets consider it to be p1). o1 is of the same length as p1
and inherits from it the left sub-sequence (before the cross point); and the right
sub-sequence from p2. o2 is of the same length as p2, and inherits from it the
sub-string before the cross point, then it inherits from p1 all the symbols after
the cross point, finally any remaining symbols to complete the length of o2 are
taken from p2. Thus the proposed crossover has reminiscences with both 1-point
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Fig. 4. Example of a crossover operators between two individuals of different lengths

and 2-point crossover. It will be a 1-point crossover if the two parents have the
same length. An example of this operator is detailed in Figure 4.

Derivation and Fitness Function. For computing an individual’s fitness, its
L-system is derived. Phenotypes are directly derived from the axiom, that is,
a single derivation step suffices for producing the phenotype from the genotype
since the production rules are fixed, and contain only terminal symbols. The
derived string will be truncated as soon as the length of the target folding is
reached. This means that the rightmost part of the axiom may be discarded.
The fitness value will be the number of matches between the produced phenotype
and the target folding, that is a generalized Hamming distance. So, the minimum
fitness is 0 and the maximum is the length of the desired folding.

5 Experiments and Results

Two sets of experiments were carried out. The first set compared the performance
of the newly proposed encoding against the D0L-system implemented in [6]. The
same group of proteins instances (see Table 3), and similar EA parameter settings
(see Table 2) were employed for the sake of comparison. These four instances
are available at http://www.cs.nott.ac.uk/˜nxk/hppdb.html; and their foldings
were obtained using MAFRA (Memetic Algorithm FRAmework) [14]. Notice
that these foldings are not necessarily optimal, but are close to the optimal
solution.

The number of successes (runs that produced the target folding exactly) out
of 50 runs, is shown for each encoding (Table 4). Also a summary of the secondary

Table 2. Parameter values used for the experiments

Parameter Value
Max. Number of Generations 2000

Population Size 50
Mutation Rate 0.05

Recombination Rate 1.0
Mating Strategy Disassortative (5)
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Table 3. Benchmark protein instances for the 2D HP model. L stands for the folding
length, which is also the maximum attainable fitness of our EA approach.

Name Protein Sequence Target Folding L

Ins18a HPHPPHHPHPPHPHHPPHPH RFRRLLRLRRFRLLRRFR 18
Ins18b HHHPPHPHPHPPHPHPHPPH RRFRFRLFRRFLRLRFRR 18
Ins22 HHPPHPPHPPHPPHPPHPPHPPHH RLLFLFFRRFLLFRRLRFFRRF 22
Ins23 PPHPPHHPPPPHHPPPPHHPPPPHH FFRRFFFLLFFFFRRFFFFLLFF 23

Table 4. Comparing No. of successful runs (runs that produced the target folding
exactly) using both D0L-systems as proposed in [6], and the parametric L-system with
fixed rules (PFL-system) proposed here

Instance Secondary Structures D0L-system PFL-system
Ins18a A, H 5/50 14/50
Ins18b None 3/50 1/50
Ins22 None 1/50 1/50
Ins23 F 3, F 4, F 4 1/50 49/50

structures found by the algorithm is included. Notice that for the instances where
secondary structures were present (Ins18a and Ins23), the new encoding (PFL-
system) produced a significant higher rate of success. Whereas for the other
two instances where there were not α-helices or β-sheets, the performance was
comparable with that of the previously proposed encoding.

In order to have a dynamic view of the two encodings’ performance, the best
fitness (averaged over 50 runs) was plotted for each generation on a selected
instance (Ins18a) (see Figure 5, Left). The best performance over the whole run
is clearly produced by the parametric L-system with fixed rules (PFL-system).

The encoding proposed in [6], was unable to capture the folding of instances
longer than twenty or so amino acids. For example, for an instance of length 34
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Fig. 5. Best-performance-trace curves. Left: Ins18a with two encodings; D0L-systems
as proposed in [6], and the parametric L-system with fixed rules (PFL-system) proposed
here. Right: Ins34c with and without recombination. The curves show the average of
50 (Ins18a) and 20 (Ins34c) runs.



Incorporating Knowledge of Secondary Structures 255

Table 5. Benchmark protein instances of length 34. L stands for the folding length,
which is also the maximum attainable fitness of our EA approach.

Name Protein Sequence Target Folding L

Ins34a PPPHHPPHHPPPPPHHHHHHHPPHHPPPPHHPPHPP FFLFRRLLRRFFFRRFLLFRLLFRFFLFLLRFRR 34
Ins34b HPHHHHPHHPPHPHHHHPHPPHHPPHHPPHHHHHHH RRFRLLRRLLFLFRRFLFLLRRLLRRLLFLFRRF 34
Ins34c HHHHHHHPHPHHPHPPHHPPHHPPHPHHPHPPHHPH LLFRLRRFRLLRFRRLLRRLLRRFRLLRFRRLLR 34

Table 6. Results for the benchmark instances of length 34 with and without recombi-
nation. The frequencies of obtained maximum fitness values are shown. The maximum
possible fitness is 34 (exact match).

Name Crossover Frequencies of Obtained Fitness Values Average Secondary Structures
Ins34a On 27:1, 28:3, 29:6, 30:5, 31:4, 32:0, 33:1 29.6
Ins34a Off 28:4, 29:5, 30:7, 31:4 29.55 A, F 3

Ins34b On 29:4, 30:5,31:9,32:2 30.45
Ins34b Off 28:2, 29:4, 30:6, 31:4, 32:3, 33:1 30.25 H, A, A
Ins34c On 28:2, 29:4, 30:6, 31:7, 32:0, 33:1, 30.1
Ins34c Off 27:1, 28:5, 29:9, 30:1 ,31:3, 32:1 29.15 H2, A2

(Ins34a), the best fitness statistics obtained after 20 runs were: average = 24.05,
best run = 27.0, worst run = 19.0. In order to asses whether the newly proposed
encoding had better scaling properties; a second group of experiments explored
three instances of length 34 (see Table 5). Ins34a was obtained from the same
source than the shorter instances described above, whereas Ins34b and c, and
their foldings were taken from [21]. The parameter settings for these experiments
are the same as before (see Table 2), but the number of replicas were 20 instead
of 50 Furthermore, runs with and without crossover were carried out in order to
asses the usefulness of this operator in this context.

Results suggest that the PFL-system encoding has better scaling proper-
ties than the previous D0L-system. Although the perfect match (34) was not
found in any run, most runs arrive very close to the solution. Table 6, shows
the frequencies of obtained maximum fitness for each instance with and with-
out crossover. Crossover seems to be helpful to the evolutionary search although

Table 7. Best obtained individual, represented in PFL-system encoding, for each of
the benchmark instances studied

Instance Best Solution (PFL-system Encoding) Encoding Length
Ins18a RFARLR2FRHFR 11
Ins18b R2FRFRLFR2FLRLRFR2 15
Ins22 RL2FLF 2R2FL2FR2LRF 2R2F 15
Ins23 F 2R2F 3L2F 4R2F 4L2F 2 9
Ins34a F 2LFAR2F 3R2FL2FRL2FRF 2LFL2RFR2 21
Ins34b R2FRHL2FLFR2FLFL2A2FLFR2F 19
Ins34c L2F 2R2RFRL2RFR2H2FRLLRFA2 18
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the differences are not substantial. Some instances seems to benefit more from
crossover than others.In order to have a dynamic view of the algorithm behav-
ior with and without recombination, Figure 5 (Right) shows best-performance
curves over the whole run for Inst34c. Clearly the recombinant GA outperform
the GA with mutation only.

As a summary of results, the best solutions obtained with the PFL-system,
for all the instances studied, are shown in Table 7. Notice that the inclusion of
parameters helps in having a more compact representation of a folding, also the
occurrence of secondary structures is captured and easily identified with this
representation.

6 Discussion

An encoding scheme for protein folding in the HP model, inspired by paramet-
ric L-systems, was proposed. The encoding also incorporates problem domain
knowledge in the form of predesigned production rules that capture the most
commonly known secondary structures: α-helices and β-sheets. The ability of
this encoding to capture protein native conformations was tested using an EA
as the inference procedure for discovering L-systems. Given a target folding, the
EA explores the space of possible L-systems (genotypes) until identifying one
whose derivation (phenotype) closely matches the target folding.

This newly proposed encoding was found to improve our first attempt of
using L-systems as a generative representation for protein folding [6], where
problem domain knowledge was not incorporated. The suitability of the new en-
coding, however, seems to heavily depend on the particular instance under study.
Instances with high frequencies of α-helices and β-sheets, would have a clear ad-
vantage. Longer proteins and 3D lattices should be addressed. Furthermore, two
somehow opposite but complementary extensions could be suggested. First, in-
corporating other known secondary structures such as β-turns, β-hairpins, etc.,
as prefixed rules. Secondly, enabling the EA to discover their own production
rules, that could be in principle stored and thereafter used in further runs with
new instances. We have evidence on a related bioinformatic problem [12] that
enabling the evolutionary algorithm to systematically and vigorously discover
new “building blocks” (as the ones we described in this paper) can substantially
improve the algorithm performance.

Finally, we believe that this proposed line of research opens up the pos-
sibilities for novel and compact encoding schemes of protein structures, that
have potential implications in solving meaningful biotechnology problems such
as structure prediction and protein folding.
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Abstract. Recently, an electromagnetism (EM) heuristic has been in-
troduced by Birbil and Fang (2003) to solve unconstrained optimization
problems. In this paper, we extend the EM methodology to combinatorial
optimization problems and illustrate its effectiveness on the well-known
resource-constrained project scheduling problem (RCPSP). We present
computational experiments on a standard benchmark dataset, compare
the results of the different modifications on the original EM framework
with current state-of-the-art heuristics, and show that the procedure is
capable of producing consistently good results for challenging instances
of the problem under study. We also give directions for future research
in order to further explore the potential of this new technique.

1 Introduction

The problem under study is the well-known resource-constrained project schedul-
ing problem (RCPSP). The RCPSP can be stated as follows. A set of activities
N, numbered from 1 to n (|N | = n), is to be scheduled without pre-emption on
a set R of renewable resource types. Activity i has a deterministic duration di ∈
IN and requires rik ∈ IN units of resource type k, k ∈ R, which has a constant
availability ak throughout the project horizon. We assume that rik ≤ ak for i ∈
N and k ∈ R. The dummy start and end activities 1 and n have zero duration
while the other activities have a non-zero duration. The dummies also have zero
resource usage. A is the set of pairs of activities for which a finish-start prece-
dence relationship with time lag 0 exists. We use Si (Pi) to denote the set of
immediate successors (predecessors) of activity i and S′

i (P ′
i ) to refer to the set of

all (immediate and transitive) successors (predecessors) of this activity. We as-
sume graph G(N,A) to be acyclic. A schedule S is defined by an n-vector of start
times s = (s1, ..., sn) which implies an n-vector of finish times e (ei = si + di, ∀ i
∈ N ). A schedule is said to be feasible if the precedence and resource constraints
are satisfied. The objective of the RCPSP is to find a feasible schedule such that
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the schedule makespan en is minimized. In this paper we report results for the
application of a recent heuristic technique, electromagnetism (EM) [4]. EM is
an ’evolutionary’ algorithm that was originally developed for the optimization
of unconstrained continuous functions. As we modify the technique to solve the
RCPSP, we show that EM can also be used for combinatorial problems.

2 The Electromagnetism Meta-heuristic

Birbil and Fang [4] propose a so-called electromagnetism optimization heuris-
tic for unconstrained optimization problems, i.e. the minimization of non-linear
functions. These optimization problems with bounded variables can be modeled
as depicted at the left side of Fig. 1. At the right side, we show how the RCPSP
can be reformulated as an unconstrained optimization problem. To obtain a
Euclidean solution space, we opt for a schedule representation in random-key
(RK) format [17]. To transform an RK vector x ∈ IRn into a schedule S = σ(x)
with an associated makespan en(σ(x)), a schedule generation scheme (SGS) is
necessary. We make use of the serial SGS, as it is sometimes impossible to reach
an optimal solution with the parallel SGS [14]. In the remainder of the paper
we assume that a higher RK value corresponds to a lower priority of the activ-
ity. By setting li = 0 and ui = n, we assume that each priority element of an
RK vector is a real value between 1 and n. In order to decrease the solution
space of the search process, we adapt this vector with new lower and upper val-
ues to li = |P ′

i | + 1 and ui = n - |S′
i|. In doing so we increase the likelihood

that the obtained solution corresponds to a precedence-feasible priority struc-
ture where each activity has a lower priority (i.e. a higher RK value) than its
predecessors.

Consider the example project presented in Fig. 2. This project network con-
tains 9 non-dummy activities for which the duration is given above the node
and the resource requirement for the single resource below the node. The corre-
sponding lower and upper values (li and ui) for the RK value of each activity i
are given between brackets. Assume that the resource availability equals 2, then
Fig. 3 depicts two feasible schedules for the example project.

The EM heuristic assumes a multidimensional solution space where each
point x represents a solution. A charge is associated to each point, related to

Fig. 1. Formulation of unconstrained optimization problems
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Fig. 2. Example project network with 9 non-dummy activities

Fig. 3. Two feasible schedules for the example project

the objective function value f(x) associated with the solution point x. As in
evolutionary algorithms, a population is created in which each solution point
will exert attraction or repulsion on other points, of which the magnitude is
proportional to the product of the charges and inversely proportional to the dis-
tance between the points (Coulomb’s Law). The principle behind the algorithm
is that inferior solution points will prevent a move in their direction by repelling
other solution points in the population, and that attractive points will facilitate
moves in their direction. The generic pseudo-code for the EM algorithm is as
follows:

Algorithm EM
iter :=1
while stop condition not satisfied do

compute−forces
apply−forces
local−search
iter++

endwhile

The function EM contains three subroutines (compute−forces, apply−forces
and local−search), that are iteratively applied as long as the stop condition
is not satisfied. The total force exerted on each point by all other points is
calculated in the function compute−forces and depends on the charge of the
point under consideration as well as on the points exerting the force. The charge
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of the kth population point xk is determined by its objective function value f(xk)
in relation to the objective function value f(xbest) of the current best point in the
population. For a minimization problem, the charge qk of point xk is determined
according to eq. 1. In the first term we calculate the value of qk as given by
Birbil and Fang [4], and in the second term we translated the formulation to the
RCPSP context. Note that m represents the population size.

qk = e

(
−D.

(
f(xk)−f(xbest)

)
m
l=1

(
f(xl)−f(xbest)

))
= e

(
−n.

(
en(σ((xk))−en(σ((xbest))

)
m
l=1

(
en(σ((xl))−en(σ((xbest))

))
(1)

The total force exerted on a point by all other points is calculated in a similar
way with Coulomb’s law and is inversely proportional to the distance between the
points and directly proportional to the product of their charges. The set of force
vectors F k(k = 1, . . . , m) exerted on the corresponding point xk is determined as
shown in eq. 2. The point with a relatively good objective function value attracts
the other one, the point with the inferior objective function value repels the other.
In ‖dist(xl, xk)‖ we measure the normalized distance between two points (sched-
ules) xk and xl. The distance equals the sum of the absolute deviations of the
priority values xk and xl of each activity i, i.e. dist(xl, xk) =

∑n
i=1 |xl

i−xk
i |. In or-

der to normalize the distance measure to the interval [0, 1], we set ‖dist(xl, xk)‖=
dist(xl, xk)/distmax with distmax the maximum of all distances between each pair
of points, i.e. distmax = maxl=1,...,m;k=1,...,m dist(xl, xk). Thus, points with a bet-
ter objective function value attract point xk, while points with an inferior objec-
tive function value repel xk.

F k =
m∑

l=1,l =k

⎧⎨
⎩ (xl − xk)

(
ql.qk

‖dist(xl,xk)‖
)

iff(xl) < f(xk)

(xk − xl)
(

ql.qk

‖dist(xl,xk)‖
)

iff(xl) ≥ f(xk)

⎫⎬
⎭ (2)

The movement according to the resulting forces is performed in apply−forces
and is shown in eq. 3. The move is based on the normalized force vector ‖F k‖ =
F k/ maxi=1,...,n(F k

i ). Thus, the original force vector F k only identifies the di-
rection of the move. The magnitude of each move is determined by a randomly
selected parameter λ, generated from a uniform distribution from the interval
[0,1] and also by the lower value li and upper value ui for the priority value xk

i

belonging to the ith activity of population element k.

xk
i =

{
xk

i + λ‖F k
i ‖(ui − xk

i ) ifF k
i > 0

xk
i + λ‖F k

i ‖(xk
i − li) ifF k

i ≤ 0

}
(3)

After the application of the forces on the population elements, local−search
aims to improve the newly obtained solution points. In the original version [4],
a local search technique that explores the immediate (Euclidian) neighbourhood
of individual points is proposed. However, for the RCPSP it is beneficial to use
the iterative forward/backward scheduling technique [21] as a simple and ef-
fective local search technique. To obtain an improved schedule, the technique
iteratively performs backward and forward passes. A backward pass transforms
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a left-justified schedule in a right-justified schedule by scheduling the activities
backwards in decreasing order of their finish times. A forward pass transforms a
right-justified schedule in a left-justified schedule by scheduling the activities for-
wards in increasing order of their start times. In doing so, the schedule makespan
of each intermediate schedule is never higher than the makespan of the previous
one.

To the best of our knowledge, the EM philosophy has only been used for
scheduling projects by [7]. However, these authors present a scatter search algo-
rithm for the RCPSP, and seed their algorithm with very basic principles taken
from the electromagnetism philosophy. More precisely, they restrict the use of
the EM philosophy to the description of the hybrid two-point/electromagnetism
crossover operator. However, a closer look to this hybrid crossover reveals that

– Forces are only calculated based on one other population-element. This is
not in line with the basic EM philosophy in which a point exerts a force on
all other points.

– The forces are not related to the distance between solutions. This is in con-
tradiction to the EM philosophy in which the magnitude of the force is
inversely proportional to the distance between points, in order to follow the
law of Coulomb.

In section 3 of the current paper, we present a step-wise adaptation of our EM
algorithm to cope with the RCPSP, following the framework as proposed by [4].

3 Computational Experiments

We have coded the procedure in Visual C++ 6.0 and performed computational
tests on an Acer Travelmate 634LC with a Pentium IV 1.8 GHz processor using
the well-known PSPLIB dataset [19]. This set contains the subdatasets J30, J60,
J90 and J120 with problem instances of 30, 60, 90 and 120 activities. In section
3.1, we describe a step-wise adaptation of the algorithm of section 2 in order to
improve the performance. In doing so, we rely on specific characteristics of the
RCPSP. Section 3.2 compares the performance of our EM heuristic with other
state-of-the-art results.

3.1 Using Problem-Specific Characteristics of the RCPSP

Table 1 reports the results for our step-wise improvement scenarios as discussed
in the following subsections, based on a run with 5,000 schedules. The column
labelled ”Basic” reports the results for the basic EM meta-heuristic of section 2.
The following columns report the results for the different modifications on this
basic EM algorithm. More details are given in the following subsections. The rows
labelled ”Avg.Dev.Lb” report the average deviation from the optimal solution
(J30 instances) or from the critical path based lower-bound (J60, J90 and J120
instances). The rows labelled ”Avg.CPU” indicate the average computation time
to solve a problem instance (in seconds). For each adaptation, we have finetuned
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Table 1. Results for the step-wise improvement scenarios for the basic EM meta-
heuristic

the algorithm by setting the population size m to an optimal value. These values
are given in the rows ”m”. As an example, the table reveals that the basic version
of the algorithm reports the best results for a population size of 40 for the J30,
J90 and J120 instances and a population size of 30 for the J60 instances. The
rows labelled ”pMUT” are used to display the percentage of mutation, which will
be discussed in section 3.1.2.

3.1.1 Topological-Order Representation or Standardized RK (SRK)
In the RK representation, each solution corresponds to a point in the Euclid-
ian n-space, so that geometric operations can be performed on its components.
Since this is one of the cornerstones of the EM method, we have adopted the
RK representation in our EM-heuristic. However, the RK representation suffers
from the fact that one schedule can have an infinite number of schedule rep-
resentations. To deal with this problem, we propose to use a topological-order
(TO) representation of schedules [30,31]. A TO representation in RK format
of a schedule is any RK vector x for which si < sj implies xi < xj . To in-
corporate the TO condition, we change the RK representation to the so-called
standardized RK (SRK) as suggested by [7]. More precisely, we first rank the
activities according to their start times in the schedule, and then replace their
priority values by the place in the ranking. In doing so, the SRK vector fits
very well into the EM framework, since each vector element will have a value
between li and ui. As an example, the SRK vector for the schedule of Fig. 3(a) is
{1, 2, 4, 5, 7, 5, 9, 8, 2, 9, 11}. Note that the SRK-value for each activity i always
lies between li = |P ′

i | + 1 and ui = n − |S′
i| and that we can only transform an

RK vector x into SRK format π(x) after the schedule generation. The results
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Table 2. Input data for the example: the start RK vector and the two forces

of the incorporation of the TO representation by using the SRK can be seen
in table 1 by comparing the columns labelled ”Basic” and ”SRK”. The results
show a beneficial effect for the J60, J90 and J120 sets and a negative effect for
the J30 instances.

Although the SRK representation embeds the logic that early scheduled ac-
tivities have a high priority, it also has a major drawback. The execution of a
force on an SRK vector x0 = π(x0) modifies the priority structure of the vec-
tor to an RK-vector x1 which will be transformed by means of the serial SGS
and the local search method to a schedule with a corresponding SRK notation
π(x1). It is, however, possible that the resulting schedule (and consequently, the
resulting SRK notation) is not different from the original one, i.e. π(x0) = π(x1)
while x0 �= x1. This effect might prevent to exploit the advantages of the basic
philosophy of the EM approach, which focuses on a gradual shift to other regions
of the solution space. Due to the transformation from x1 to π(x1), this gradual
shift from x0 to x1 will be cancelled out, having an effect on the next moves of
the meta-heuristic. More precisely, our tests revealed that 79% of the moves, per-
formed on solutions in SRK format, result in a schedule for which π(x0) = π(x1)
for the 30-activity networks. This value decreases to 65% for the J60 instances,
56% for the J90 instances and only 14% for the J120 instances. Thus, the cancel-
out problem is particularly relevant for small problem instances, as the solution
space is too small to escape from a solution point.

Consider the example project of Fig. 2 and the two corresponding schedules
of Fig. 3. The start vector x0 corresponds to the schedule of Fig. 3(a). λ1‖F 1‖
and λ2‖F 2‖ are used to calculate the first and second move and are given in table
2. Table 3 displays the calculations of two moves in a sequence, based on the RK
vectors while table 4 displays the calculations of these moves based on the SRK.
In the first move of table 3, from x0 to x1, the RK-representation changes, but
the corresponding schedule remains unchanged and is equal to the schedule of

Table 3. Illustration of the execution of two moves based on a RK vector
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Table 4. Illustration of the execution of two moves based on a SRK vector

Fig. 3(a). After the second move, from x1 to x2, the RK-representation belongs
to the schedule depicted in Fig. 3(b). Table 4, however, cannot escape from the
schedule of Fig. 3(a) since the second move from π(x1) to π(x2) also results in
the same schedule. This is due to the transformation of the RK vector x1 to the
SRK vector π(x1) after a makespan evaluation, which cancels out the gradual
shift of the move from x0 to x1. In the next sub-section, we describe our mutation
approach to overcome this cancel-out problem.

3.1.2 Diversification Using Mutation (MUT)
In order to prevent the population from becoming overly homogeneous, we in-
troduce a basic version of diversification using mutation, by modifying randomly
chosen priority values of the vector x to a value uniformly chosen between
li = |P ′

i | + 1 and ui = n − |S′
i|. This mutation is imposed right after a force

is executed, followed by a makespan evaluation.
In table 1, we use pMUT to denote the percentage of activities that are subject

to this mutation per move. The results reveal that mutation is only beneficial for
the J30 and J60 instances. For the J30 instances, we modify 10% of the priority
values per move, i.e. in each move, three activities receive a new priority value
randomly generated from the interval [li, ui]. The average deviation decreases
from 0.22% to 0.10%. For the J60 instances, mutation is only beneficial to a
small extent (from 11.50% to 11.47% deviation) with a mutation rate of only
1%. For the J90 and J120 instances, mutation has no beneficial effect. These
results confirm that mutation can help to overcome the problem mentioned in
the previous section. Since the use of the SRK notation could possibly cancel
out the gradual shifts in the solution space, diversification using mutation will
be necessary to escape from a particular schedule. This problem was particularly
relevant for the J30 instances and - to a smaller extent - for the J60 instances.

3.1.3 Extended Neighbourhood (NBH)
In the original procedure [4] a parameter λ is generated from a uniform distrib-
ution between 0 and 1, i.e. λ ∈ U(0, 1), in order to move from one schedule to



The Electromagnetism Meta-heuristic Applied to the RCPSP 267

another (see eq. 3). We have extended this method by generating more schedules
out of a schedule by generating more values for λ. To that purpose, we have
divided the interval [0, 1] in equal parts and tested a number of scenarios with
2, 3, 4, 5 and 6 different values for λ and, consequently, up to 6 new schedules
per move. Tests have revealed that improved results can be found for J60, J90
and J120 by generating two new schedules with the following parameter values:
λ1 ∈ U(0.2, 0.6) and λ2 ∈ U(0.6, 1). Afterwards, the algorithm selects the best
schedule to enter the population. Note that moves with λ < 0.2 are excluded
since this often leads to the cancel-out effect described in section 3.1.1.

3.1.4 Exert the Force F on a Sub-schedule (SUB)
Based on the calculated forces and resulting attraction or repulsion, points are
transformed, i.e. moved in the Euclidian space, resulting in a new population.
During each move, forces are exerted on the priority value of each activity. We
generalize this concept by allowing forces to act only in a particular subset
of the dimensions or activities. We randomly select pmin ∈ [1, n − 1] and set
pmax = pmin + τ with τ chosen randomly within [1/4.en(σ(x)), 3/4.en(σ(x))].
Then, we update only the RK values between pmin and pmax (inclusive) ac-
cording to the forces exerted in these dimensions. Note that due to the SRK

Table 5. Comparative computational results
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representation, the thus updated activities all start within a particular time in-
terval. The other RK components are not left unchanged, but are updated as
follows. We subtract the constant value n from all RK values lower than pmin,
and add the same constant to all values higher than pmax. Doing this preserves
the priority structure since the activities outside the interval [pmin, pmax] are
unaffected by the forces. Table 1 reveals that this leads to an additional im-
provement for the J60 (from 11.43% to 11.29%), J90 (from 11.05% to 10.89%)
and J120 (from 34.21% to 33.98%) instances.

3.2 Comparison with the State-of-the-Art Heuristics

To be able to compare procedures for the RCPSP, [10] presented a methodol-
ogy in which all procedures can be tested on the PSPLIB datasets by using the
number of generated schedules as a stop condition. Based on the methodology
they also report state-of-the-art results. In [18] an update is given of these re-
sults. In table 5 we compare our algorithm with these results for the datasets
J30, J60 and J120 respectively and for a stop condition of 5,000 schedules. In
”Avg.Dev.Lb” we report the average deviation from the optimal solution for
J30 or from the critical path based lowerbound for J60 and J120. The proce-
dures are ranked according to their performance for the dataset J120. As this
ranking slightly differs from the ranking for J30 and J60, we also provide a
rank order in the column ”Rank”. The table reveals that the EM algorithm per-
forms consistently well over all problem sets. Furthermore, the procedures that
can outperform the EM procedure are hybrid heuristics. Consequently, we be-
lieve that the promising results might contribute to the further development of
electromagnetism, possibly in combination (hybridization) with principles from
other meta-heuristics.

4 Conclusions

This paper reports on results for the application of a new meta-heuristic pro-
cedure for solving combinatorial optimization problems. The procedure is a
population-based method that is developed originally for optimizing uncon-
strained continuous functions based on an analogy with the electromagnetism
theory. We illustrate the effective extension of this electromagnetism meta-
heuristic to the well-known RCPSP.

The computational results show that the procedure produces consistently
good results, compared to the state-of-the-art heuristics in the literature. Fur-
thermore, all procedures that outperform the EM procedure are hybrid heuristics
based on principles borrowed from various meta-heuristic approaches. Hence, we
believe that the incorporation of ideas from EM in hybrid frameworks might con-
tribute to the development of better meta-heuristic techniques. In the future we
want to improve the performance of the EM heuristic for solving combinatorial
problems by adding principles from other meta-heuristic techniques.
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Abstract. Stochastic local search (SLS) methods like evolutionary algorithms,
ant colony optimisation or iterated local search receive an ever increasing atten-
tion for the solution of highly application relevant optimisation problems. Despite
their noteworthy successes, several issues still hinder their even wider spread. One
central issue is the configuration and parameterisation of SLS methods, which is
known to be a time- and personal-intensive process. Recently, several attempts
have been made to automate the tuning of SLS algorithms. One of the most
promising directions is the usage of the racing methodology, which is a statis-
tical method for selecting promising candidate configurations. We present results
of a study on the application of this methodology to the tuning of a complex SLS
method for an industrial vehicle scheduling and routing problem, and compare
the performance of two racing methods.

1 Introduction

Common to many stochastic local search (SLS) methods [1] like evolutionary algo-
rithms [2] and memetic algorithms [3], ant colony optimisation [4], or iterated local
search [5] is their high versatility for the effective solution of complex, real-world opti-
misation tasks. This versatility is due to the many design and parameter choices the gen-
eral SLS methods leave to the implementer. For example, memetic algorithms require
defining appropriate recombination, mutation, and local search operators, choosing the
population size and the selection method, and setting a large number of adjustable pa-
rameters like the probabilities for applying recombination or mutation. It is well known
that the choice of operators and the parameter settings can have a very strong influence
on the final SLS algorithm’s performance. So far, the problem of taking the right design
choices in the development stages of SLS algorithms have mainly been resolved by the
experience of the implementer and the algorithm configuration and parameter tuning
has often been done using a trial–and–error approach. Only recently, this problem has

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 271–283, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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been tackled by (semi-)automatic techniques for deciding on an algorithm’s configura-
tion and parameter settings. These techniques include the usage of experimental design
techniques [6, 7, 8] or racing algorithms [9].

Racing algorithms have been shown to be especially appealing since they can si-
multaneously handle design choices (type of recombination, local search etc.) and the
optimisation of (discretised) parameter settings, and they do not rely on strong assump-
tions on the distribution of the underlying data. Racing algorithms start with a set of
candidate configurations of the algorithm under development and test them on a se-
quence of problem instances. After each test run on a problem instance by all surviving
candidates, those candidate configurations are eliminated, against which enough (sta-
tistical) evidence is given [9]. This procedure is repeated until either a limit on the
available computation time is passed or only one candidate configuration remains. In
[9, 10], one particular racing method, called F-races, was proposed; the F in the name
stems from the usage of the (non-parametric) Friedman-test [11, 12].

So far, the usefulness of racing algorithms and, in particular, F-races has been as-
sessed for the design of SLS algorithms for academic combinatorial optimisation prob-
lems like the travelling salesman problem [9], the quadratic assignment problem [10],
or the university course timetabling problem [13]. F-races have not yet been tested un-
der more realistic, real-life settings. In this article, we evaluate the usefulness of racing
algorithms for the optimisation of design aspects and parameter choices for a com-
plex SLS algorithm for the highly-constrained real-life vehicle scheduling and rout-
ing problem (VSRP). This application differs from the academic examples, because (i)
the involved algorithm has a large number of different operators and parameters, (ii)
the benchmark set comprises a very heterogeneous set of instances that differ strongly
in the constraints involved, the objective function, as well as their size, and (iii) the
benchmark instances require, due to their complexity, rather high computation times
of at least several minutes. These considerations forbid an exhaustive evaluation of all
possible parameter and operator choices and, hence, the racing algorithms are used
to optimise specific aspects of the SLS algorithm. In this real-world environment, we
compare two racing algorithms: the F-race approach and a new straightforward variant
based on removing a predefined portion of the worst candidate configurations after each
iteration.

The paper is structured as follows. Section 2 discusses the underlying ideas of the
racing methodology and Section 3 introduces the vehicle scheduling and routing prob-
lem and shortly describes the algorithm for its solution from a high-level perspective.
We present the benchmark instances and the experimental environment in Section 4.
Our experience with the racing methodology is discussed in detail in Section 5 and we
end with some concluding remarks in Section 6.

2 Racing Methodology

Racing algorithms were first applied to the model selection problem in memory-based
supervised learning [14, 15] and later adapted to the problem of tuning SLS algorithms
by Birattari et al. [9]. Racing algorithms can select in a fully automatic way a configu-
ration for an SLS method from a given set of candidate configurations C.
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A racing algorithm works by sequentially processing a given set of instances I . Let
inst(i) denote the ith instance and let C(i) be the set of candidate configurations at
iteration i. Initially C(1) = C, and then, at iteration i of the race, all candidate con-
figurations in C(i) are run once on instance inst(i). When all results are available, the
candidates in C(i) that are shown to be statistically inferior are eliminated, resulting in
a possibly smaller set C(i + 1). This procedure is iterated until either only one candi-
date remains, a maximum limit on the overall computation time of the racing procedure
expires, or the race is stopped interactively because the further progress is very low.

There are several possibilities for the technical implementation of races. The most
widely explored possibility is given by the F-race, introduced by Birattari et al. [9].
The F-race is based on non-parametric statistical tests using ranking and blocking (a
block corresponds to one instance). In the F-race, after each iteration i the Friedman-
test two-way analysis of variance by ranks [11, 12] is first used to detect whether there
exists sufficient statistical evidence that there is a difference among the outcomes of
C(i) (the corresponding null hypothesis H0 is that all candidate configurations per-
form the same). If H0 is not rejected, all candidates in C(i) pass to C(i + 1). If H0

is rejected, pairwise tests between the best configuration (e.g. the one with the lowest
sum of ranks) and all others are done and significantly worse candidates than the best
one are discarded. For this second test, the Wilcoxon matched-pairs signed-ranks test is
adopted [16]. The only parameter for the F-race is the significance level α for the two
tests.

As an alternative to the F-race, we consider a method that deletes the worst ρ per-
cent of the remaining configurations after each iteration. This approach, which we call
DW-race, is probably the simplest approach for racing and, when compared to F-races,
it has the advantage that its overall computation time is exactly predictable and that
further progress of the race is forced until only one candidate configuration remains.
However, DW-race may (i) eliminate candidates that are not statistically worse than the
current best configuration and, therefore, it is somewhat more error-prone, and (ii) fail
to eliminate configurations against which enough statistical evidence has been gathered.

Overall, a race is a three step procedure, which can be outlined as follows.

1. Select a set of problem instances I on which the SLS method should be tuned.
2. Select a set of candidate configurations C for the SLS algorithm.
3. Run the race and select the best performing candidate configuration.

The first two steps are equally important as the run of the race. Regarding the first
step, the set of instances should be (i) representative of the final set of instances that
will be tackled and (ii) the more instances are available, the better usually is the qual-
ity of the finally selected configuration, because the bias towards specific instances is
reduced with more instances. The set of candidate configurations can be built based
on discrete choices like different possible operators in the SLS algorithm (e.g., local
search operators or mutation operators) and, simultaneously, varying parameter choices.
However, continuous parameters need to be discretised and for this step pre-knowledge
on a reasonable range of parameter settings may be useful. The number of candidate
configurations increases typically exponentially with the number of algorithm choices
under investigation in the application of a race. If choice j has nj possible values,
a total of Πk

j=1nj candidates results, where k is the number of choices to be made
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(for nj = 2, j = 1, . . . k, this would result in 2k candidates). If too many values for the
particular choices are allowed because of a fine-grained discretisation, this may result
in a very large number of candidates. To avoid these problems, races may also be run
with several levels of discretisation or in a hierarchical manner.

3 Vehicle Scheduling and Routing Problems

The vehicle routing problem (VRP) is a classical combinatorial optimisation problem
that is frequently used to study and develop new algorithmic ideas. It considers the de-
livery of goods from a depot to a set of customers, and its goal is to assign customers to
vehicles and to find routes for the vehicles such that total transportation costs are min-
imised and certain constraints like loading capacities or time windows of the customers
are met [17]. Although the VRP forms the core of many real-world applications, e.g. in
transportation management systems, real-world scenarios are typically more complex
since they involve multiple objective functions, many constraints and decisions to be
made. Here, we sketch the most important features of the vehicle scheduling and rout-
ing problem (VSRP), for which an optimisation algorithm is offered in SAP’s supply
chain management solution1, a commercial software that allows to plan and optimise
the whole supply chain, including demand planning, supply network planning, produc-
tion planning, transportation planning and vehicle scheduling.

The VSRP consists of a set of orders, each representing a transportation require-
ment from a source to a destination location. An order is described by its quantity
(volume, weight, etc.), some characteristics (material, frozen or non-frozen, etc.), ma-
terial availability date at the source and required delivery date at the destination, and
a non-delivery penalty that represents an order’s priority. There is a fleet of vehicles,
each having a certain cost structure (duration costs, fixed costs, distance costs, quantity
costs, stop costs) and driving capabilities (speed, reachability between locations). A ve-
hicle may have a fixed start or end location, and a time availability interval, potentially
interrupted by a set of breaks (weekends, legal holidays, etc.). Vehicles may have dif-
ferent loading capacities and limits on travelled distance or number of visited locations,
and some may be incompatible with orders of given characteristics (e.g. frozen goods
require special vehicles). Loading and unloading at locations may require additional
capacitive resources (e.g. docks, workers) that are available only during several time
windows, and goods with certain characteristics must not be shipped together on the
same vehicle (e.g. food and chemicals). There may be hub locations, where orders can
be unloaded by one vehicle and loaded again by another vehicle that brings the goods
to their final destination location.

The goal of the VSRP is to minimise total costs while satisfying all constraints. The
total costs are the weighted sum of different cost terms per vehicle, as indicated above,
and per order (earliness costs, lateness costs, non-delivery costs).

The VSRP generalises the VRP in many aspects, and therefore most algorithmic
techniques specifically tailored to the VRP are not directly applicable. SAP has devel-
oped an SLS algorithm for the VSRP, built on top of several constructive heuristics and
a suite of more than 20 atomic variation operators that focus on specific aspects of a

1 See http://www.sap.com/scm for more details.
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candidate solution: the choice of hubs, the assignment of orders to vehicles, the routing
per vehicle, and the scheduling of activities.

The SLS algorithm is population-based and heavily relies on local optimisation. As
selection pressure is used on the population level and certain random variation steps are
performed, this approach is called evolutionary local search. The population is rather
small, e.g. of size three up to eight, and each individual in the population has a certain
role. These roles represent different search behaviours. One role is called iterated local
search (ILS), another depth-first search (DFS), and another random walk (RW). The
latter role intends to diversify search by frequent random perturbation steps. DFS and
ILS are conceptually similar, but DFS uses a more narrow search when compared to
ILS. Each of the three roles orchestrates the available variation operators sequentially,
with certain operator probabilities that reflect the role. One key difference in the three
roles is the frequency of perturbation moves. Since the key idea of ILS (in general) is
inherent in all roles, the overall SLS algorithm can also be seen as a population-based
iterated local search.

We omit a formal statement of the VSRP and more details about the employed ap-
proach for several reasons: (i) the available space does not allow to give more details,
(ii) it is not SAP’s goal to disclose too many details of its commercial software, and
(iii) our intention in this paper is to study racing algorithms on a real-world problem,
for which neither the formal problem description nor the detailed algorithm is needed.
Therefore, SAP’s optimisation approach for the VSRP is perceived as a black-box al-
gorithm with some parameters that shall be fine-tuned by racing algorithms.

4 Benchmark Instances and Experimental Environment

The VSRP is used by SAP’s customers to model and solve their transportation planning
scenarios. Each customer’s transportation business has special requirements that are
mapped into a certain family of VSRP instances which share structural similarities.
VSRP instances of different customers may differ significantly. In our experiments, we
use a total of 47 real-world instances, taken from several customers. These instances are
representative in the sense that they cover many customers’ scenarios and all instances
differ in one or more aspects from the others.

The instances have different numbers of orders, ranging from 19 to 1101 orders.
The numbers of source locations and destination locations vary between 1 and 19, and
1 and 548, respectively. 23 instances involve time windows for loading and unload-
ing activities, and 6 instances require capacitive resources for loading and unloading.
17 instances involve at least one possible hub, whereas the remaining 30 instances do
not allow indirect shipment via hubs. This heterogeneous benchmark suite contains in-
stances with different objective functions, constraints, and decision variables.

The goal of our racing experiments is not to fine-tune the algorithm’s parameters
for a single customer’s instance family, but to find robust general parameter settings
that work well for all instances, or at least for an easily definable and sufficiently large
subset of instances.

The run time limits of single optimisation runs differ significantly between the
customers. One the one hand, some customers run the optimiser for a few minutes,
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which allows several consecutive optimisation runs being evaluated, possibly manipu-
lated manually, and finally executed by the human transportation planner. On the other
hand, other customers make long optimisation runs over night, which are then processed
by the human planner in the next morning or after the weekend. In our experiments we
chose a run time limit of 10 minutes per single optimisation run, which is acceptable
for most customers and allows reasonable results even for the biggest and most difficult
instances under consideration.

5 Computational Experience

In this section we report our computational experience with the F-race and DW-race.
Given the overall complexity of the SLS algorithm and the high computation times
per instance, we focused on two classes of experiments, (pure) parameter optimisation
and structural optimisation including limited settings of parameters. For both cases, we
study an example that was known to have influence on the performance of the overall
SLS algorithm.

We use a modified racing algorithm that was applied to configure SLS algorithms for
the university course timetabling problem (UCTP) [13]. Basically, one iteration means
running all candidate configurations on all instances from the benchmark set under
consideration. The reason for this choice is the heterogeneity of the benchmark set and
to avoid a result biased by the order in which the instances are considered in the race.

The experiments are performed on 6 PCs with a same configuration (2.6 GHz Pen-
tium IV with 512 MB of RAM). Since these PCs are also used for other purposes and
their availability is not known a priori, distributed computing is used to make best use of
available time slots on these machines. Here, distribution means that a central instance,
the master, running on one PC, is dynamically fed with the optimisation runs speci-
fied by the racing algorithm. On each PC, a client reports availability of the machine
to the master, and the master assigns each required optimisation run to one available
client. Without this grid-like distributed computing environment, a single PC running
exclusively for this project would have required more than 100 days for the experiment
described in Section 5.1.

5.1 Parameter Optimisation: Frequency of Block-Inserts

The optimiser contains many atomic variation moves, one of which is the block insert
operator that assigns several unscheduled orders with identical characteristics and due
dates to a vehicle. This operator is faster than several consecutive single insert opera-
tions for the same orders, but it also causes some solutions being more difficult to obtain.
We are therefore interested in this trade-off and analyse the probability for applying this
operator. In principle, all values in the interval [0, 1] are valid. However, in order to re-
duce the number of alternatives, we discretise this range, yielding the configuration set
C = {0, 0.2, 0.4, 0.6, 0.8, 1} that represents the considered operator probabilities.

Our experience before starting racing experiments was that this operator worked
well on instances involving hubs, but its success on other instances was somehow in-
conclusive. We considered this knowledge by partitioning the set of all instances I into
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Table 1. Results for F-Race, different values of α and instance sets

IH INH I
α

runs days it win runs days it win runs days it win
0.1 204 1.4 2 0.2 810 5.6 6 0 2538 17.6 18 0
0.05 204 1.4 2 0.2 900 6.3 6 0 3478 24.2 26 0
0.02 680 4.7 16 0.2 960 6.7 6 0 3807 26.4 22 {0, 0.2}
0.01 1734 12.0 20 0.2 960 6.7 6 0 4136 28.7 22 {0, 0.2}
0.001 — 1890 13.1 15 0 —

IH and INH , the subsets of instances involving hubs and not involving hubs, respec-
tively. Among the |I| = 47 instances, 17 contain hubs, and 30 none. In order to study
the impact of hubs on the outcome of racing, three configuration problems were inves-
tigated separately: (C, IH), (C, INH), and (C, I).

Results for F-Race. Table 1 shows the results for F-Races with different significance
levels for the statistical tests on the three instance sets. For each experiment, the number
of single optimisation runs, the amount of CPU time measured in days, the number
of iterations in the race, and the winning configuration is given. We performed only
one race for α = 0.001 since the other races on IH and I were already very CPU
intensive for α = 0.01. Races without a clear winner were terminated interactively
after observing that no more progress can be expected; the remaining configurations
are listed as winners in this case.

Some general trends are obvious and intuitive. Firstly, the lower α, the more opti-
misation runs and iterations are needed, because the test is less aggressive in detecting
differences among the configurations. Secondly, all races on IH terminated with the
same result, indicating that the best probability is 0.2; all races on INH determined 0
as the best probability. This confirms our past experience. However, if we consider the
races on I , the probability 0 is the winner for α ∈ {0.1, 0.05}. For lower significance
levels, the racing algorithm does not indicate significant differences between the two re-
maining configurations, which were the winners of the separate races on IH and INH ,
even after many days of computation time.

Figure 1 shows the average ranks (upper part) and p-values of tests (lower part)
during two typical F-races. The average rank of a configuration in an iteration is de-
fined as the average over all ranks of this configuration on all instances and optimi-
sation runs performed so far. The p-value gives the probability of wrongly rejecting
the null hypothesis if in fact it were true; if the p-value is smaller than the signifi-
cance level, the null hypothesis is rejected. On the instance set INH , the configurations
0.8 and 1 are eliminated after the third iteration, and after six iterations the winner is
found by eliminating the other configurations except 0. The F-race on I shows why
it took so many iterations to detect the winning configuration 0: the two best config-
urations are very close together regarding their average ranks, and it took very long
until the difference was proved to be significant. This also indicates why the F-races
on I with lower significance levels had to be stopped interactively. For significance
levels α ∈ {0.02, 0.01}, no significant difference could be found within the allowed
time.
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Fig. 1. Average ranks of the configurations (top) and the p-value of the F-test (bottom) during
F-Races with α = 0.05 on INH (left) and I (right)

The more heterogeneous set of instances I makes it more difficult to find the best
configuration. If rather high values are chosen for α, the probability 0 wins, but for
lower significance levels both configurations perform quite well. Perhaps this race is
even unfair, because |INH | = 30 > 17 = |IH |. In order to have a fair instance set, we
performed the following experiment five times. 13 instances from INH are randomly
removed from I , and then F-race with α = 0.05 is run on the resulting instance set
of size 34. In four of the experiments the result was inconclusive, with 0 and 0.2 be-
ing among the final candidates when stopping the race after 50 iterations. The average
number of optimisation runs was 5310, which requires a CPU time of 36.9 days per
experiment. Thus, if both structures (involvement of hub or not) are represented by the
same number of instances, the configuration problem becomes even more difficult.

The above discussion shows that a heterogeneous instance set represents a challenge
for racing algorithms. The main reason is that a mixture of two different classes of
instances, for which different best parameter settings would be obtained, do not lead
to statistically significant differences among the configurations, differently from what
is observed for the two races on the two separated instance sets. The separation of the
instance set into two classes allows to set the investigated parameter by the following
simple rule: if an instance involves hubs, apply the insert block operator with probability
0.2, and do not use the operator otherwise.

Results for DW-Race. Analogously to the F-race, we also examined the results of the
DW-race in dependence of different delete rates and the three instance sets. With a fixed
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Table 2. Results for DW-Race, different delete rates and instance sets

IH INH Irate
runs days it win runs days it win runs days it win

0.15 629 4.4 9 0.2 930 6.5 9 0 1457 10.1 9 0.2
0.1 901 6.3 14 0.2 1410 9.8 14 0 2209 15.3 14 0.2
0.05 1683 11.7 29 0.2 2790 19.4 29 0 4371 30.4 29 0

deletion rate of ρ, one can determine the number of surviving candidates after iteration
i of the race as |C(i + 1)| = #|C| · (1 − ρ)i + 0.5$, if the usual rounding procedure
is used. Using this approach, the results of the DW-race are given in Table 2. If the
instances are separated into the two classes IH and INH , the same configurations as for
the F-race were returned, however, taking in most cases more time than the F-race with
the standard significance level α = 0.05. Surprisingly, for DW-race on set I , the same
winner configuration as in the F-race was returned only by the lowest delete rate. The
reason for this effect is that the two configurations with operator probabilities 0 and 0.2
result in rather similar ranks and are statistically distinguishable only after 26 iterations
in the F-race at the significance level α = 0.05. Hence, in this case the DW-race takes
the (statistically) wrong decision because of forcing too early convergence of the race.

5.2 Structural Optimisation: Shape of the SLS Method

In a second set of racings, we considered the configuration of the overall structure of
the SLS algorithm. As described in Section 3, the SLS algorithm works on a population
of individuals, where each individual belongs to one role of ILS, DFS, and RW. For
a first race, we considered configurations that differed in the number of individuals
for each role and that varied two parameter settings: the number of restart points for
the DFS strategy and the perturbation strength for ILS and RW, respectively. To keep
the computational effort within reasonable limits, in a first trial only 20 different such
configurations were defined and we limited the experiments to the instances in INH .
As before, experiments were run with F-races and DW-races using various settings for
α and deletion rate, respectively.

The results of the F-race and the DW-race are given in Table 3. As can be seen, all
races return the same winner configuration, which uses only one ILS individual and a
perturbation of strength 2. In this experiment, a clear advantage of the F-race appears:
with α = 0.05, after only 3 iterations one single configuration is declared as the win-
ner. In fact, a more careful examination of the progress of the race shows that only

Table 3. Results for F-race and DW-race in the structural optimisation

F-race DW-race
α

runs days it win
rate

runs days it win
0.1 900 6.25 3 (ILS,2) 0.5 925 6.42 4 (ILS,2)
0.05 900 6.25 3 (ILS,2) 0.25 1 725 11.98 8 (ILS,2)
0.01 1 475 10.24 7 (ILS,2) 0.1 3 350 23.26 14 (ILS,2)
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Table 4. Results of F-race and DW-race for additional configurations in the structural optimi-
sation

F-race DW-race
α

runs days it win
rate

runs days it win
0.1 2 250 15.63 21 (ILS,1) 0.5 1 175 8.16 5 (ILS,1)
0.05 2 650 18.40 24 (ILS,1) 0.25 2 275 15.80 10 (ILS,1)
0.02 2 850 19.79 23 {(ILS,2),(ILS,1),(2ILS,2)} 0.1 5 625 39.06 27 (ILS,1)

configurations with at least one ILS individual survive the first iteration; this is consis-
tent with the fact that the winning configuration is the only that consisted purely of one
single ILS individual (that is, the configuration without any DFS and RW individuals).
Since the differences between the configurations are very strong, the F-race is able to
quickly eliminate the poor performing candidate configurations. The DW-race returns
the same winning configuration. However, to return this result in the same computation
time as the F-race, a very high deletion rate of 0.5 is needed; however, as shown also
in the previous example, such a high deletion rate can be quite problematic and lead to
statistically unfounded (or even wrong) decisions.

Based on this initial race, others were run, the results of which we summarize next.

Additional configurations. Additional candidate configurations with only ILS individ-
uals (one or two) and a range of parameter settings for the perturbation strength were
added to the configurations of the first race; the results of this race are summarised
in Table 4. In this new race, for all significance levels, the winning configuration was
ILS,1, that is a configuration with only one ILS individual and perturbation strength
one – this configuration was not considered in the first race. Interestingly, in the F-race
already after the second iteration every algorithm that uses at least one DFS or RW
individual was eliminated, leaving only pure ILS configurations that only differed in
the perturbation strength and the number of ILS individuals. However, the differences
among the various ILS configurations appear to be not too large and, hence, the race still
takes quite a few iterations to remove the other candidates. The very rapid elimination
of many competing configurations also explains the relatively short computation times
for the F-race when taking into account the number of iterations until it was stopped.
To reach a similar computation time limit, for the DW-race a rather high deletion rate
of 0.25 needs to be used.

Convergence limit. In this race, 30 configurations were examined that, in addition to
the population composition of ILS, DFS, and RW individuals, differed mainly in the
number of unsuccessful local search moves examined (convergence limit) before the
local search is stopped and the probability of making a large step for RW individuals.
Similar to the previous two races, here only the three configurations that only used ILS
individuals survived the first iteration of the F-race; DW-race was not run because of its
inferior performance in the previous races. Among the remaining three configurations,
the order of elimination suggested that the smaller the convergence limit is chosen, the
higher is the survival probability.
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Higher computation times. Here, the same configurations as in the race on the conver-
gence limit were examined, but this time the SLS algorithms were run for 30 minutes
instead for 10 minutes. The motivation for this additional race is that the configurations
with a stronger diversification through RW individuals or the intensification through
DFS individuals may profit from the higher computation times. However, as for the
previous race, after the first iteration all candidate configurations that did not make ex-
clusive use of ILS individuals were eliminated. A difference to the previous race was
that the influence of the convergence limit was diminished; for example, for the signifi-
cance level α = 0.05 all ILS configurations that differed only in the convergence limit
remained in the race.

Overall, for the combined structural and parameter optimisation as done here, the
F-race is clearly superior to the DW-race. After only a few iterations, inferior can-
didate configurations are deleted. Interestingly, the previously chosen configuration
of the optimiser was also among those eliminated, indicating that still significantly
better performance may be reached by fine-tuning the overall structure of the SLS
algorithm.

5.3 General Remarks

In addition to the comparison between the F-Race and DW-Race, several issues were
found to be important when running racing algorithms in a real-world environment.
Firstly, the rank-based approach for evaluating configurations is essential, especially
with such a heterogenous instance suite as ours. This is the case because the instances
have quite different ranges of objective function values, their distribution is unknown,
and even may have some anomalies. Secondly, the racing method can be examined,
analysed and modified interactively. Interactive features are appropriate when, for ex-
ample, it becomes obvious that the race should be restarted with additional configura-
tions or to stop the race when further progress appears to be very minor; see also [13]
for the usage of interactive racings. Thirdly, since in our setting each single optimisa-
tion run is rather time-consuming, a true re-start of the race is very costly. Therefore,
we used a database that stores the results of already executed optimisation runs per
instance, configuration, and seed. New trials are only started if there is no correspond-
ing database entry. This saves much time and even allows to run racings on the same
configuration problem, without too much additional CPU costs. Fourthly, by the usage
of survival analysis (e.g. by analysing commonalities among the surviving candidates
like only using ILS individuals), one may generate profiles of the main components re-
sponsible for high quality configurations, which can then allow to refine the algorithm.
Finally, the usage of distributed computing, like grid computing or the architecture we
used here, is essential to speed-up the experiments. The usage of this type of parallel
processing has the advantage that the speed-up of the experiments is essentially linear
with the number of computers available. For realistic settings, where individual trials
of an SLS algorithm on an instance can take several minutes or even longer, and many
configurations are examined, such a parallelisation is essential to keep the overall com-
putation times within manageable limits.
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6 Conclusions

We presented results of an experimental study of racing algorithms on real-world vehi-
cle scheduling and routing problems and a commercial SLS algorithm. This applicaton
of racing differs from previous studies in several aspects: the high computation time per
run, the high complexity of a real-world problem – due to multiple objective functions,
many structurally different constraints and decisions to be made – and the heterogeneity
of the benchmark suite.

While the computation time of a DW-race is predictable accurately, the CPU time
required by a F-race depends on the differences identified in the configurations. If strong
differences in performance are observed for the configurations, F-races tend to quickly
reduce the set of candidates, as done in the structural optimisation task. A further ad-
vantage of F-races is that they are based on sound statistical tests, which may allow to
delete significantly worse configurations early in the race and prevents deleting config-
urations that are not significantly inferior.

One of the most promising results for the usefulness of racing algorithms is that the
best configurations identified in an automatic way in this study improved over the pre-
vious version of the commercial software, at least for the considered instances, despite
the previous efforts to experimentally fine-tune the software. These positive results to-
gether with the increasing availability of cheap computation time, for example, through
small PC clusters or grid computing, will further increase the applicability of auto-
mated techniques for the configuration of algorithms in applications of high industrial
relevance.
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Abstract. Numerical optimization of given objective functions is a cru-
cial task in many real-life problems. The present article introduces an
immunological algorithm for continuous global optimization problems,
called opt-IA. Several biologically inspired algorithms have been de-
signed during the last few years and have shown to have very good per-
formance on standard test bed for numerical optimization.

In this paper we assess and evaluate the performance of opt-IA, FEP,
IFEP, DIRECT, CEP, PSO, and EO with respect to their general applica-
bility as numerical optimization algorithms. The experimental protocol
has been performed on a suite of 23 widely used benchmarks problems.
The experimental results show that opt-IA is a suitable numerical opti-
mization technique that, in terms of accuracy, generally outperforms the
other algorithms analyzed in this comparative study. The opt-IA is also
shown to be able to solve large-scale problems.

Keywords: Artificial Immune Systems, Clonal Selection Algorithms,
Immune Algorithm, Aging operator, Global Numerical Optimization.

1 The Immunological Algorithm

Clonal Selection Algorithms (CSAs) [1] are a special class of Immune algorithms
(IAs) [1, 2] which are inspired by the Clonal Selection Principle [3] of the human
immune system to produce effective methods for search and optimization. In this
research paper an immune algorithm inspired by the Clonal Selection Principle,
opt-IA [4, 5, 6, 7, 8], is applied to global numerical optimization.

The opt-IA algorithm uses a population of candidate solutions, i.e. points
of the search space (B cell or B cell receptor according to immunological ter-
minology). At each time step t, we have a population P

(t)
d of size d. The initial

population of candidate solutions, time t = 0, is generated uniformly at random
in the relative domains of each function (see table 1) The function Evaluate(P)
computes the fitness function value of each B cell x ∈ P. The implemented IA
uses three immune operators, cloning, hypermutation and aging. The cloning
operator, simply, clones each B cell dup times producing an intermediate popu-
lation P

(clo)
Nc

of size d × dup = Nc.

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 284–295, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



An Immunological Algorithm for Global Numerical Optimization 285

The hypermutation operator acts on the B cell receptor of P
(clo)
Nc

. The num-
ber of mutations M is determined by mutation potential. Our IA uses an In-
versely Proportional Hypermutation operator, where the number of mutations
is inversely proportional to the fitness value, that is, it decreases as the fitness
function of the current B cell increases. Two different mutation potential are
used, they are defined by the following equations:

α = e(−ρ∗f), α =
(

1
ρ

)
e(−f) (1)

where α represents the mutation rate, and f is the fitness function value normal-
ized in [0, 1]. The number of mutations of a clone with fitness function value f
is equal to #L ∗α$ where L is the length of the clone receptor, that is L = l ×n,
with l being the number of bits used to code each variable and n the dimension
of the function. The first potential mutation was proposed in [10], while the sec-
ond potential mutation was introduced in [11]. Figure 1 shows the pseudo-code
of the proposed Immune Algorithm.

opt-IA(d, dup, ρ, τB , TMAX )
1. FFE ← 0;
2. Nc ← d × dup;
3. t ← 0;

4. P
(t)
d ← Population Initialization(d);

5. Evaluate(P
(t)
d );

6. FFE ← FFE + d;
7. while (FFE < TMAX )do
8. P

(clo)
Nc

← Cloning (P
(t)
d , dup);

9. P
(hyp)
Nc

← Hypermutation(P
(clo)
d

, ρ);

10. Evaluate(P
(hyp)
Nc

);

11. FFE ← FFE + Nc;

12. (aP
(t)
d , aP

(hyp)
Nc

) = Aging(P
(t)
d , P

(hyp)
Nc

, τB);

13. P
(t+1)
d ← (μ + λ)-Selection(aP

(t)
d ,a P

(hyp)
Nc

);

14. t ← t + 1;
15.end while

Fig. 1. Pseudo-code of opt-IA

Aging Operator. By inspecting the pseudo-code of opt-IA, one can see that
an “aging” operator is used. The aging operator eliminates old B cells, in the
populations P

(t)
d and P

(hyp)
Nc

to avoid premature convergence and to increase
diversity in the current population. This operator is the main difference between
our algorithm and the other IAs and Evolutionary Algorithms. The parameter
τB sets the maximum number of generations B cells are allowed to remain in the
population. When a B cell is τB +1 old it is erased from the current population,
no matter what its fitness value is. During the cloning expansion, a cloned B
cell takes the age of its parent. After the hypermutation phase, a cloned B cell
which successfully mutates, will be considered to have age equal to 0. In this
way, new B cells are given an equal opportunity to effectively explore the given
computational landscape. The best B cells which “survived” the aging operator,
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are selected from the populations aP
(t)
d and aP

(hyp)
Nc

. In this way, we obtain the

new population P
(t+1)
d , of d B cells, for the next generation t + 1. If d′ < d B

cells survived, the (μ + λ)-Selection operator creates d − d′ new B cells (Birth
phase).

The evolution cycle ends if a maximum number of Fitness Function Evalua-
tions (FFE) is reached.

2 Numerical Optimization

Numerical optimization problems are fundamental for every field of engineering
and science. The task is that of finding global optima of a generic objective
function. However, often, the objective function is difficult to optimize because
of numerous local optima. Moreover, this difficulty increases proportionally with
the problem dimension.

In this paper we consider the following numerical minimization problem:

min(f(x)), Bl ≤ x ≤ Bu (2)

where x = (x1, x2, . . . , xn) is the variable vector in Rn, f(x) denotes the ob-
jective function to minimize and Bl = (Bl1 , Bl2 , . . . , Bln), Bu = (Bu1 , Bu2 , . . . ,
Bun) represent, respectively, the lower and the upper bound of the variables,
such that xi ∈ [Bli , Bui ].

We used binary string representation: real values xi are coded using bitstrings
of length l = 32. The mapping from the binary string b =< b1, b2, . . . , bl > into
a real number x consists of two steps:
(i) convert the bitstring b =< b1, b2, . . . , bl > from base 2 to base 10 using the

equation:
∑l

i=1 bi ∗ 2i = x′;
(ii) finding the corresponding real value: x = Bli + x′(Bui

−Bli
)

2l−1 , where Bli and
Bui are the lower and upper bounds of the variables.

Test Functions. We selected twentythree functions from three categories [12].
This relative large set is necessary in order to reduce biases in evaluating algo-
rithms. Table 1 lists the 23 functions and their key properties (for a complete
description of all the functions and the parameters involved see [12]). These
functions can be divided into three categories of different complexities:
– unimodal functions (f1 − f7), which are relatively easy to optimize, but the

difficulty increases as the problem dimension increases;
– multimodal functions (f8 −f13), with many local minima, they represent the

most difficult class of problems for many optimization algorithms;
– multimodal functions which contain only few local optima (f14 − f23).

Some functions possess unique features: f6 is a discontinuous step function hav-
ing a single optimum; f7 is a noisy quartic function involving a uniformly dis-
tributed random variable within [0, 1). Optimizing unimodal functions is not a
major issue, so in this case the convergence rate is of main interest. However,
for multimodal functions the quality of the final results is more important since
it reflects the algorithm’s ability in escaping from local optima.
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Table 1. The 23 benchmark functions used in our experimental study; n is the di-
mension of the function; fmin is the minimum value of the function; S ⊆ Rn are the
variable bounds (for a complete description of all the functions and the parameters
involved see [12])

Test function n S fmin

f1(x) = n
i=1 x2

i 30 [−100, 100]n 0
f2(x) = n

i=1 |xi| + n
i=1 |xi| 30 [−10, 10]n 0

f3(x) = n
i=1

i
j=1 xj

2
30 [−100, 100]n 0

f4(x) = maxi{|xi|, 1 ≤ i ≤ n} 30 [−100, 100]n 0

f5(x) = n−1
i=1 [100(xi+1 − x2

i )2 + (xi − 1)2] 30 [−30, 30]n 0
f6(x) = n

i=1 (�xi + 0.5�)2 30 [−100, 100]n 0
f7(x) = n

i=1 ix4
i + random[0, 1) 30 [−1.28, 1.28]n 0

f8(x) = n
i=1 −xi sin( |xi|) 30 [−500, 500]n −12569.5

f9(x) = n
i=1 [x2

i − 10 cos(2πxi) + 10] 30 [−5.12, 5.12]n 0

f10(x) = −20 exp −0.2 1
n

n
i=1 x2

i 30 [−32, 32]n 0

− exp 1
n

n
i=1 cos 2πxi + 20 + e

f11(x) = 1
4000

n
i=1 x2

i − n
i=1 cos

xi√
i

+ 1 30 [−600, 600]n 0

f12(x) = π
n {10 sin2(πy1) 30 [−50, 50]n 0

+ n−1
i=1 (yi − 1)2[1 + 10 sin2(πyi+1)] + (yn − 1)2}

+ n
i=1 u(xi, 10, 100, 4),

yi = 1 + 1
4 (xi + 1)

u(xi, a, k, m) =
k(xi − a)m, if xi > a,
0, if −a ≤ xi ≤ a,
k(−xi − a)m, if xi < −a.

f13(x) = 0.1{sin2(3πx1) 30 [−50, 50]n 0

+ n−1
i=1 (xi − 1)2[1 + sin2(3πxi+1)]

+(xn − 1)[1 + sin2(2πxn)]} + n
i=1 u(xi, 5, 100, 4)

f14(x) = 1
500 + 25

j=1
1

j+ 2
i=1 (xi−aij)6

−1
2 [−65.536, 65.536]n 1

f15(x) = 11
i=1 ai − xi(b

2
i +bix2)

b2
i
+bix3+x4

2

4 [−5, 5]n 0.0003075

f16(x) = 4x2
1 − 2.1x4

1 + 1
3 x6

1 + x1x2 − 4x2
2 + 4x4

2 2 [−5, 5]n −1.0316285

f17(x) = x2 − 5.1
4π2 x2

1 + 5
π x1 − 6

2
2 [−5, 10] × [0, 15] 0.398

+10 1 − 1
8π cos x1 + 10

f18(x) = [1 + (x1 + x2 + 1)2(19 − 14x1 + 3x2
1 − 14x2 2 [−2, 2]n 3

+6x1x2 + 3x2
2)] × [30 + (2x1 − 3x2)

2(18 − 32x1

+12x2
1 + 48x2 − 36x1x2 + 27x2

2)]

f19(x) = − 4
i=1 ci exp − 4

j=1 aij(xj − pij)
2 4 [0, 1]n −3.86

f20(x) = − 4
i=1 ci exp − 6

j=1 aij(xj − pij)
2 6 [0, 1]n −3.32

f21(x) = − 5
i=1 (x − ai)(x − ai)

T + ci

−1
4 [0, 10]n −10.1422

f22(x) = − 7
i=1 (x − ai)(x − ai)

T + ci

−1
4 [0, 10]n −10.3909

f23(x) = − 10
i=1 (x − ai)(x − ai)

T + ci

−1
4 [0, 10]n −10.53

3 Experimental Results

3.1 Experimental Setup

The performance of the proposed IA is assessed by carrying out optimization on
the 23 functions listed in table 1 and comparing results with some well-known
algorithms for global optimization. For each test function 50 independent runs
are performed. At each generation we compute the mean value of the best fit
individuals for all 50 runs in order to plot the evolution curves. Moreover the
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Table 2. Parameters used by opt-IA for each function (f1, . . . , f23)

Function α = e(−ρ∗f) α = 1
ρ e(−f)

d dup τB ρ d dup τB ρ
f1 10 2 5 10 10 2 10 150
f2 10 2 10 10 10 2 10 150
f3 20 2 20 10 20 2 10 150
f4 10 2 10 10 20 2 20 150
f5 10 2 10 10 20 2 20 150
f6 20 2 20 10 20 2 50 150
f7 10 2 10 10 20 2 20 150
f8 20 2 20 10 20 2 20 150
f9 20 2 20 10 20 2 5 150
f10 20 2 20 10 10 2 10 150
f11 20 2 20 10 10 2 10 150
f12 20 2 20 10 10 2 10 150
f13 20 2 20 10 20 2 5 150
f14 10 5 5 10 20 2 20 150
f15 20 2 20 10 20 2 20 150
f16 10 2 5 6 10 2 20 100
f17 10 2 15 7 10 2 15 125
f18 10 2 10 8 10 2 15 100
f19 10 2 10 9 10 2 15 100
f20 10 2 10 8 20 2 20 150
f21 10 2 25 6 10 2 10 150
f22 10 2 5 7 10 2 15 125
f23 10 2 5 7 10 2 10 100

standard deviation is used to indicate the consistency of the algorithm. Table 2
summarizes the key parameters setting of opt-IA for each test function and for
each mutation potential used.

There are several algorithms designed for numerical optimization. We start
comparing opt-IA with one of the best evolutionary algorithms for numerical
optimization in literature: Fast Evolutionary Programming (FEP) [12] and his
improved version IFEP. FEP is based on Conventional Evolutionary Program-
ming (CEP [13]) but uses a new mutation operator based on Cauchy random
numbers that helps the algorithm to escape from local optima. The performance
of opt-IA is further compared with some other well-established evolutionary
algorithms such as CEP with three different mutation operators (Gaussian Mu-
tation Operator GMO, Cauchy Mutation Operator CMO and Mean Mutation
Operator MMO) [13], Particle Swarm Optimization (PSO) [14] and Evolution-
ary Optimization (EO) [14]. Moreover comparison is made, when possible, with
a global search algorithm for bound constrained optimization based on Lipschitz
constant estimation, DIRECT [15, 16].

3.2 Comparison with FEP and DIRECT

Unimodal functions (f1 − f7). Unimodal functions are not the most challenging
test problems. There are more efficient algorithms which are specifically designed
to optimize them. The aim in this case is to get a picture of the convergence
rate of the algorithms. In table 3 we report the optimization results obtained
by opt-IA with respect to those obtained by FEP and DIRECT. All results
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Table 3. Comparison between FEP, opt-IA and DIRECT on functions f1 − f7

Fun. Tmax Direct FEP opt-IA
α = e(−ρ∗f) α = 1

ρ e(−f)

Min Found Mean Best Mean Best Mean Best
Std Dev Std Dev Std Dev

f1 150, 000 n.a. 5.7 × 10−4 9.23 × 10−12 1.7 × 10−8

1.3 × 10−4 2.44 × 10−11 3.5 × 10−15

f2 200, 000 n.a. 8.1 × 10−3 0.0 7.1 × 10−8

7.7 × 10−4 0.0 0.0

f3 500, 000 n.a. 1.6 × 10−2 0.0 1.9 × 10−10

1.4 × 10−2 0.0 2.63 × 10−10

f4 500, 000 n.a. 0.3 1.0 × 10−2 4.1 × 10−2

0.5 5.3 × 10−3 5.3 × 10−2

f5 2 × 106 27.89 5.06 3.02 28.4
5.87 12.2 0.42

f6 150, 000 n.a. 0.0 0.2 0.0
0.0 0.44 0.0

f7 300, 000 8.9 × 10−3 7.6 × 10−3 3.0 × 10−3 3.9 × 10−3

2.6 × 10−3 1.2 × 10−3 1.3 × 10−3
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Fig. 2. Evolution curves of opt-IA algorithm on two unimodal functions (f1, f6) over
50 independent runs Individual curves for each run (left plot), mean performance curve
(right plot)

have been averaged over 50 independent runs. “Mean Best” indicates the mean
best function values found in the last generation, “Std Dev” stands for standard
deviation. Second column shows the maximum number of Fitness Function Eval-
uation allowed (Tmax); we used the same Tmax values proposed by X. Yao, Y. Liu
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Table 4. Comparison between FEP, opt-IA and DIRECT on functions f8 − f13

Fun. Tmax Direct FEP opt-IA
α = e(−ρ∗f) α = 1

ρ e(−f)

Min Found Mean Best Mean Best Mean Best
Std Dev Std Dev Std Dev

f8 900, 000 -4093.0. −12554.5 −12508.38 −12568.27
52.6 155.54 0.23

f9 500, 000 n.a. 4.6 × 10−2 19.98 2.66

1.2 × 10−2 7.66 2.39

f10 150, 000 n.a. 1.8 × 10−2 18.98 1.1 × 10−4

2.1 × 10−3 0.35 3.1 × 10−5

f11 200, 000 n.a. 1.6 × 10−2 7.7 × 10−2 4.55 × 10−2

2.2 × 10−2 8.63 × 10−2 4.46 × 10−2

f12 150, 000 0.03 9.2 × 10−6 0.137 3.1 × 10−2

3.6 × 10−6 0.23 5.7 × 10−2

f13 150, 000 0.96 1.6 × 10−4 1.51 3.20

7.3 × 10−5 0.10 0.13
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Fig. 3. Evolution curves of opt-IA algorithm on two multimodal functions with many
local minima (f8, f10) over 50 independent runs. Individual curves for each run (left
plot), mean performance curve (right plot).

and G. Lin in [12]. Better results are highlighted in boldface. As it can be seen,
opt-IA is able to always obtain better results than FEP except for function f3.
For most functions, results for DIRECT are not available because the symmetry
of the function implies that the optimum is in the center of the variable bounds,
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Table 5. Comparison between FEP, opt-IA and DIRECT on functions f14 − f23

Fun. Tmax Direct FEP opt-IA
α = e(−ρ∗f) α = 1

ρ e(−f)

Min Found Mean Best Mean Best Mean Best
Std Dev Std Dev Std Dev

f14 10, 000 1.0. 1.22 1.02 1.21

.56 7.1 × 10−2 0.54

f15 400, 000 1.2 × 10−3 5.0 × 10−4 7.1 × 10−4 7.7 × 10−3

3.2 × 10−4 1.3 × 10−4 1.4 × 10−2

f16 10, 000 -1.031 −1.031 −1.03158 −1.02

4.9 × 10−7 1.5 × 10−4 1.1 × 10−2

f17 10, 000 0.398 0.398 0.398 0.450

1.5 × 10−7 2.0 × 10−4 0.21
f18 10, 000 3.01 3.02 3.0 3.0

0.11 0.0 0.0
f19 10, 000 −3.86 −3.86 −3.72 −3.72

1.4 × 10−5 1.1 × 10−4 1.1 × 10−2

f20 20, 000 −3.30 −3.27 −3.31 −3.31
5.9 × 10−2 7.4 × 10−2 5.9 × 10−3

f21 10, 000 −6.84 −5.52 −9.11 −5.36
1.59 1.82 2.20

f22 10, 000 −7.09 −5.52 −9.86 −5.34
2.12 1.88 2.11

f23 10, 000 −7.22 −6.57 −9.96 −6.03
3.14 1.46 2.66

the point from which DIRECT starts the search. Figure 2 shows performance
curves of opt-IA for the two unimodal functions f1 and f6.

Multimodal functions with many local minima (f8 − f13). Function f8 − f13 are
multimodal function with many local minima. The number of local minima in-
creases exponentially as the function dimension increases. The fitness landscape
of these functions is generally very rugged and difficult to optimize. Table 4 sum-
marizes the final results obtained bye opt-IA, FEP and DIRECT. FEP has a
better performance on 4 of 6 test problems. In particular, for functions f9, f12

and f13 FEP perform significantly better than opt-IA, except for function f11

where results are comparable. On the other hand, opt-IA performs significantly
better then FEP on function f8 and f10. By comparing results between opt-IA
and DIRECT, we can see that DIRECT is unable to approach the optimum,
while on functions f12 and f13 DIRECT shows a bit better performance.

Multimodal functions with only a few local minima (f14 − f23). The final results
of opt-IA, FEP and DIRECT on functions f14 − f23 are summarized in table 5.
In this case opt-IA shows a better performance on 6 of the 10 test functions.
Moreover, for for functions f16 and f17, opt-IA is able to obtain the same
optimum results of FEP in terms of mean best values found, but FEP shows
more consistency in terms of standard deviation. Instead for function f15 results
are of the same order. Inspecting all the experimental results (reported in the
previous tables) it is possible to note an overall better performance of opt-IA
algorithm using a minimum population size (d ∈ {10, 20}) while FEP uses a
larger population size greater of an order of magnitude.
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Fig. 4. Evolution curves of opt-IA algorithm on two multimodal functions with a few
local minima (f18, f21) over 50 independent runs. Individual curves for each run (left
plot), mean performance curve (right plot).

3.3 Comparison with IFEP

The analyses performed in [12] show that Cauchy mutation performs better when
the current search point is far away from the global optimum, while Gaussian
mutation is better when search points are in the neighborhood of the global
optimum. Based on those observations in [12] was proposed a version of FEP
which uses both Cauchy and Gaussian mutations. This improved version was
called IFEP. IFEP differs from FEP only in the step of the creation of the
offsprings: two new offspring are generated instead of one, the first one using
Cauchy mutation and the second one using Gaussian mutation, the better one is
chosen. Table 6 shows the comparison between opt-IA and IFEP on the same
functions used in [12]: unimodal functions f1, f2, multimodal functions f10, f11

with many local minima and multimodal functions f21, f22 with only few local
minima. opt-IA has again a better performance on all the functions except for
function f11 where the results are comparable.

3.4 Comparison with CEP, PSO and EO

Finally, we compare the immune algorithm with some other well-known biolog-
ically inspired algorithms: CEP, PSO and EO. Since the optimization results
obtained with these algorithms are available in literature only for some of the
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Table 6. Comparison between opt-IA and IFEP on functions f1, f2, f10, f11, f21, f22

and f23

Function Tmax opt-IA IFEP

f1 150, 000 1.70 × 10−8 4.16 × 10−5

f2 200, 000 7.15 × 10−5 2.44 × 10−2

f10 150, 000 1.11 × 10−4 4.83 × 10−3

f11 200, 000 8.36 × 10−2 4.54 × 10−2

f21 10, 000 −8.29 −6.46
f22 10, 000 −9.59 −7.10
f23 10, 000 −9.96 −7.80

Table 7. Comparison between opt-IA and CEP with three different mutation opera-
tors (GMO,CMO,MMO) in terms of mean best values found

Function Tmax opt-IA CEP
GMO CMO MMO

f1 150, 000 1.70 × 10−8 3.09 × 10−7 3.07 × 10−7 9.81 × 10−7

f2 250, 000 7.15 × 10−5 1.99 × 10−3 5.87 × 10−3 3.23 × 10−3

f3 250, 000 260.12 17.60 5.78 11.80
f4 250, 000 0.001 5.18 0.66 1.88
f5 250, 000 29 86.70 114.0 63.8

f7 250, 000 5.85 × 10−03 12.20 9.42 9.53
f9 250, 000 24.0 120.0 4.73 9.52

f10 150, 000 1.11 × 10−4 9.10 1.3 × 10−3 7.49 × 10−4

f11 250, 000 8.36 × 10−2 2.52 × 10−7 2.2 × 10−6 6.99 × 10−7

Table 8. Performance Comparison among opt-IA, PSO, and EO on functions
f1, f5, f9, f11

Fun. Tmax opt-IA PSO EO
Mean Best Std Dev Mean Best Std Dev Mean Best Std Dev

f1 250, 000 1.70 × 10−8 3.5 × 10−15 11.75 1.3208 9.8808 0.9444
f5 250, 000 29.0 0.0 1911.598 374.2935 1610.39 293.5783
f9 250, 000 24.0 7.69 47.1354 1.8782 46.4689 2.4545

f11 250, 000 8.36 × 10−2 4.32 × 10−2 0.4498 0.0566 0.4033 0.0436

23 test functions considered in this work, comparisons will be made accordingly.
Results shown in tables 7 and 8 indicate that while opt-IA maintain a consistent
performance, CEP, PSO and EO appear unable to reach the optima for most
of the listed functions, although they make a considerable computational effort.
An overall better performance of opt-IA is evident.

4 Conclusions

In this paper we have introduced an immune algorithm based on clonal se-
lection principle, called opt-IA, for global numerical optimization. The main
features of opt-IA are the following: cloning operator, inversely proportional
hypermutation operator, and aging operator. The cloning operator explores the
neighborhood of each point of the search space. The inversely proportional
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hypermutation perturbs each candidate solution inversely proportional to its
fitness function value. Finally, the aging operator eliminates the oldest candi-
date solutions from the current population in order to introduce diversity and
to avoid local minima during the evolutionary search process. We tested opt-
IA on 23 well-known benchmark problems. The experimental studies show that
the clonal selection algorithm is an effective numerical optimization algorithm
in terms of solution quality. The results show that opt-IA is significant better
than the seven tested evolutionary algorithms and one well-known deterministic
algorithm (DIRECT).

As future works we plan to perform a deeper statistical analysis of the ob-
tained experimental results and to compare opt-IA with the BCA algorithm [17],
Evolution Strategies and Differential Evolution [18].
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Abstract. Randomization is an efficient tool for global optimization. We here
define a method which keeps :

– the order 0 of evolutionary algorithms (no gradient) ;
– the stochastic aspect of evolutionary algorithms ;
– the efficiency of so-called "low-dispersion" points ;

and which ensures under mild assumptions global convergence with linear con-
vergence rate. We use i) sampling on a ball instead of Gaussian sampling (in
a way inspired by trust regions), ii) an original rule for step-size adaptation ;
iii) quasi-monte-carlo sampling (low dispersion points) instead of Monte-Carlo
sampling. We prove in this framework linear convergence rates i) for global op-
timization and not only local optimization ; ii) under very mild assumptions on
the regularity of the function (existence of derivatives is not required). Though
the main scope of this paper is theoretical, numerical experiments are made to
backup the mathematical results.

1 Introduction

Evolutionary algorithms (EAs) are zeroth-order stochastic optimization methods some-
how inspired by the Darwinian theory of biological evolution: emergence of new
species is the result of the interaction between natural selection and blind variations.
Among the class of Evolutionary Algorithms, Evolution Strategies (ES) [12, 17] are
the most popular algorithms for solving continuous optimization problems, i.e. for op-
timizing real-valued function f defined on a subset of R

dim for some dimension dim.
The common feature of EAs is to evolve a set of points of the search space: at each
iteration, some points of the search space are randomly sampled, then evaluated (the f
value of the points is computed) and last, some of them are selected. Those three steps
are repeated until a stopping criterion is met.

Since the invention of ESs in the mid-sixties, researches to improve the perfor-
mances of ESs focused on the so-called mutation operator [12, 17, 8]. This operator
consists in sampling a gaussian random variable with a given step-size σ and a given
covariance matrix C. The main issue has been the adaptation of the step-size parame-
ter σ and of the covariance matrix C. The first step in this direction is the well-known
one-fifth rule [12] based on the rate of successful mutations. Then Rechenberg [12]
and Schwefel [17] proposed to self-adapt the parameters of the mutation operator, by

E. Talbi et al. (Eds.): EA 2005, LNCS 3871, pp. 296–307, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Algorithms (X, sigma, eta): Quasi-random Mutations for Evolution Strategies 297

mutating the step-size as well (this being usually achieved by multiplying the step-size
by a log-normal random variable). For this technique, the so-called mutative step-size
adaptation, a step size is associated to every individual in the population. This step-
size undergoes variations and is used to mutate the object parameters of the individual.
The individual is selected with its step-size and therefore the step-sizes automatically
adapted. Intuitively unadapted step-sizes can not give successively good individuals.

In this paper, we use a similar concept for adapting the scale of the sampling at
each generation but use a uniform sampling in a ball instead of the standard Gaussian
distribution. The motivation is that with a ball we have a trust region-effect ([7]), i.e.
the local operator can be trusted in this ball. Note that though this is not classical in
the evolutionary computation community, Rudolph [15] already introduced –mainly
for theoretical purposes– sampling of the unit ball instead of a Gaussian sampling.
We also make use of a deterministic sampling, or quasi random sampling, where we
moreover minimize the dispersion of the quasi-random points [11, 20]. Quasi-random
numbers have already proved to be successful in many areas one of which is the field
of Monte Carlo methods allowing to speed up the convergence of those methods [5, 11]
but as far as we know low-dispersion points are new for the evolutionary computation
community.

On a theoretical point of view, many papers deal with asymptotic properties of evo-
lutionary algorithms [13, 14] or their finite time convergence in discrete cases [3], but
convergence rates are only given under strong assumption (unimodal functions and/or
very convex functions and/or very smooth functions and/or only local convergence)
[15, 4, 6, 17, 2, 16, 1]. In this paper we investigate the convergence of the new algo-
rithm considered and we prove its convergence with order one.

The paper is organized as follows: Section 2 presents our algorithm, Section 3
presents the theoretical results and Section 4 investigates numerically the theoretical
results; Section 5 comments the results obtained and concludes.

2 Definitions and Properties

In this section we introduce the algorithm considered in this paper. As for the self-
adaptive Evolution Strategies (SA-ES), a step-size is associated to each individual,
moreover for reasons that will become clear in the sequel one individual is a triplet
(x, σ, η) and not only (x, σ) as for the SA-ES. To create new points, the so-called de-
scent operator is applied. It consists in choosing the best point among N neighbors of x
(where the scale of the neighborhood is given by σ) and updating σ with η (see below).
At each generation, new individuals are also randomly sampled. Finally individuals
created from both sides are submitted to selection. After giving some definitions, we
formally describe the descent operator and the algorithm:

General Definitions. We consider the minimization of a real valued objective function
f defined on X a subset of the real space R

dim. We assume that the minimum of f is
reached on X and denote f∗ = minx∈X f(x) ∈ R. Therefore f := X → [f∗,∞[.
Let opt denote the set of optima, i.e. opt = {x ∈ X/f(x) = f∗}. Let x ∈ R

dim be a
vector of R

dim and r a positive real number. We will denote B(x, r) the closed ball of
center x and radius r. For a set E embedded in X we will denote E the complementary
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of X in E ⊂ X . |E| will denote the cardinal of E. The Euclidean distance on R
dim

will be denoted d(., .), i.e. let (x, y) ∈ R
dim × R

dim, d(x, y) =
√∑dim

i=1 (xi − yi)2.

Exploitation operator "descent". Let B be a set of N points of the unit ball, B =
{B1, . . . , BN}, we define descent as descent(x, σ, η) = (x + σB
, ησ, η) where � =
argminj∈[[1,N ]] f(x + σBj) (any of the optimal in case of equality).

Algorithm. The algorithm we investigate in the sequel is an evolutionary algorithm
where a population Pn, where n is the iteration or generation index, is evolved. Each
individual of the population is a triplet (x, σ, η) ∈ R

dim × R
+ × R

+.

1. Sampling of N points B = {B1, . . . , BN} included in B(0, 1).
2. Sampling of the initial population P0 of (x, σ, η)
3. For n varying from 0 à +∞

(a) Creation of P a
n+1, empty population.

(b) Descent step: for each (x, σ, η) ∈ Pn, add descent(x, σ, η) in P a
n+1 ; the

population at the end of this step is P b
n+1. 1

(c) Random sampling step: Random sampling of new individuals (x, σ, η) (see
the Assumption subsection for the details), P b′

n+1, the new population is
P c

n+1 = P b
n+1 ∪ P b′

n+1
(d) Selection step: Selection of the best |Pn| element of P c

n+1, the population so
generated is Pn+1.

(e) Increase N by 1 and regenerate B, if at least one local descent is interrupted.

Local descent: We call local descent a sequence of successive points ((x1,
σ1, η1), . . . , (xn, σn, ηn)) generated at Step 3b, i.e. For i > 1 (xi, σi, ηi) =
descent(xi−1, σi−1, ηi−1). Interrupted local descent: We will say that a local descent
is interrupted if for some i (xi, σi, ηi) is removed by the selection step.

Dispersion of B: We note Δ(B) (or Δ for short) the dispersion of B defined as Δ(B) =
supx∈B(0,1) infy∈B ‖ x − y ‖ .

3 Results

The convergence of the algorithm previously defined is analyzed in this Section.

3.1 Assumptions

We consider V = f−1([f∗, f∗+s[) for a given s, and assume that V is a neighborhood
of opt = f−1(f∗).

Assumption A. 1. We require that Step 1 and 3e ensure that 0 ∈ B, that Δ is non-
increasing in N and that Δ → 0 as N → ∞. For example, we might assume that
each new B generated minimizes Δ(B) under the constraint 0 ∈ B.

2. We forbid η ≥ 1 or η ≤ 0; in all cases η ∈]0, 1[.
3. The generation method (Step c) must generate 3-uples (x, σ, η) in an i.i.d man-

ner ; the number of generated 3-tuples is upper bounded by a given constant G,
and the density is lower bounded by c > 0 and upper bounded by d < ∞ on

1 At the end of this step, we have |P b
n+1| = |Pn|.
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V ×]0, 2 sup(a,b)∈V ×V ‖ a − b ‖ [×]0, 1[, and x, σ and η are independent. More-
over, we generate at each Step c at least one point (which can be removed in the
selection step).

4. We keep, at Step d, the |Pn| best elements for the fitness. This selection depends
on x only (not on σ and η) : in particular, |Pn+1| = |Pn| and ∀(x, σx, ηx) ∈
P d

n+1, ∀(y, σy, ηy) ∈ P c
n+1 \ P d

n+1 f(x) ≤ f(y).
5. We assume that if x ∈ V , the following holds :

f∗ + α′d(x, opt)β ≤ f(x) ≤ f∗ + αd(x, opt)β

with β > 0 and 0 < α′ ≤ α.
6. For ε > 0 sufficiently small, the probability of generating (by random generation

at Step 3c) an optimal point within ε is lower bounded by KεC and upper bounded
by K ′εC for some C, K, K ′ > 0 (consequence of Assumption A.5 and Assump-
tion A.3), i.e. KεC ≤ P (f(x) ≤ f∗ + ε) ≤ K ′εC .

Comments: Assumption A.5 implies that f is Hölder and anti-Hölder [10, 18] for every
isolated point of opt. See also [19, 9] for works where fractal quantities are related to
the analysis carried out.

The fact that the coefficient β is the same on the left-hand and on the right-hand
side in Assumption A.5 is, for us, the strongest assumption. Assumption A.4 can be
removed, with some technical modifications of the proof.

3.2 Preliminary Results

We prove that if Δ(B) is sufficiently small in front of the constants of the problem and
of ηn, and if the optimum is inside the initial ball, then linear convergence occurs.

Lemma 1 (Linear descent). If xn ∈ V and opt ∩ B(xn, σn) �= ∅ and

ηn ≥ β

√
(
α

α′ )Δ(B)

then d(descentk(xn, σn, ηn), opt) ≤ ηk
nσn

PROOF: By induction, we show that all (ck, rk, εk) = descentk(xn, σn, ηn) are in V
(by definition of V = f−1([f∗, f∗ + s[)). By induction also, B(ck, rk) ∩ opt is non-
empty (thanks to Assumption A.5). As the radius of the ball is upper-bounded by σnηk

n,
the result follows. %&

We now prove the following Lemma:

Lemma 2. Let (xk, σk, η) = descentk(x, σ, η), then either P 1 or P 2 (but not both
simultaneously) holds:

P 1. for k sufficiently large, f(xk) ≤ f∗ + α(σηk/(1 − η))β ,
P 2. f(xk) is lower bounded by a constant > f∗.
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Interpretation: Some sequences converge quickly to the optimum and some sequences
are lower bounded. There is no sequence converging slowly or sequence whose succes-
sive fitness accumulate around the optimum without converging to it.

PROOF: Assume that f(xk) → f∗. As σk = σηk , for any p > 0 we have

d(xk, xk+p) ≤ σηk(1 + η + . . . + ηp−1)

= σηk (1 − ηp)
(1 − η)

≤ σηk

(1 − η)
.

Then (xk)k∈N is a Cauchy sequence which therefore converges. Let x∞ be its limit,
from the previous equation, the following holds

d(xk, x∞) ≤ σηk/(1 − η).

Only two situations can occur
Either f(xk) → f∗ and consequently for k sufficiently large, xk ∈ V . With As-

sumption A.5 we have

f(xk) ≤ f∗ + α(σηk/(1 − η))β

which is the property P 1..
Either f(xk) does not converge to f∗ but as f(xk) decreases it is lower bounded by

a value > f∗ which is the property P 2. %&

Satisfactory individual: The 3-uple (x, σ, η) is said satisfactory if the property P 1.
defined in Lemma 2 holds.

Lemma 3. Let (ni)i∈N be the subsequence of the index generation n ∈ N such that
there exists an individual (x(i), σ(i), η(i)) in P c

n generated at Step c and selected at
Step d.

In other words, (ni)i∈N is the increasing enumeration of the set of n such that some
point is generated at epoch n and selected ; (x(i), σ(i), η(i)) is the element among these
points with the minimum value of f(.).

When (x(i), σ(i), η(i)) is not unique, we choose it arbitrarily among possible points
minimizing f(x(i)).

Assume that there are infinitely many interrupted local descent (which is equivalent
to the fact that there are infinitely many i such that ni is well defined). Then, for a given
C, P ((x(i), σ(i), η(i)) satisfactory and non-interrupted) ≥ C > 0 infinitely often.

Interpretation: Lemma 3 states that if infinitely many new local descent occur, then
infinitely many of these new descents have a lower bounded probability of being unin-
terrupted. Lemma 3 will be used in the main Theorem to get a contradiction : if infinitely
many new descents are started, by Lemma 3 (almost surely) infinitely many of them are
non-interrupted, so there are more and more non-interrupted sequences, so, as the pop-
ulation is bounded after a finite time there is no more room for a new descent (see the
Theorem for more details).
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PROOF:

1. Assume that ni is well defined for all i ∈ N. Note that this implies that Δ decreases
to 0 (by Assumption A.1).

2. Note wn the worst fitness among P b
n. By construction wn is non-increasing. As it

is lower-bounded, it converges.
3. Let us show that it almost surely converges to f∗. The proof is as follows :

– Assume, in order to get a contradiction, that wn is lower bounded by some
f∗ + ε where ε = 1/2k for some integer k > 0.

– Then with Assumption A. 6, infinitely many new points (generated in steps 2c)
are generated with fitness < f∗ + ε.

– The number of points in P b
n with fitness ≥ f∗ + ε is decreased of one at each

generation of points with fitness < f∗ + ε. As this occurs infinitely often,
after a finite time (almost surely), wn must decrease below f∗ + ε. This is true
for any ε = 1/2k with probability 1; by countable intersection, it is true with
probability 1 for all ε = 1/2k.

– Therefore wn decreases to f∗ + ε.
4. Note that f(x(i)) ≤ wni (because if f(x(i)) ≥ wni then by construction, x(i)

would not be selected). Therefore, the fitness of x(i) converges to f∗.
5. Let us show that the event

{(x(i), σ(i), η(i)) satisfactory and η(i) ≤ 0.9}

occurs with probability at least 1 − D for some D < 1 if i is sufficiently large.
– The event {(x(i), σ(i), η(i)) satisfactory and η(i) ≤ 0.9} in particular holds

if the assumptions of Lemma 1 and η ≤ 0.9 are verified. This is the case
whenever σ ≥ d(opt, V ) and 0.9 ≥ η ≥ Δ β

√
α/α′ and if f(x) < f∗ +

α′d(opt, V )β .
– The latter inequality holds if i is sufficiently large, as f(x(i)) converges to f∗.
– Other inequalities occur independently with probability lower bounded by a

constant > 0, provided that Δ is sufficiently small.
– The probability of these three inequalities simultaneously is lower-bounded by

a positive constant 1 − D (D < 1), provided that Δ is sufficiently small. Δ
goes to 0 (point 1 above) and therefore Δ is sufficiently small if i is sufficiently
large.

6. Note E′
i the event that σ ≥ d(opt, V ) and 0.9 ≥ η ≥ Δ β

√
α/α′ and f(x) <

f∗ + α′d(opt, V )β . We have shown above that P (¬E′
i) ≥ 1 − D.

7. Note Ei the event {(x(i), σ(i), η(i)) verifies E′
i and is never interrupted } in the

sense that its successive sons generated in Step b are never eliminated in Step d.
8. By Lemma 2, if E′

i occurs, then the kth iterate of the local descent (from
(x(i), σ(i), η(i))) has fitness bounded above by αC(σ(i)η

k
(i)/(1 − η(i)))β .

9. Therefore, conditionally to E′
i, the probability of interruption of the kth iterate is

upper bounded by K ′αC(σ(i)η
k
(i)/(1 − η(i)))βC .

10. So P (¬Ei|E′
i) is upper bounded by the

∑∞
k=0 K ′αC(σ(i)η

k
(i)/(1 − η(i)))βC .

11. Now, recall that P (¬Ei) = P (¬Ei|E′
i)P (E′

i) + P (¬E′
i) (as Ei implies E′

i), and
therefore P (¬Ei) ≤ P (¬Ei|E′

i) + P (¬E′
i).



302 A. Auger, M. Jebalia, and O. Teytaud

12. Then, combining points 11, 10 and 6 above, P (¬Ei) ≤ 1 − D +∑∞
k=0 K ′αC(σ(i)η

k
(i)/(1 − η(i)))βC .

13. σ having a density lower-bounded by a constant > 0 in the neighbourhood of 0,
P (Ei) is infinitely often larger than a given W > 0 (for example, W = 1 − D/2).

Hence the expected result : Ei, having probability ≥ W > 0 for any i (conditionally to
the past and current epochs of the algorithm), occurs almost surely infinitely often. %&

3.3 Almost Sure Convergence with Order One

We now investigate the global convergence properties of our algorithm. The delicate
part is that it is not enough to have the fact that after a finite number of iterations we are
close to the optimum and therefore convergence holds. Indeed, there is always a risk that
a local descent is interrupted. Therefore we are going to formalize in the proof below the
fact that with probability 1, under minimal assumptions, there is a non-interrupted local
descent that converges linearly. We emphasize the fact that this proof could be applied
for other operators as well. The only requirement is to have enough fast convergence
for the local operator. The heart of the proof can be outlined as follows:

– any non-satisfactory local descent will be interrupted (consequence of Lemma 2
and of Assumption A.6) by a new local descent; each new local descent has a
probability lower bounded by a constant > 0 of being satisfactory ; so, there are
infinitely many satisfactory local descent (this is Step 1 of the proof below) as
long as none of them is satisfactory and non-interrupted ; so we always have a
satisfactory local descent among the future populations ;

– these local descents have a probability of being interrupted which decreases so
quickly (by Lemma 3), that after some time they are no more interrupted (this is
the Step 2 of the proof) ;

– hence, the convergence is linear (Step 3) and moreover N is bounded (Step 3).

The detailed proof comes after the Theorem:

Theorem 1. We have almost sure convergence at least linear of the error to the optimal
error, i.e. inf(x,σ,η)∈Pn

(f(x) − f∗) ≤ A/Bn for some A > 0 and B > 1. Moreover,
N is almost surely bounded.

PROOF:
Step 1: Let us show that with probability 1, there exists infinitely many values of n
such that there exists (x, σ, η) satisfactory in P d

n .
Let us make the hypothesis H1 (to get a contradiction), that for any n > n0, there

is no (x, σ, η) in P d
n such that f(descentk(x, σ, η)) → f∗ for k → ∞ (independently

of any interruption ; we consider the theoretical sequence of descentk(.) as k → ∞).
Moreover, let us assume (one again in order to get a contradiction), the hypothesis

H2: there exists n1 such that for any n > n1, the Step c of generation of points does not
provide any point better than the worst point resulting from Step b.

Then, if n > n1, P d
n = {descentn−n1(x, σ, η)|(x, σ, η) ∈ P d

n1
} ; moreover, N , B

and Δ become constant. The f(descentn−n1(x, σ, η)) are lower bounded by a given
f∗ + ε, for a given ε > 0. This is proved by the application of:
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– H1 (which states that none of the local descents converges) and
– Lemma 2 (which states that if local descents do not converge to f∗ then they are

lower bounded).

to the finit set of local descents from P d
n1

.
Then for each n, at Step 3c, the probability of generating a new point (xn, σn, ηn)

better than the local descents is lower bounded by some P∗, where P∗ is provided by
Assumption A.6.

So, such a generation necessarily occurs, with probability 1.
So, we have a contradiction with H2. So, under hypothesis H1, H2 does not hold,

infinitely often, a new point (x, σ, η) generated at Step c is added to P d
n .

We have assumed H1, and proved that H2 does not hold. Let us now look for a
contradiction, so that we can prove that H1 does not hold.

N increases for each n such that the followings holds : "a point generated at Step c
is integrated to P d

n". As this occurs infinitely often (as H2 is false), Δ → 0.
Consider the probability Π = P ((x, σ, η) satisfactory|s) of generating (x, σ, η)

satisfactory ;

Π ≥ P (x ∈ V |s)︸ ︷︷ ︸
Π1

×P (σ ≥ supz∈V d(z, opt)|s)︸ ︷︷ ︸
Π2

×P (η ≥ β
√

α/α′Δ(B)|s)︸ ︷︷ ︸
Π3

where P (E|s) is the probability of an event E conditionnally to the fact that the point
(x, σ, η) coming from the generation Step c is selected and is the best selected point.

Π1 is asymptotically lower bounded by a constant > 0 (and indeed converges to 1),
Π2 is lower bounded by a positive constant thanks to Assumption A.3, and Π3 is lower
bounded by a positive constant when Δ is sufficiently small, what occurs as Δ → 0.

The probability of getting a (x, σ, η) satisfactory and non-interrupted is thus lower-
bounded for each step n during which a new point is generated at Step c. Consequently
this event occurs necessarily for infinitely many values of n, with probability 1.

So with probability 1, we have contradiction with hypothesis H1. So we can claim
that there exists infinitely many values of n such that there exists some (x, σ, η) in P d

n

such that descentk(x, σ, η) → opt if k → ∞.

Step 2: Let us show that finitely many points (x, σ, η) generated in (c) are selected
in (d).

Note (x(i), σ(i), η(i)) the sequence of 3-uples generated at Step c and selected in P d
n

(not removed by the selection step) and satisfactory (ie, are in the first case of Lemma
2) and are the best (from the point of view of the fitness) among the (x, σ, η) generated
in Step c and incorporated in Pn,d.

Let us do, in order to get a contradiction, the hypothesis that this sequence is infinite
(which is equivalent to assuming that there are infinitely many 3-uples generated in
Step c selected in Step d).

Then, for i large enough P ((x(i), σ(i), η(i)) verifies Lemma 1 and is not interrupted)
is infinitely often lower bounded by a positive constant (Lemma 3).

So, this occurs, almost surely, infinitely often. As the number of non-interrupted
local descents is bounded above by the population size, there is contradiction.
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Conclusion: By Step 1, we know that with probability 1, infinitely many 3-uples
(x, σ, η) satisfactory are in some P d

n . By Step 2, we know that these 3-uples can only a
finite number of times come from random generations (as only a finite number of points
can come from Step c and be included to P d

n ). So, finitely many local descents are inter-
rupted (each interruption is the integration in (d) of a point coming from Step c). So after
a finite time, no more local descent is interrupted; N is now constant (and so, does not
go to infinity) and the satisfactory local descent (whose existence is almost sure thanks
to Step 1) goes to the optimum, with linear convergence thanks to Lemma 2. %&

4 Practical Experiments

We have experimented our method on different simple objective functions fLp(x) =
p
√∑

xp
i satisfying the assumptions we made for the convergence. Figure below shows

the linear convergence of the method. We observe the changes of convergence rates
due to the changes of η associated to the best point in the population and the increases
of N leading to a N -points quasi-random sampling. The choice of B for a given
value of N has been performed by optimizing the disrepancy of the points. This part
of the procedure is time-consuming when N increases. Note that such sets of points
in the ball could of course be evaluated off line. Very efficient and fast algorithms
exists for quasi-monte-carlo generation in the sense of standard discrepancy, but as
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Fig. 1. Histogram of the distribution of log(fL5) after 500 × (d/3)2 fitness-evaluations for the
dimension indicated at the top of the graphs. For each couple of graph, on the left with low-
dispersion points resulting from gradient-based optimization on Δ(B); on the right, with random
points.
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Fig. 2. Fitness value in logarithmic scale vs number of generations for fLp (x) = p xp
i with

respectively from left to right, p = 1, 3, 5. First column dim = 2, second column dim = 5 and
third column dim = 10. Due to numerical precisions, log(fLp) can be equal to −∞. A cross
indicates when a new η is chosen. A circle indicates when N is increased by 1. The random
generation for x is uniform on [−1, 1]d, η is uniform on [0, 1], 10σ is the absolute value of a
standard Gaussian, the population size is 5, the number of random generations at Step 3c is 25
and N is initialized to 1. A cross indicates when a new η is chosen. A circle indicates when N is
increased by 1. It may be observed that N quickly stabilizes.
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far as we know no equivalent algorithms exist for the optimization of Δ. Interestingly,
experiments with random sampling once per increase of N leads to similar results
(note that the result about linear convergence remains theoretically true) but the case
with one new sampling at each 3c step leads to much worse results. This suggests that
quasi-random mutations (at least, stabilizing the random part by keeping the same B
until N increases) are not only of theoretical interest (for proving our results of linear
convergence on a very large family of fitness functions) but also of practical interest.
Note that on the other hand, we need random points for the almost sure convergence
and we did not proceed to any quasi-randomization of this random part - in this work
globalization remains the work of random.

These results are naive results coming from an Octave implementation. A more op-
timized implementation, based on EO classes in C++, is in progress. First in dimension
2, for norm Lp with p = 1, p = 3, p = 5 ; "increasing QMC" denotes epochs at which
N ← N + 1.

Figure 1 presents the histogram of the distribution of log(fL5) after 500 × (d/3)2

fitness-evaluations.

5 Discussions - Conclusions

We have designed a new algorithm using a representation (x, σ, η) instead of (x, σ).
This algorithm takes into account different areas of applied mathematics: i) quasi-
random points (low-dispersion points, [11]); ii) trust-regions ([7]); iii) adaptive step-size
coming from evolution strategies [12, 17]; iv) random diversification of the population
for global optimization. A very important remark is that as for classical ES, the algo-
rithm considered here only use the information given by the fitness through the ranking
of individuals. Therefore everything is invariant with respect to monotonic transforma-
tion of the fitness. In particular all the results holds for x → g(f(x)) where f satisfies
the assumptions required for our Theorems and g is a strictly increasing function. This
implies notably that convexity is not required for the convergence.

Compared to state-of-the art theoretical results for convergence of adaptive evolu-
tion strategies [1], our assumptions are here weaker. Indeed in [1] asymptotic linear
convergence is proved for any x → g(f(x)) where g is monotonic and f is the sphere
function. The main points here are i) use of (x, σ, η) instead of (x, σ) ; ii) generation of
points on a close ball, instead of Gaussian sampling, so that this algorithm can ensure
(under some conditions which are asymptotically satisfied with probability 1) that the
fact that the optimum lies in B(x, σ) is preserved from parents to children ; iii) use of
quasi-random sequences ensuring that Δ goes to 0 as N → ∞.

Experiments confirm the theoretical study but are very preliminary. In fact, we im-
plemented the precise Algorithm, where each generation at Step 3c has to be generated
independently with the same distribution at each epoch, whereas intuition suggests that
better heuristics for new generations should dramatically reduce the time before reach-
ing linear convergence; such implementations, and the corresponding proofs are yet to
be done. Note that even in dimension 10, our very simple implementation, thanks to
linear convergence, could reach the limit of the machine precision. These results are
not at all results due to multiple attempts and empirical calibration of the parameters;
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we simply implemented the algorithm in a naive manner, without any heuristic added;
our results are the most immediate consequences of theory above.

Acknowledgments. The authors would like to thank Evelyne Lutton and Jacques Lévy
Véhel for pointing out the Hölder property assumption made in this work.
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