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Preface 

Machine learning and cybernetics play an important role in many modern electronic, 
computer and communications systems. Automated processing of information by these 
systems requires intelligent analysis of various types of data and optimal decision 
making. In recent years, we have witnessed a rapid expansion of research and 
development activities in machine learning and cybernetics. To provide opportunities 
for researchers in these areas to share their ideas and foster collaborations, the 
International Conference on Machines and Cybernetics (ICMLC) has been held 
annually since 2002. The conference series has achieved a great success in attracting a 
large number of paper submissions and participants and enabling fruitful exchanges 
among academic and industrial researchers and postgraduate students. 

In 2005, the conference (ICMLC 2005) received 2461 full paper submissions and 
the Program Committee selected 1050 of them for presentation. It is especially 
encouraging that the conference is attracting more and more international attention. 
This year, there are contributions from 21 countries and 211 universities worldwide. 
Out of the 1050 papers presented at the conference, we selected 114 papers to be 
published in this volume of Lecture Notes in Computer Science. 

The papers in this volume are divided into nine broad areas:  

• Agents and distributed artificial intelligence 
• Control 
• Data mining and knowledge discovery 
• Fuzzy information processing 
• Learning and reasoning, machine learning applications  
• Neural networks and statistical learning methods 
• Pattern recognition 
• Vision and image processing 

In addition to new theoretical research results, such as on stability analysis of 
nonlinear control systems and innovative learning algorithms, the papers report a 
wide range of useful applications to biomedical engineering, commerce, database 
management, electronics, network security, transportation, etc. 

We are grateful for the sponsorship of the conference from the IEEE Systems, Man 
and Cybernetics Society, Hong Kong Polytechnic University, Hebei University, South 
China University of Technology, Chongqing University, Sun Yat-sen University, the 
Harbin Institute of Technology and the International University in Germany. We 
would like to thank members of the ICMLC 2005 Advisory, Organizing and Program 
Committees for their hard work. We appreciate the help from Mrs. Inge Rogers, who 
arranged proofreading of the papers in this volume, and staff and students in our 
research groups, who provided a lot of assistance for the conference organization. 
 
December 2005                                           YEUNG, Daniel 
                                                          LIU, Zhiqiang  

WANG, Xizhao  
YAN, Hong 
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Abstract. Different from all other congeneric research carried out before, this 
paper pays attention to a kind of planning problem that is more complex than 
the classical ones under the flexible Graph-plan framework. We present a novel 
approach for flexible planning based on a two-stage paradigm of graph expan-
sion and solution extraction, which provides a new perspective on the flexible 
planning problem. In contrast to existing methods, the algorithm adopts back-
ward-chaining strategy to expand the planning graphs, takes into account users’ 
requirement and taste, and finds a solution plan more suitable to the needs. 
Also, because of the wide application of intelligent planning, our research is 
very helpful in the development of robotology, natural language understanding, 
intelligent agents etc. 

1   Introduction 

Intelligent planning is an intersectional subject which deals with knowledge represen-
tation, data mining, human-machine interaction, non-monotone logic, cognition sci-
ence and so on. Not only is its development of importance in artificial intelligence, 
but it will also fundamentally change the traditional way the human operates a com-
puter. The research started in the 1950’s. The problem solving system QA3[1] de-
signed by Green in 1969 is considered to be the first intelligent planning system. The 
STRIPS[2] planner, designed by Fike and Nilsson in 1971, has  historical significance 
in intelligent planning, in which knowledge representation and reasoning methods 
deeply affect later planning systems. But limited for objective conditions, the field 
was under the stagnant state at one time. It was not until the end of 1980’s that the 
efficiency of planning systems in the field was improved greatly. The most remark-
able approach was Graphplan developed by Blum and Furst. In their seminal pa-
per[3,4] on the Graphplan system, they described a new plan generation algorithm 
based on planning graph, which was much faster than any other algorithms known at 
that time. It possesses some important properties, including: optimality in the number 
of actions and length of a synthesized plan; soundness and completeness; and poly-
nomial time and space complexity of the creation of planning graph structure. Graph-
plan caused revolutionary progress in intelligent planning[5], and it started a whole 
series of research efforts that refined this approach by making it even more efficient 
and extending it to improve the quality of the plan. However, planning problems un-
der Graphplan framework are cast in terms of imperative constraints that are either 
wholly satisfied or wholly violated. It is argued that this framework is too rigid  
to capture the full subtlety of many real problems. Hence, a new flexible planning 
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problem is defined, which supports the soft constraints often found in reality. This paper 
just discusses this kind of complicated problem - flexible planning problems[6-8].  

Flexible planning method, introduced by Miguel in 2000, has considered AI 
planning problems in terms of both the techniques to improve the efficiency of plan 
synthesis and the extension of the classical domain definition to support soft con-
straints. Some flexible problems in theory and in practice are international puzzles, 
but a lot of famous scholars home and abroad still devote themselves to the re-
search. Many related papers have been published. Each of these papers has its 
merit, but they have a feature in common: expand the flexible planning graph for-
wards from the initial state to the goal set at first, and search a valid plan in the 
following. Different from all of these, this paper introduces a novel algorithm: 
adopting a backward-chaining strategy to expand the flexible planning graph from 
the goal set, then search a valid plan from the initial state. We call the algorithm 
backward-chaining flexible Graphplan algorithm (BCFGP), which improves the 
comprehensive quality of the problem solving in the artificial intelligence system 
plan. Unlike all other existing flexible Graphplan algorithms, our algorithm brings 
forward the method of flexible mutex inference backwards, avoids the process of 
satisfaction degree propagation, and guarantees to acquire a valid plan of the highest 
quality.  

2   Definitions  

Some already known definitions of the algorithm are presented here. 
McDermott and James Hemdeler think a plan is devising the sequence of actions 

for an agent.[9]  We generally think a plan is a sequence of sets of actions that will 
achieve the goals of a problem.  

Interfere: two actions interfere with each other if one deletes a precondition or an 
effect of the other. 
Valid plan: a valid plan for a planning problem consists of a set of actions and speci-
fied time steps in which each action is to be carried out. There will be actions at time 
step 1, actions at time step 2, and so forth. Several actions may be specified to occur 
at the same time step so long as they do not interfere with each other. A valid plan 
must make all the problem goals true at the last time step. 
Satisfaction degree: L is composed of a finite number of membership degrees,  
{l ,l1,…,l }. The endpoints, l ∈L and l ∈L respectively denote a complete lack of 
satisfaction and a complete satisfaction. The no-op action is a special case which has a 
satisfaction of l . Satisfaction degrees are used to express how satisfactorily people 
carry out an action under the given preconditions. 
Subjective degree of truth: K is composed of a finite number of membership  
degrees, {k ,k1,…,k }. Boolean propositions are captured at the endpoints of K, with 
k ∈K and k ∈K indicating total falsehood and total truth respectively. Here, it is very 
natural and reasonable to apply a membership function in fuzzy mathematics to 
evaluate the subjective degree of truth of the flexible propositions. 
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Flexible propositions: A flexible proposition is described by a fuzzy relation[10], R, 
which is defined by a membership functionμR 1× 2×…× j K, where 

1× 2×…× j is the Cartesian product of the subsets of  (the set of plan objects) 
allowable at this place in the proposition. 

Flexible propositions are assigned subjective truth degrees. The flexible operators 
map from the space of flexible preconditions to a set of flexible effects and a satisfac-
tion degree. Therefore, subjective knowledge can be utilized to entail inferences over 
preferred combinations of actions. Flexible propositions are very important because 
we can add the detail of problems and the subjective consciousness into them. 

3   Limitations of Graphplan 

In the real world, there exists a case that the users need a safe, satisfactory, high-
quality plan without having to consider the complexity of the plan. Namely, they care 
how well the goal is achieved, not how to achieve it. In order to deal with this case, 
the planning algorithm must capture the detail of problems and some ideas of users. 
But the classical valid plan was weighed by its length, which don’t take into account 
the user’s requirement and taste. Furthermore, the practice has also proven that it has 
become increasingly clear that classical AI planning is insufficient to capture the full 
subtlety of many real world problems. 

This section will analyze the reasons why the classical planning method exists 
some shortages. An illustrative example follows, derived from the logistics domain 
(see Fig.1). 

 
Fig. 1. An example of a flexible planning problem 

In Fig. 1, ci represent three cities, ri  represent three roads. The single goal of this 
problem is to transport pkg to c3. There are three possible actions: load, drive, and 
unload. Load-object requires that object and truck be at the same place. Unload-
object has a precondition - on object truck. 

This problem has a valid plan apparently, that is {load-pkg, drive from c1 to c3, 
unload-pkg}. But now the problem becomes more complex. The problem is added 
much detail: firstly, we know the package is quite valuable; secondly, r1 and r2 are 
major roads and r3 is a very unsafe track through the hills; Last, the goal of this 
problem is to transport pkg to c3 safely, that is, we emphasize safety based on the 
original goal. 
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Fig. 2. STRIPS specification of the problem 

Now, leaving the special knowledge alone, let us propose a solution for the prob-
lem. What should we do? At first, as far as the goal is concerned, it emphasizes safety 
not efficiency, so we should find the safest solution. It is {a.drive from c1 to c2, 
b.load-guard, c.drive from c2 to c1, d.load-pkg, e.drive from c1 to c2, f.drive from c2 to 
c3, g.unload-pkg}. The first three steps make load-pkg and unload-pkg go with a 
guard’s protection, and the steps e and f avoid driving on r3 that is a very unsafe track. 
This solution includes seven steps, four more than the classical one, but it considers 
the detail of the problem and the safety that is what the goal emphasizes.  

Graphplan can-not acquire the 7-step solution, because it will end when it acquires 
a 3-step plan. This is attributed to its insufficiency to capture the total detail of the 
planning problem. The classical Graphplan is helpless in the large and complex real 
world problems, so a means of expressing priorities and preferences via flexible con-
straints is wanted. Flexible planning method emerges as the times require. 

We can notice from the example above, that flexible planning method can synthe-
size the detail of problems and users’ taste. It trades the compromise between plan 
length and satisfaction degree, and pays more attention to the quality of the plan. 

4   Backward Mutex Inference and Satisfaction Degree  
     Propagation  

As is well known to us all, the two approaches of mutex inference and satisfaction 
degree propagation have a notable impact on the efficiency of the flexible Graphplan 
algorithm, and they are recognized as the emphasis and the difficulty in the flexible 
Graphplan algorithm by all. We pay enough attention to these problems in this paper 
as well.  

Initial Conditions: (and(at truck c1)(at pkg c1)(at guard c2)(connects r1 c1 
c2)(connects r2 c2 c3)(connects r3 c1 c3)) 

Goal: (at pkg c3) 
operator: 

load  
params: (?t truck)(?o pkg)(?o guard)(?c city) 

: precondition(at ?t ?c)(at ?o ?c) 
        : effect(on ?o ?t) 
drive  

params: (?t truck)(?c city)(?d city)(?r road) 
: precondition(at ?t ?c)(connects ?r ?c ?d) 

        : effect(at ?t ?d) 
unload  

params: (?t truck)(?o pkg)(?o guard)(?c city) 
: precondition(at ?t ?c) (on ?o ?t) 

        : effect(at ?o ?c) 
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4.1   Mutex Inference Backwards 

We introduce the definition of mutex before showing the expansion algorithm.  
Mutex: we define this relation recursively as follows (see Fig.3): 
Two actions at level i are mutex if either  

(a) inconsistent effects: the effect of one action is the negation of another action’s 
effect, or 

(b) interference: one action deletes the precondition of another ,or  
(c) competing needs: the actions have preconditions that are mutually exclusive at 

level i-1. 

Two propositions at level i are mutex if one is the negation of the other, or if all 
ways of achieving the propositions (i.e. actions at level i-1) are pairwise mutex  (in-
consistent support). 

 

Fig. 3. Graphical depiction of mutex definition (devised by David Smith). Circles denote 
propositions, squares represent actions, and thin, curved lines denote mutex relations. The first 
three parts illustrate deduction of an action-action mutex (between the dark boxes), and the last 
part depicts the discovery of mutex between propositions (the dark circles). 

The algorithm needs to infer and propagate mutex backwards. A variation on this 
theme would involve doing the inference and propagation in the backward direction.  

Reference[11] defines this relation recursively as follows: 
Two actions are said to be backward mutex if: 

(a) they are statically interfering, i.e. the effects of one violate the preconditions or 
“useful” effects (the effects of the action that are used to support propositions 
in the planning graph) of the other, or 

(b) they have exactly the same set of useful effects, or 
(c) the propositions supported by one action are pairwise mutex with the proposi-

tions supported by the other. 

Two propositions are backward mutex if all the actions supported by one are pairwise 
mutex with all the actions supported by the other. 

To illustrate this, consider the example shown in Fig. 4. Here, O1 and O2 are mutex 
since they are solely supporting p. This leads to a mutex relation between R and S (since 
they are supporting actions that are mutex). Finally, O5 and O7 are mutex since they are 
supporting mutex propositions. 

The mutex definition is strengthened under flexible Graphplan framework by adding 
extra judgement conditions on the basis of the mutex definition under classical Graph-
plan framework. 
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Two flexible actions are also said to be mutex if: 
One action has an effect proposition which expresses a different truth degree than for 
a proposition required as the precondition of the other. 

Two flexible propositions are also said to be mutex if: 
They express different truth degrees for the same core proposition. 

The judgement methods are suitable for both forward flexible mutex and backward 
flexible mutex. 

 
Fig. 4. Propagating mutexes in the backward direction (mutexes shown as black links) 

4.2   Satisfaction Degree Propagation  

Expanding the flexible planning graph needs to propagate satisfaction degrees of 
propositions and actions.  

(1) The satisfaction degrees of propositions  
Label proposition nodes with the highest satisfaction degree of those attached to all 

actions that assert it as an effect. 
(2) The satisfaction degrees of actions  

Action satisfaction degree=min (own satisfaction 

degree, min (satisfaction degrees attached to each precondition))  
(1) 

 (3) The satisfaction degree of flexible plan 

We can acquire the satisfaction degree of flexible plan by the satisfaction degree of 
actions and propositions. The satisfaction degree of a flexible plan is defined as the 
conjunctive combination of the satisfaction degrees of each action and each goal used 
in the plan. The conjunctive combination of two fuzzy relations, Ri Rj, is usually 
interpreted as the minimum membership value assigned by either relation. The quality 
of a plan is its satisfaction degree combined with its length, where the shorter of two 
plans with an equivalent satisfaction degree is better. 

5   Description of BCFGP Algorithm  

The BCFGP algorithm is composed of flexible planning graph expansion and solution 
extraction. The two parts will be carried out alternately. From the description below, we 



 Backward-Chaining Flexible Planning 7 

can find out the algorithm expands a planning graph from the goals with the highest 
satisfaction degree and avoids a complicated process of satisfaction degree propagation.  

5.1   Graph Expansion 

We introduce the flexible planning algorithm which adopts backward-chaining strat-
egy to expand the planning graph from the goal set.  The algorithm is described as 
follows: 

(1) The construction of the proposition level at time step 1 
All the goals are placed at the proposition level 1. Each proposition comes into be-

ing a node. Every goal is assigned the highest satisfaction degree. 
(2) The construction of the action level at time step 1 
For each clause of each flexible operator, if one of its effects is in the goal set, then 

instantiate it into action with the associated satisfaction degree in all possible ways. 
Let such actions whose associated satisfaction degree are more than or equal to those 
of goals form a set. Examine action-action mutex in the set. Connect the actions to 
their effects. If some goals can not find this kind of supporting action, replace the 
satisfaction degree of goals by the satisfaction degree less than and the closest to the 
current one in L. If such satisfaction degree is found, then carry out the algorithm 
once again. Else, the algorithm is over.  

(3) The construction of the proposition level at time step i 
The preconditions of the actions at time step i-1 just form the proposition level at 

time step i. Examine proposition-proposition mutex. Connect the actions to their pre-
conditions. At this time, if all the propositions in the initial conditions appear and 
none of them are mutex, the algorithm is over. We can begin to carry out solution 
extraction.  

(4)The construction of the action level at time step i  
For each clause of each flexible operator, if one of its effects is in proposition level 

i, then instantiate it into action with the associated satisfaction degree in all possible 
ways. Let such actions whose associated satisfaction degrees are more than or equal 
to those of goals form a set. Examine action-action mutex in the set. Connect the 
actions to their effects. If some propositions can not find this kind of supporting ac-
tion, replace the satisfaction degree of goals by the satisfaction degree less than and 
the closest to the current one in L. If such satisfaction degree is found, then carry out 
the algorithm once again. Else, the algorithm is over. 

5.2   Solution Extraction 

A main task is solution extraction in the planning problem. Every time the algorithm 
executes step (3) in Graphplan expansion, it examines whether at this time all the 
propositions in the initial conditions appear and none of them are mutex, if not, con-
tinue to expand the flexible planning graph. If it is true, we will begin to search a 
valid plan. 

The basic idea of solution extraction is: judge whether there exists a valid plan, if 
not, the algorithm is over, otherwise, execute the valid plan extraction. We will follow 
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up the way of searching the plan from initial conditions in the flexible planning graph. 
Firstly the initial conditions are viewed as a proposition set. Then we begin searching 
the valid plan, until finding it.  

Choose a proposition in the proposition set. Look for an action, action1, which 
satisfies the following requirements: firstly, the action is at the same time step with 
the proposition; secondly, the preconditions of the action include the proposition; 
last, if there are many actions meeting the first two requirements, we should choose 
the one with the highest satisfaction degree. Then, choose another proposition in the 
set. Look for an action, action2, which satisfies the following requirements: firstly, 
the action is at the same time step with the proposition; secondly, the preconditions 
of the action include the proposition; thirdly, action1 and action2 must be guaran-
teed not to be mutex; last, if there are many actions meeting the first three require-
ments, we should choose the one with the highest satisfaction degree. If such action 
does not exist, the algorithm backtracks at once. Continue in this way, until we have 
found such an action for each proposition in the set and none of these actions are 
mutex. Let the effects of these actions comprise a proposition set. Carry out the 
above process until the proposition set is the superset of the goal set. 

6   Advantages of the Algorithm  

BCFGP is unaffected by irrelevant literals while FGP worsens in performance as the 
number of irrelevant literals in the initial state increases. And when initial state in-
cludes so many preconditions as to make the graph very wide, the algorithm is more 
predominant than FGP. Furthermore, the more irrelevant literals there are in the initial 
state and the wider the planning graph is, the more predominant our algorithm is.In 
addition, FGP has its special cases. If acquiring a valid plan with a low satisfaction 
degree, the algorithm will go on to expand the flexible planning graph to look for the 
valid plan with a higher satisfaction degree. Thus it will find a series of plans. But 
FGP searches a plan from the lowest satisfaction degree, which will lead to a large 
amount of backtracking. However, since BCFGP searches a plan from the highest 
satisfaction degree, it will avoid much unnecessary backtracking. 

The cost of graph expansion can be reduced as follows. Consider the case where a 
plan with satisfaction degree li   has been found. If li< l , FGP searches onwards in 
order to look for a plan with a higher satisfaction degree. However, there is no point 
in instantiating flexible operator clauses with a satisfaction degree less than or equal 
to li: A plan with this satisfaction degree has been found already - a longer plan with 
the same satisfaction degree is deemed to be of a lower quality. The conjunctive com-
bination rule implemented via the min operator ensures that no plan of satisfaction 
degree lj can contain an action of satisfaction degree li, where li<lj. Hence, the com-
pleteness of the search is not affected by omitting such actions in later flexible plan-
ning graph layers. Our algorithm is suitable for the above pruning method, however, 
our algorithm searches a plan from the highest satisfaction degree, and it can make the 
pruning more extensive and faster. 



 Backward-Chaining Flexible Planning 9 

7   Open Problems 

To apply BCFGP to real world fields more effectively, we need to work on it further. 

(1) One main limitation of BCFGP is that the problems handled by BCFGP are lim-
ited in STRIPS-like domain. It is an active research topic to extend action representa-
tions to ADL[12] and PDDL[13] domain. 

(2) Nowadays, representative planners such as Blackbox[14], FF[15] are the combi-
nation of Graphplan and other planning methods. Similarly, we can combine BCFGP 
with other planning methods (such as the heuristic approach), explore the new algorithm 
and develop the planner with higher performance.  

(3) Incorporate numerically weighed constraints into planning to give a quantitative 
means of distinguishing between different potential plans, as opposed to the qualitative 
methods in the paper. 

(4) It is extremely useful to combine flexible planning with probabilistic  
planning. 

(5) Explore an intelligent flexible planning algorithm that expands the flexible planning 
graph backwards from the goal set and forwards from the initial state at the same time. 

(6) BCFGP is a general planning approach. How to add the domain-specific knowl-
edge to certain domains, and to more effectively apply BCFGP to the real world is a 
significant future work.  

8   Conclusions 

In this paper, we perfect the strategy of reasoning flexible mutex backwards, avoid 
a complicated process of satisfaction degree expansion and introduce a novel flexible 
Graphplan algorithm. The algorithm has the following features: Solve the flexible 
planning problems quickly by adopting a back-chaining strategy to expand the plan-
ning graph and searching a valid plan from the initial conditions; pruning strategy 
utilizing satisfaction degrees speeds up the problem solving; ensure the acquisition of 
a valid plan of the highest quality. Also the problems handled by the algorithm are 
more complex than the classical ones and much closer to the real world. 
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Abstract. As reputation mechanism has been widely accepted and adopted to 
enhance trust in electronic communities, how to cope with the attack and 
disturbance problems on reputation mechanism, such as collusion, malicious or 
unfair rating, becomes a key challenge. This paper extends the normal 
mechanism, which mainly focuses on the trustworthiness of transactions, to a 
double-layer reputation mechanism, by distinguishing two type reputations: 
capability reputation and rating reputation. Based on the double-layer 
reputations, we present the Rating Reputation Feedback (RRF) mechanism to 
confront above problems. Basic concepts, key issues, instantiated sample and 
the effectiveness of RRF mechanism are discussed in the paper. 

1   Introduction 

Recently, the issues of trust and reputation mechanisms have attracted much attention 
in many areas, such as multi-agent systems, peer-to-peer systems, and e-commerce. In 
such areas, it is important for participants to estimate each other’s trustworthiness in 
collaborations or trades. Reputation, which can be viewed as an aggregation of ratings 
of members in system, has been recognized as a key factor for successful electronic 
community [1]. Reputation mechanism has been viewed as an effective means to cope 
with cheat, fraud, and violation of commitment, elicit trustworthy behaviors, and 
promote trust between members. 

Many reputation models and applicable systems have been proposed, and some 
applications are adopted and worked well in online marketplaces, such as Amazon, 
eBay and etc[1] [2]. Although current reputation models and systems show quite good 
effectiveness in trust-enforcing, deterrent, and incentive mechanism to avoid cheats 
and frauds, some attack problems of reputation mechanism itself become key 
challenges. For example, some participants collude together to give high ratings to 
each other, or malicious agents report unfair ratings to disturb the reputation system. 
With usage of reputation mechanism, each one’s profit is associated with its 
reputation, as well as its emulants’. Deliberate attacks or unintentional harmful ratings 
may lead to illegal benefit and systematic invalidation. Three representative sorts of 
these problems are collusion, malicious or unfair rating, and insouciant rating.  

In this paper, we extend normal one-layer reputation mechanism, which only 
involves the trustworthiness of the transaction, to a novel double-layer mechanism to 
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cope with above problems. We present the notion rating reputation to describe the 
trustworthiness of rating, distinguished from the reputation of the provision or 
transaction, called capability reputation. We propose the Rating Reputation Feedback 
(RRF) mechanism, essentially a double-layer reputation mechanism, based on the 
correlative integration of the capability reputation and rating reputation. RRF 
mechanism associates one’s ratings with its rating reputation, continuously tuning the 
latter by feedbacks. Rating reputation reversely promotes the trustworthiness of 
ratings and deters the cheat or malicious report of ratings. It is more effective to cope 
with reputation attacks because many problems in this issue are caused by the 
malicious usage of ratings other than the low trustworthiness of business transactions.  

In following sections, firstly we discuss works related to reputation mechanisms 
and present the position of this paper in section 2. Then, we propose the concept of 
double-layer reputations in section 3. We then show the definition of the RRF 
mechanism, an instance and its effectiveness, and some key challenge issues in 
section 4. Finally, we conclude in section 5. 

2   Related Works 

In the area of computing, the concept of reputation has been studied and applied to 
many areas, such as multi-agent systems[3], peer-to-peer systems[4][5], and electronic 
commerce[6][7]. Many reputation models and systems have been proposed or applied, 
such as SPORAS[8], REGRET[9], ROCQ[10], AFRAS[11], and etc. In practical 
applications of reputation mechanism, virtual marketplaces like Amazon and eBay are 
typical examples.  

With reputation mechanism widely studied and its effectiveness on encouraging 
trustworthiness primarily proved, some weaknesses of tranditional reputation 
mechanism emerge and cause possible hazards. These problems, including collusion, 
malicious or unfair rating, and insouciant rating, have the characteristic that the 
participants does not mainly gain from deception of their capabilities or cheat of 
transactions, but benefit from cheat or disturbances of reputations. If reputations are 
not trustworthy, reputation mechanisms cannot play an effective role as expected, 
even quite the contrary. Some researches have paid attentions to some of these 
problems. Jurca[12] proposes an incentive compatible reputation mechanism, 
encouraging accurate ratings by positive reward. But it takes little consideration on 
intended attacks, and does not decrease the effect of repetitious attacks. Against unfair 
ratings, many researchers advocate to detect and eliminate them by filters[13][14]. They 
distinguish inaccurate ratings as the minority according to certain probabilistic 
hypothesis, or by some discrimination methods. However, the probabilistic or 
discrimination model hypothesis is strongly connected to specific situations. 
Moreover, this method may only decrease the negative effect of unfair ratings, but 
does not decrease malicious behaviors because malevolent recommenders are not 
punished.  

Different from current approaches, this paper proposes two reputation layers: the 
capability reputation and the rating reputation. The former denotes the same meaning 
as the normal sense of the term “reputation”. Additionally, we propose the concept 
rating reputation involved as the trustworthiness of ratings. Similar thinking has been 
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implicated in some researches, such as the “credibility” in the ROCQ scheme[10], and 
the filtering algorithm in developed TRAVOS model[15]. But they mainly maintain the 
trustworthiness as private knowledge other than shared or reported properties of 
recommenders, and only use them as the weights in aggregation of ratings. 
Comparatively, the double-layer reputation architecture of RRF mechanism is more 
suitable for the determent of reputation attacks. 

3   Double-Layer Reputations: Capability Reputation and Rating 
     Reputation 

Traditional trust problems in electronic communities are the cheats, frauds, and 
violations of commitment in cooperative or business transactions. For example, 
service providers declare mendacious capabilities to cheat, or sellers do not send the 
goods after receiving the money from buyers. As reputation mechanism being 
adopted as an effective method against these problems, some new problems of 
maliciously manipulating reputations emerge as hazards to reputation system. 
Following are some representative e-commerce scenarios of these problems: 

Collusion: 
(a) Sellers associate with some buyers to give itself highly positive ratings. 
(b) Collusive sellers give highly positive ratings to each other by feigned trading 

and jointly increase their reputations. 
(c) Sellers associate with some buyers to give low ratings to their contestants. 
Malicious or unfair rating: 
(d) Buyers purposely give extremely low or high rating about sellers. 
(e) Honest buyer gives inaccurate ratings, due to its incorrect observation or 

limited rating capability. 
Insouciant rating: 
(d) Buyers have no interest to rate, ignoring it or giving random ratings. 

Notice that this sort of problems is caused by the malicious manipulation or the 
inaccurate report of ratings, other than the low trustworthiness of service or transaction. 
A participant with high reliability of transactions does not certainly indicate high 
reliability of his ratings. Thus algorithms with only trustworthiness of services or 
transactions cannot effectively cope with this sort of problems. We propose that one’s 
trustworthiness of rating should be distinguished from his trustworthiness of capability 
of completing certain transactions. We use two terms capability reputation and rating 
reputation to describe the distinguished two types of trustworthiness: 

Definition 1. Capability reputation, is the trustworthiness degree of how an entity can 
complete tasks in e-service or commitments in transactions, and how much quality of 
provisions. 

Definition 2.  Rating reputation, is the trustworthiness degree of the accuracy of an 
entity’s ratings about others. Its values are distinguished according to one’s rating 
capability, rating motivation, and completeness of its observation. High rating 
reputation value denotes one’s ratings are more likely accurate. 
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Capability reputation describes the degree in which we can trust one to give a good 
and reliable provision, while rating reputation indicates how trustful a recommender’s 
ratings are. Although they are closely associated by decision and tuning relationships, 
capability reputation and rating reputation have many distinct properties. And they are 
computed by different algorithms and strategies in a reputation system. The confusion 
of these two reputations may lead to harmful impact to each other. For instance, the 
good records of one’s sales may cover up its low accuracy of ratings.  

Based on capability reputation and rating reputation, a double-layer reputation 
architecture can be built to enhance the trustworthiness of both transaction and rating, 
and adopted as a robust reputation system deterring the attacks and disturbances to 
reputation (Figure 1). In a service or business transaction, the provider’s capability 
reputation decides the reliability of the completion and quality of the provision. After, 
the buyer reports a rating about the provider, according to the completion and quality 
of the provision. The capability reputation of the provider will be tuned by a 
compositive reference of buyer’s ratings and their rating reputations. Furthermore, the 
recommender’s rating reputation will be tuned according to the accuracy of his 
ratings. In this way, the impact of possibly harmful ratings from unreliable 
recommenders can be limited in the reputation computation, and inaccurate ratings 
will be punished by the decrease of rating trustworthiness and subsequent negative 
effects. Thus malicious manipulations and disturbances towards reputation can be 
minimized in such mechanism.  

 

Fig. 1. Double-Layer Reputation Architecture 

4   The Rating Reputation Feedback(RRF) Mechanism 

Similar to the capability reputation, which is derived from the ratings of one’s history 
transactions, rating reputation is evaluated by the accuracy of one’s previous ratings. 
The judgment on the accuracy of a rating becomes a key factor in the design of 
double-layer reputation architecture. Under the assumption that most ratings about the 
same provision are close within a range referred to the actual completion and quality, 
we give the recommender whose rating is close to subsequent ratings about the same 



 RRF: A Double-Layer Reputation Mechanism with Rating Reputation Considered 15 

 

provision a higher positive tuning on his rating reputation, and vice versa. We propose 
a rating reputation feedback (RRF) mechanism in this approach (Figure 2). In RRF 
mechanism, one’s rating reputation is continuously tuned by the distance between his 
ratings and feedbacks of others’ ratings on the same service or goods. A similar rating 
feedback makes the rating reputation promoted, and a converse one decreases it. As 
the number of ratings increases, the tuning effect on the whole accords with the 
distance to the majority, which is seemed as the accurate value.  

 

Fig. 2. Work Procedure of RRF Mechanism 

4.1   Definition of RRF Mechanism 

Before definition, we declare some notions and scenario assumptions. CR(x) and 
RR(x) respectively denote the capability reputation and rating reputation of member 
x. Let Vrk(Ai , Aj) be the rating reported by Ai about Aj as the k-th rating on the same 
type provision of Aj. In the mechanism, we assume that a transaction is a bilateral 
relationship, and only the buyer or consumer in a transaction need to report a rating 
about the provider. A bilateral rating situation can be extended similarly. After Ai 
reports a rating about Aj, its rating reputation will be continuously tuned by the 
feedbacks of subsequent ratings on the same type provision of Aj. We also assume 
that one’s profit has a positive relationship with his capability reputation and rating 
reputation. 

Definition 3.  The Rating Reputation Feedback (RRF) Mechanism, is defined as a 7-
tuple: (AR, DCR, DRR, RT, IR, g, h), in which 

- AR, is the set of members {Ai}, who has reputation property ( CR(Ai), RR(Ai) ); 

- DCR, is the domain of the capability reputation values; 

- DRR, is the domain of the rating reputation values; 

- RT, is the domain of the rating values; 

- IR ⊂ DCR ×DRR, is the set of the initial values of members’ capability and rating 
reputation; 

- g : DCR → RT×  DRR ×  DCR, is a function to tune the capability reputation that 

( ) ( ( , ), ( ), ( ))s s si iCR A g Vr A A RR A CR AΔ =                             (1) 

       which must satisfy following properties: 
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1) Higher value of RR(Ai) has higher weight to affect ( )sCR AΔ ; 

2) There exists a threshold r. If RR(Ai) ≤  r, then ( )sCR AΔ = 0.  

- h : DRR → RT ×  RT × DRR ×  DCR × R × DRR, is a function to tune the rating 
reputation according to the feedback rating, following that 

21 2( ) ( ( , ), ( ), ( , ), ( ), ( ), )s s si k i i k j jRR A h Vr A A RR A Vr A A RR A CR A kΔ =       (2) 

        in which k2 > k1, and the function must satisfy following properties: 

3) Let D= 1 2( , ) ( , )s sk i k jVr A A Vr A A− , keep other parameters in h constant, if D1 

< D2, then 

1 2( ) ( )i iRR A RR AΔ ≥ Δ  . 

     It means Ai’s rating reputation becomes higher when the feedback rating of Aj 
is closer to Ai, and vice versa.  

4) There exist a threshold m, and 

( )iRR AΔ > 0 , if D < m ; 

( )iRR AΔ = 0 ,  if D = m ; 

( )iRR AΔ < 0 ,  if D > m . 

In an RRF mechanism, its function g and h is the key factor to decide how the 
mechanism manipulates the capability reputation and rating reputation. They may be 
complex, involving complicated knowledge-based inference on rules, strategies, 
policies, etc. And they can also be simple functions, as what does in artificial neural 
networks. RRF mechanisms with different g and h exhibit different properties and 
functions. 

4.2   A Primary Instance of RRF Mechanism and Its Effectiveness 

To prove that the RRF mechanism can be implemented and has effectiveness on the solu-
tion to the reputation problems, we present a primary instance of RRF mechanism with 
simple linear and polynomial functions. In the sample, DCR,DRR∈R, and RT∈[ -1,1].  
Vr = 1 means an extremely good remark, and Vr = -1 means the worst. A higher 
rating value denotes better remark. The functions g and h are defined as following: 

  
if RR(Ai) > 0 

g =                         (3) 
 

in which Avr denotes the average rating reputation, and  

h = D2 - 4D +1.11                                                   (4) 

where D= 1 2( , ) ( , )s sk i k jVr A A Vr A A− ∈ [0,2]. Obviously, g and h satisfy the 

restrictions in definition 3, in which r = 0 and  m = 0.3.  

( )
( , ) i

si

RR A
Vr A A

Avr
⋅

0          if RR(Ai) ≤ 0
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To observe the change of Ai’s rating reputation caused by the rating Vrk1(Ai, As), 
the total change at the time when N ratings on the same provision have been reported 
after Ai is given by 

1 2

2 1 1

( ) ( , ) ( , )s si k i k j

N

k k

RR A Vr A A Vr A A
= +

Δ = −                              (5) 

The ratings on the same product may have some distribution, because the product 
has its real quality to be observed by buyers. Assume ratings of the product have the 
normal distribution with a mean μ ∈[-1,1], which can be seen as the most accurate 

rating value consistent to the quality of a provision, and a variance 2σ . Under this 
hypothesis, the expectation of the tuning by a feedback is given by  

1 2

0 01
(( ) 4 1.11) ( )Vr Vrx x f x dx

−
− − +−                                   (6) 

where 
2 21 ( ) / 2( ) ( 2 ) xf x e cμ σσ π − − −= + , and Vr0 = Vrk1(Ai, As). 

This RRF mechanism instance has following properties: 

Property 1.  The instance is incentive-compatible. 

Proof:  Consider the following function 

1 2

1
( ) (( ) 4 1.11) ( )I y y x y x f x dx

−
= − − +−                             (7) 

y∈[-1,1], which has its maximal value when y = μ , and  

I(y1)>I(y2),  if y2 > y1 ≥ μ  

 I(y1)>I(y2),  if y2 < y1 ≤ μ .  

That means a rating closer to μ  will get a more positive tuning. However, μ  is not a 
public value and cannot be obviously known. To chase the maximal profit, a 
recommender  must try to report a more accurate rating.                                             

Property 2. Reporting an unfair or inaccurate rating, one’s influence on reputation 
will be decreased. 

Property 3. Effectiveness of continuous unfair ratings will be convergent in finite 
steps. 

Proof: It takes some period of time to complete a transaction. Assume in every time 
unit, the malicious member A0 continuously does a transaction and reports an unfair 
rating, and the provider to whom A0 has rated before will complete a transaction, 
given a new rating. According to property 2, A0’s rating reputation will be tuned by a 
feedback as I(Vr(A0,Ak)) < c’ <0. Let R0 be the initial rating reputation value of A0 at 
step 0. The rating reputation value of A0 at step N, RR(A0)N = R0 

+ 0
1 1

( ( ( , )))
N k

i i
k i

I Vr A A
= =

 < R0+ (N2+N)c’/2. When N > 
0

( ' 8 ) / 4 ' 1/ 2c R c− − , 
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RR(A0)N < R0+ (N2+N)c’/2 < 0. That means the effectiveness of A0’s ratings will be 
decreased to zero in finite steps.                                                                                    

Property 4. Random rating makes one’s rating reputation decreased. 

Proof: The probabilistic density function of random rating is f2(x) = 1/2, x∈[-1,1]. 
Following the function 7, the expectation of the rating reputation tuning caused by a 
random rating is  

1

1

1
( )

2
I y dy

−
 = 

1

1

2( 0.56) ( )x f x dx
−

− −  < 0 

That means random rating makes one’s rating reputation decreased.                          

Properties 1 and 4 implicate the RRF mechanism instance can reduce the appearances 
of insouciant ratings, and properties 2 and 3 prove it can effectively cope with the 
attack and disturbance of malicious and unfair ratings. Furthermore, appropriate 
parameter configuration according to specific environment can show its capability of 
determent against collusion. Given the assumption that one’s profit has a linear 
relationship with its capability and rating reputation, namely the profit function p(As) 
= aCR(As)+bRR(As)+c. And assume a collusion formation must satisfy the condition 

( , )siVr A A  > μ +d. If for x∈ [ μ +d,1], a ⋅ g(x)+b ⋅ I(x) ≤ 0, namely that the total 

profit of the beneficiary and the recommender is negative, the collusion will not be 
formed. 

4.3   Challenges to Build an RRF Mechanism  

To build an RRF mechanism, some challenges should be well solved. The key 
requirement of rating reputation is to benefit the accurate rating and punish the 
inaccurate one. However some problems may make this fair principle broken.  

(1) Quality variance. The quality and trust of a provision may greatly change. 
Hence the subsequent ratings will be much different from the previous ones, 
and the latter ratings will be seemed as bad ones and tuned negatively by 
feedbacks. One solution to this problem is to make the weight of feedbacks 
attenuated when the interval between the initial rating and the feedback 
increases. After an appropriate period, the feedbacks related to an old rating 
make no more tuning.  

(2) Change insensitive. One’s trustworthiness of rating may change by some 
reason. However, the continuous accumulation of previous rating remarks will 
cover the recent change on the rating trustworthiness. The rating reputation 
must indicate both the history accumulation and recent change. It may take a 
trade-off on the sensitivity according to specific environment. 

(3) Feedback disturbance. Although a bad or malicious rating from a member with 
low rating reputation affects little on the provider’s capability reputation, it may 
disturb the previous recommenders’ rating reputations as a feedback. Malicious 
members may use this deficiency to disturb the reputation system. Therefore, 
weight of rating reputation of the feedback may be taken into account in the 
tuning on rating reputation. 
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(4) Hidden double-dealing. Seller sells most products with high quality, but some 
products with low quality for benefit. The accurate negative reputation report 
from victim may be submerged, or be mistakenly regarded as unfair rating 
referred to the majority. The victim’s rating reputation will be imposed unfairly 
negative tuning. This phenomenon may deter members from reporting actual 
observations. 

5   Conclusions 

As reputation mechanism is gradually accepted and adopted as an effective 
resolution to build trust system in electronic communities, some attack and trust 
problems of reputation mechanism itself, such as collusion, malicious or unfair 
rating, and insouciant rating, become possible hazards in application. The 
contribution of this paper is to extend normal one-layer reputation mechanism to a 
double-layer reputation mechanism, called Rating Reputation Feedback (RRF) 
mechanism, with two type reputations, the capability reputation and rating 
reputation, which respectively denotes the trustworthiness of one’s capability and 
quality and that of one’s rating. We propose that adding the rating reputation into 
reputation mechanism is more suitable to confront the attacks of reputation system, 
than only normal reputation itself. In future work, the problems of building a RRF 
system discussed in section 4.3 will be further studied. And the collective effect of 
RRF mechanism in electronic community platform will also be verified. 
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Abstract. Internet auction is not only an integral part of Electronic Commerce 
but is also becoming a promising field for applying autonomous agents and 
multi-agent system (MAS) technologies. And auction, as an efficient resource 
allocation method, has an important role in MAS problems and as such is re-
ceiving increasing attention from scholars. This paper suggests a protocol 
(VAMA) and strategies for multi-attribute auction. Some useful properties such 
as strategy-proof are also proven. This paper also includes an analysis of the 
strategy of the buyer, and gives a decentralized mechanism for VAMA imple-
mentation as well as discussing some questions about VAMA. Finally, this pro-
tocol is compared with existing ones, improving on the work of Esther David etc. 

1   Introduction 

Recently, Internet auctions in open dynamic environment have been attracting more 
and more attention. Internet auction is not only an integral part of Electronic Com-
merce, but is also becoming a promising field for applying autonomous agents and 
multi-agent system (MAS) technologies [1,2]. 

Resource (resource here is general, including services, commodities, benefits and so 
on) allocation is an important question in MAS. In the Internet environment, a rational 
agent represents the intention of its master, whose goal is to maximize its benefit. When 
allocating a resource, the resource suppliers (sellers) expect to sell at the highest price 
possible, while the resource demanders (buyers) expect to buy at the lowest price pos-
sible. In this scenario, auction, as an efficient, operational method, can be used to al-
locate the resource in a fast, reasonable way. In coalition formation, coalition structure 
generation, allocating resources and tasks in the coalition, and dividing the revenue 
among agents are three interlaced activities [3]. Auction, as one of the efficient coor-
dination mechanisms, can be used to allocate these+ resources (tasks, revenues etc.)  In 
addition, in decentralized scheduling problems [4] and other MAS problems [5], auc-
tion plays an important role. Therefore, it has been gaining increasing attention  
recently. 

In a classic auction, we determine the owner of some kind of resource according 
only to the price. However, resource has more than one attribute. For example, when 
assessing a task to be allocated, its properties may include the start time, the end time, 
the quality of its performance, and the price it commands, etc. Similarly, services’  
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attributes may include the serviced time, the offered quality, etc.  Therefore, a re-
source with more than one attribute is common and sometimes necessary. However, 
while multi-attribute resource should be a common phenomenon in auctions, it has 
been receiving decreasing levels of attention [6]. 

In this paper, we describe a multi-attribute auction model. Then, we study a 
Vickrey-type multi-attribute auction in detail. In the model, we use a scenario of 
government procurement, in which government as a resource demander is a public 
buyer while others who bid for the resource supplier are bidders or sellers. We study 
the auction with a single unit. And, intuitively, because the Internet environment 
seems virtual, it is more suitable for a sealed auction. So, we place the scenario in an 
Internet environment, where it is common that a buyer confronts multi sellers and 
determines who will be the supplier. In the model given by paper [7], attributes are 
limited to two and the evaluation function of a buyer and cost functions of sellers are 
limited accordingly. The number of attributes in the model developed in this paper 
has no limit to; furthermore, evaluation function and cost functions can be any 
function with its range real. Accordingly, this model is more general. 

The remainder of this paper is organized as follows: In Section 2, we show the 
related works. In Section 3, we describe the model and some of its parameters. De-
tailed protocol and strategy are depicted in Section 4. After describing the protocol 
and some properties about it, we discuss the proposed protocol in Section 5. Finally, in 
Section 6, we present our conclusions. 

2   Related Works 

Auction is an efficient way to reach agreement among agents. There are several types 
of auctions, including English auction, Dutch auction, first-price sealed-bid auction, 
and second-price sealed-bid auction (Vickrey auction). In paper [7], Esther David etc 
studied the multi-attribute English auction and the first-price sealed-bid auction, 
giving the protocols and strategies accordingly. In paper [8] a strategy with a deadline 
is given, the attribute number of an item is 2, and the evaluation function of the buyer 
is the linear combination of the two attributes’ reciprocal. In addition, the analysis 
about the strategies of the buyer and sellers is qualitative rather than strictly proven. 

Bichler [9] carried out an experimental analysis of the main auctions. He found 
that the utility scores achieved in multi-attribute auctions were higher than those of 
single-attribute auctions in every tested auction. The experiment also showed that the 
second-price sealed-bid auction did better in impelling the sellers to give their 
dominant strategies. This is a good property enabling the buyer to acquire higher 
utility and is beneficial for a healthy market. In [10], M. Bichler etc. described an 
application of a multi-attribute auction. Unfortunately, there was no theoretical  
explanation. 

Takayuki Suyama etc. [1] studied the combinatorial multi-attribute procurement 
auction, gave a model for combinatorial multi-attribute auction, developed a series of 
protocols and brought forward a notion of False-name Proof. 

These works mainly involved some expansion on the classic auction scenario. 
However, they laid emphases on the utilities the buyers and sellers could get and had 
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fewer discussions on a healthy market under certain protocols. More importantly, as 
to second-price sealed-bid protocol, there was no expansion for multi-attribute auc-
tion nor was there a theoretical analysis.  

3   Model 

Generally, an auction can be modeled as: M=<B,S,I,A,V,C,P,Sche>, in which, 

• B is a set of buyers, B={B1,B2,…,Bm}; 
• S is a set of sellers, S={S1,S2,…,Sn}; 
• I is a set of items for selling, I {it1,it2 ,…,itk}; 
• A is a set of vectors, A { A1, A2 ,…, Ak }; 
• V is a set of the evaluation functions of buyers; 
• C is the set of cost functions of sellers; 
• P represents the protocols between buyers and sellers, which can be negotiated in 

advance; usually, one auction one protocol. 
• Sche is the schemes of the bargain made between buyers and sellers in an auction. 

This paper concentrates on the Vickrey-type multi-attribute auction, in which a 
buyer demands an item with certain properties and lots of sellers vie with each other 
to meet the demand, similar to a scenario of government procurement. In this case, 
the buyer is the auctioneer, and the sellers are the bidders. So, the general model 
degenerates to M=<b,S,it,A,V,C,P,Sche>, in which, B degenerates to b, since there is 
only one buyer; S remains the same, that is, a set of sellers; I degenerates to it, since 
there is only one item; particularly, A can now represent the attribute space with 
respect to item it. Suppose there are r kinds of attributes for item it: a1

it,a2
it,…,ar

it; We 
can define: A=A1

it A2
it … Ar

it; in which Ai
it

 is the range of attribute ai
it

 

(i=1,2,…,r). V is now the evaluation function of b, while C is a set of functions for 
sellers’ cost functions, so Ci represents the cost function of the seller Si. An item can 
be described as <it,a>, in which a is the vector of the item’s attributes, a A; In this 
paper, we discuss VAMA protocol; the P in the model refers to it. An elaboration will 
follow in Section 4. Sche represents the final striking scheme. 

Judging a protocol, we may consider the following properties: 

Strategy-proof: We can say a protocol is strategy proof or incentive compatible (or 
has a dominant strategy), if declaring the true evaluation value is an optimal strategy 
for each bidder regardless of the action of other bidders [1]. 
False-name-proof: In an Internet environment, users usually appear anonymously. 
This is one of the reasons we are interested in the sealed-bid auction. However, the 
participants, especially the bidders, can acquire two auctioning qualifications (usu-
ally two accounts in an Internet environment) through many other ways. Here, one of 
the qualifications can be thought of as a false name. It seems that the seller with two 
qualifications can win the auction more easily and gain an extra utility. But, in some 
protocols, the utility may decrease because of another name. Such protocols are 
called false-name proof [1]. 
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Individual Rationality: In certain auction protocols, the utility for each rational 
agent/participant is non-negative; in these instances we can say the protocol has the 
property of individual rationality. 
Pareto efficient: Utility is the common interesting topic among buyers and sellers. To 
a buyer, his/her utility is the price difference of evaluation value and the striking 
price. To a seller, his/her utility is the price difference of the cost and the protocol 
striking price (Please refer Section 4 for strict definition of striking price and protocol 
striking price). It is said that a protocol is Pareto efficient when the sum of all the 
participants’ utilities is maximal in the dominant strategy. 

Other properties about time are whether protocol can converge in a limited time, 
whether the item can be allocated or acquired efficiently or whether protocol is 
computable for a practical use. In addition to the market, we may consider whether 
the protocol is false-name proof or of benefit to a healthy market etc. 

4   VAMA Protocol 

4.1   VAMA Protocol (Vickrey-Type Auction for Multi-attribute) 

Definition 1 
Let PCi represent the price concession of seller Si and PCi

m the maximal price concession. 
Given a published evaluation function V of buyer and cost function Ci of seller Si, 

we can define: )()())()((max **
iiiiAa

m
i aCaVaCaVPC −=−= ∈

. 

In which: ))()((maxarg* aCaVa iAai −= ∈
; i.e., *

ia  is the dominant attribute vector of Si 

with respect to the auctioned item, shortened as dominant attribute. 

Definition 2 
))(max,0max( m

jijandSS
m
i PCSPC

j ≠∈=  

i.e., the non negative maximal price concession expect Si. 

Definition 3 
According to the protocol, if the seller is suitable for reaching a bargain with, the 
seller/bidder is called striking seller/bidder. The attribute accordingly is called striking 
attribute; the bidding price accordingly is called striking price; and the scheme sub-
mitted is called striking scheme. 

Definition 4 
Different to striking price, for every seller, there is a protocol striking price: 

Pi def = m
ii SPCaV −)( * ; if Pi is the striking price and the price that the buyer finally pays, 

then for the price that buyer bargains with, we use Pi
* to denote.  When the striking 

price is called final striking price and the attribute final striking attribute, the 
seller/bidder is called the final striking seller/bidder, and the scheme final striking scheme 

VAMA protocol 

1. The buyer gives the evaluation function V’ (different from V); 
2. Each bidder gives a sealed-bid SBi (SBi 0); 
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3. Select a final striking bidder Si in the striking sellers’ set candidates (SB); if the set 
candidates (SB) is null, the auction fails; 

4. Reach a bargain with Si’s protocol striking price. 
In which: 

)0,max( m
idefi PCSB =  

and candidates(SB) )},...,2,1(0),...,2,1)(max(|{ niSBandnjSBSBSB ijiidef =>===  

4.2   Some Properties  

Property 1: This protocol is Strategy-proof 
Proof: 

The utility for seller Si is: 
m
iiii

m
iiiii SPCaCaVaCSPCaVCPSU −−=−−=−= )]()([)(])([)( **  

Because the second term is independent of Si, to maximize the utility, the seller 
should maximize the first item. That is, give his/her dominant attribute ai

*. In other 
words, the strategy for Si is to bid with his/her dominant attribute. Therefore, dominant 
strategies exist and the protocol is Strategy-proof. 

Property 2: This protocol is False-name proof 
Proof: 

Suppose Si has a false name Sk, according to the definition above, we have: 
m
kkk SPCaVP −= )( *  and m

kkkkk SPCaCaVSU −−= )]()([)( ** . 

According to the protocol, there is only one final striking seller, so, for Si, he/she can 
only get utility U(Si) or U(Sk). Suppose U(Si) will be acquired, will U(Si) be greater 
because of the existance of the false name Sk? In fact, it will not (Let’s use 

m~k
iSPC representing the non negative maximal price concession except Si when there is 

no false name Sk): 

mk
iiii

m
k

mk
iiii

m
iiiii

SPCaCaVPCSPCaCaV

SPCaCaVSU
~**~**

**

)]()([),max()]()([

)]()([)(

−−≤−−=

−−=  

So, the seller Si may get less if he/she bids with two accounts. 

Property 3: The protocol is individual rationality 
Proof: 

If candidates(SB) is null, then the utility for each seller is zero and the utility for the 
buyer is zero; 

Unless, according to the protocol and property 1, the candidates are in the set can-
didates (SB) and one of them reaches a bargain with the buyer at the dominant attribute 
price (or the protocol striking price) Pi, then the corresponding utility is: 

0)()()( ** ≥−=−−=−= m
i

m
i

m
iiiiiii SPCPCSPCaCaVCPSU  

For other sellers, the utilities are zero. So, the sellers are all individual rationality. 
And the utility for the buyer is: 0)()( ** ≥=−= m

iii SPCPaVbU . 

Therefore, the buyer is also acting rationally as an individual. 
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Property 4: If the buyer published the true evaluation function V, the protocol is 
Pareto efficient 
Proof: 

If auction fails, the total utility is zero; 
Given the true evaluation function, suppose Si is the final striking seller, and in this 

case, let’s represent the total utility as U(V), then: 

))()((max)(

)()()(
1

aCaVPCSPCSPCPC

bUSUUVU

iAa
m
i

m
i

m
i

m
i

n

j j

−==+−=

+==

∈

=
 

If given the evaluation function V’, in this case, supposing the striking attribute is a*, 
and using U(V’) to represent the total utility, then: 

))()((max

)()()](')([)]()('[)](')([

)])('()([)(])([)(

)()()'(

********
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We can see that, under dominant strategy, there is no greater utility than when the 
buyer gives the true evaluation function, i.e., if the buyer published the true evaluation 
function V, this protocol is Pareto efficient. 

For this reason, we recommend the buyer give the true evaluation function. Then, the 
total utility achieves the maximum possible which is beneficial for a healthy market. 

With respect to computation complexity and real time property, and according to the 
protocol, for the dominant strategy exists, to give the best option, sellers only need to 
calculate its maximal price concession. Therefore, this protocol is suitable for real time 
Internet auction. 

5   Discussion and Comparisons 

5.1   The Problem of Who Confirms the Striking Attribute 

According to the proposed protocol, the buyer selects a striking seller in the candidates 
set of candidates(SB) while the striking attributes are in set: 

},...,2,1)),()((maxarg|{ niaCaVxx iAa =−∈ ∈
 

If the buyer selects one randomly, he/she in fact gives up the right of confirming an 
attribute vector. In some cases, it is not consistent with his/her benefit. Consider the 
following example: 

Table 1. An example of VAMA auction 

b V(a1)=5.0 V(a2)=3.0 Bid candidates(SB) 

S1 C1(a1)=3.0 C1(a2)=0.5 2.5 

S2 C2(a1)=2.5 C2(a2)=2.0 2.5 
{S1,S2} 

This example illustrates simply an auction of a single item with two attribute 
vectors a1, a2, where there is one buyer b and two sellers S1, S2. According to the 
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protocol, the buyer will select a striking seller randomly within {S1,S2}. In fact, 
commonly, the buyer may expect to make bargain with S2, because that S2 supplies an 
attribute vector a1, which gives a higher value according to his/her evaluation  
function. 

To fix this problem, we can expand the protocol by supplying the dominant 
attributes when sellers are bidding. That is, when bidding, the bidders should give 
<SBi,ai> rather than SBi. It is consistent with the market’s rule of diversity of prod-
ucts and the subdivision of a market and so is beneficial for a healthy market. 

5.2   The Problem of Dominant-Strategy for Buyer 

In section 4.2, the property 1 shows that the dominant strategies exist for sellers. But, 
unfortunately for the buyer, there is no dominant strategy. Suppose the published 
evaluation function is V’, while the true original evaluation function is V, then the 
utility of the buyer is: 

m
iii

m
iiiii SPCaVaVSPCaVaVPaVbU +−=−−=−= )](')([])('[)()()( ******  

It seems that when bargaining is finished, the buyer will get extra utility (the first 
item shows this), enabling an increase in the whole utility. In fact, function V and V’ 
may not be linear, and the extra utility is not promised when considering the following 
example: 

Table 2. A scenario of VAMA auction 

V(a1)=5 V(a2)=3 
b 

V’(a1)=3 V’(a2)=3.5 
Bid Bid’ 

S1 C1(a1)=2.0 C1(a2)=2.0 <3.0,a1> <1.5,a2> 
S2 C2(a1)=1.5 C2(a2)=2.0 <3.5,a1> <1.5,a2> 

U  3.0 1.0 

This scenario illustrates one situation when giving different evaluation functions of 
V and V’; the final striking bidders under the two functions are marked as italic, and 
the according utilities are shown in the last row. 

From this scenario, we see that the utility becomes smaller when the buyer gives 
the evaluation function V’. We also see that finally, we get the item with an attribute 
vector a2 as the result of the function V’; rather than a1 which should be achieved 
when we give function V. In this case, it gives a wrong signal to the market. Fur-
thermore, because of the buyer’s disguise, the efforts to acquire the bias of buyers 
become wasted labor, and the sellers can’t subdivide and locate the market precisely. 
This disturbs the order of a healthy market. For these reasons, we recommend that the 
buyer should give the true evaluation function – it is a good strategy for both the 
buyer and a healthy market and  can be thought of as a hypo-optimal strategy. 
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5.3   Trust Problem in VAMA 

From VAMA, we can see that it is an extension of Vickrey auction under 
multi-attribute, so, unavoidably, it inherits the disadvantages of Vickrey auction. A 
lying auctioneer [11] (the lying buyer in the government procurement scenario) may 
give a false m

iSPC , so that he/she can get extra utility. In VAMA, there is no mechanism 

inhibiting this. 
For this problem, we can introduce a mobile agent for a decentralized implementa-

tion of VAMA. That is, the agent represents the buyer and travels around sellers one by 
one in a random sequence where it compares the seller’s m

iPC  with its carrying value 

then exchanges it so that it stores the bigger value. This distributing computation results 
in the agent returning with the biggest values and the striking seller obtaining a 
true m

iSPC . 

5.4   Tie Problem in VAMA 

In an auction, when two bidders give an identical bid, a tie problem occurs. For an equal 
chance, who will be the final striking bidder? In our model, also, when the sellers give 
the same SB and attribute a (Table 2 is also an example for this), we should do some-
thing to assure equality. 

Simply, we can ask the bidders who gave the striking bid for a second bid according 
to the VAMA protocol, under the condition that the restricted participants must now 
give an extra bid beyond the original. 

5.5   Comparisons with Other Multi-attribute Auction Protocols 

In [7] the selected models for first-price sealed-bid multi-attribute auction and English 
multi-attribute auction limited the number of attributes to two. Also, cost functions of 
sellers are a multiplication of the same function with the coefficient i in tandem with 
Si. The two assumptions simplify the auction model; enabling an optimal strategy for 
the buyer, but also bring it within the limitation of the two auction methods. In VAMA, 
there is the property of Strategy-proof, so the complexity of decision making for sellers 
is just equal to solving a maximum function. Obviously, the computing time needed is 
short. Also, it is a real-time auction. In English multi-attribute auction, the computing 
time is also limited in every circle, but the real-time property is worse because of multi 
circles; furthermore, it is easy to cause the false-name problems which are harmful to a 
healthy market. In first-price sealed-bid auction, the computation time is higher, and 
before making the decision, agents have to evaluate the cost functions of other sellers; 
the real time property is between English multi-attribute auction and VAMA auction. 
So, VAMA is more suitable for the real time network auction. 

6   Conclusions 

Aiming at multi-attribute auction, this paper gives a Vickrey-type multi-attribute auc-
tion model, and proposes a new protocol for multi-attribute auction, i.e., VAMA. 
Compared to the existing multi-attribute auction methods, the model of VAMA is more 
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general and with a dominant strategy for sellers, also has the property of false-name 
proof. For a healthy market and long-term benefits, we recommend the buyer give the 
true valuation function, when the protocol has the property of Pareto-efficient. These 
characteristics are the improvements for existing multi-attribute auction methods. 
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Abstract. In commercial and information reach society, the properties of novel 
filtering strategies have to be explored without dramatically increasing response 
time while trying to combine them to effectively use available system  
resources. The major drawback of many existing systems, which try to make 
different synergies between filtering strategies, is usually concerned with not 
taking care of the availability of resources, being especially critical for the reali-
sation of successful commercial deployments. The essence of a presented solu-
tion is both in the encapsulation of many known searching algorithms inside 
separate filtering agents, and in the integration of flexible resource aware  
coordination mechanisms into one manager agent. The flexibility of a realised 
coordination scheme in facilitating an easy integration of novel strategies is 
practically demonstrated in an intelligent personal information assistant (PIA). 
Experimental results, obtained during a 2 week internal PIA usage, show the 
elimination of jobs longer than 1000s together with an increase of up to 10% in 
a received feedback values. 

1   Introduction 

The astonishing human creativity has produced thousands of very different  
problems that require filtering capabilities to be somehow resolved. It is illogical to 
even hope that one single filtering algorithm will ever be so brilliant that it can be 
the best choice for fulfilling this huge variety of searching tasks. Hopefully, a  
fruitful history of filtering technologies has already brought many strategies 
[8][10][12][16][18][19][20][24] that are more or less suitable to be used in these dif-
ferent situations. One only needs a sophisticated reasoning that will be able to identify 
which particular strategy should be applied in a given situation to produce as good 
results as possible. There is an adventure behind since a particular strategy, being ex-
cellent in one situation, might be hardly applicable in yet another one. A system, tend-
ing to improve itself, should be thus careful while exploring the hidden capabilities of 
not known enough strategies. 

To minimise a risk of choosing the inappropriate filtering strategy, many existing 
systems [15][22] usually combine only few well-known strategies in fixed static  
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manners. One of used strategies is always a content-based filtering, which is a reason-
able conventional decision, because all these systems are concerned with information 
retrieval. As an additional strategy, Letizia [14] and Amalthaea [17] utilise event 
based filtering for tracking users during browsing, PIAgent [13] applies neural net-
works for exploring users’ needs, NewT [21] and PEA [23] use evolution strategies 
for adapting profiles, and FAB [5], P-Tango [7], TripMatcher [9] and many other sys-
tems deploy collaborative based filtering for exploring aspects that are only captured 
by humans. 

According to the authors’ best knowledge the most of the mentioned systems are 
tested in highly protected working conditions where the availability of resources is 
usually completely ignored. Although a particular strategy can be the best suited one 
for the assigned job, in the case where the needed system resource is highly loaded, 
that strategy will most probably have weak chances to successfully produce expected 
results. Self improving coordination approach [1][2] tries not selecting such a strategy 
for which the unfavourable resource situation exists, and to assign a job to a strategy 
that will produce results in a reasonable amount of time. This is simply achieved by 
estimating the current load of all relevant system resources before speculating how 
every available strategy is promising. A coordination scheme is named self improving, 
because of using a proportional selection [16], which gives chances to each strategy to 
be selected, and therefore exploring the unknown capabilities of novel strategies. 

The drawback of this self improving coordination mechanism lies in its unfeasibil-
ity to provide any guaranties in the case where novel and not known enough strategies 
are asked to perform filtering. In highly dynamic conditions, every system should be 
able to evolve through an easy integration of novel filtering strategies, being better 
suited for resolving some particular types of problems. It will be wonderful when all 
nice properties of the coordination mechanism, which both takes care about resources 
while selecting a filtering strategy and tries to improve itself during runtime, can be 
preserved together with facilitating the integration of novel strategies. The way how 
this goal can be achieved will be the main topic of this paper, which is structured as 
follows. The next section illustrates these new coordination challenges in one sce-
nario. The core contribution of this paper is then contained in the section, which pre-
sents the coordination approach, being quite flexible respecting the novel strategies. A 
paper is finished with sections where implementation and experimental result details 
are given. 

2   Problem Description 

The existence of many different strategies, making every searching problem solvable 
on many distinct ways, naturally imposes the challenge of either exploiting the al-
ready learnt properties of well known strategies or exploring the unknown, potentially 
promising, capabilities of novel ones. This challenge becomes even more severe when 
each few days a new strategy should be integrated. The exploration of unknown capa-
bilities obviously has somehow to be performed without fatal errors by reason of not 
seriously destroying the confidence that users have into the deployed filtering engine. 
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A real environment, being the assumed playing ground for the coordination among 
available strategies, creates the yet another challenge that is contained in the highly 
changeable availability of needed system resources. It is far away of being truth that 
the load of system resources, such as CPU, database and memory, can be assumed to 
be static. On the other side, the existing strategies usually differ a lot concerning the 
requirements towards the needed resources. A selection of a strategy, for which not 
enough resources are available, is probably a bad move that will hardly provide good 
results within the assigned amount of time. The selection of strategies, which will 
perform the needed filtering activities, has by some means to take care both about 
available resources and about requirements of different strategies towards them. 

Fig. 1a gives a scenario where a manager agent (M) has 4 filtering agents (F) on 
its disposal for resolving the assigned job. While each F has its own searching strat-
egy, the burden of estimating a resource situation and choosing a responsible strategy 
is on M. The load of resources is on Fig. 1a represented as a number between zero and 
one, where a higher value means that the corresponding resource is more loaded. 

To be able in a real-time environment, to choose in a long run for as many jobs as 
possible the most applicable solution, M estimates the availability of needed resources 
and evaluates the applicability of each available strategy. Together with these estima-
tions and evaluation activities, M should try to learn about strengths and weaknesses 
of each available strategy, by analysing its behaviour in similar past situations. These 
estimation, evaluation, selection aspects will be analysed in the following section. 

3   Approach 

The authors’ thoughts about the coordination, being naturally separated in the previ-
ous section on estimation, evaluation, selection and adaptation, are mainly concerned 
with the demands of a strategy towards different resources. Strategy, whose efficiency 
vitally depends on a currently highly loaded resource, will have weak chances to suc-
cessfully work and to produce results in the reasonable amount of time. Such a strat-
egy will probably produce perfect results after few hours or even days of filtering, but 
it is hardly possible and anyone will be patient enough to wait for them. It is probably 
much better to offer nearly perfect results that are obtained after a reasonable delay. 

In [1] such a resource aware coordination is realised by describing each and every 
strategy by fitness values, which illustrates its requirements towards different system 
resources. Because central processor, database server and memory are found to be the 
most important filtering resources, CPU ( CPUF ), database ( DBF ) and memory ( MF ) 
separate resource fitness values are introduced in a way that higher particular fitness 
value means that corresponding resource is needed in a smaller extent by a given 
strategy. While such a defined fitness values can be easily set for well known strate-
gies, their initialisation is usually very problematic for novel filtering algorithms. Fur-
thermore, fitness values can be unfortunately successfully adapted only by using the 
experience from jobs shorter than 10s [1]. The adaptation process from [1] addition-
ally assumes a well formed community of strategies with correctly set fitness values, 
in order to be able to efficiently learn about novel strategies. These initialisation and 
adaptation problems obviously significantly reduce the flexibility regarding an inte-
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gration of novel strategies with many hidden properties. Consequently, only the abil-
ity of a strategy to find accurate results will still be modelled by quality fitness QF  as: 

Def. 1. Quality fitness QF  represents the level of users’ satisfaction with that strategy 

in the past, where higher QF  value corresponds to a more successful strategy [1][2]. 

An applicability of a particular strategy respecting available resources is illustrated 
through resource fitness RF  value, which is defined as: 

Def. 2. Resource fitness RF  corresponds to the strategy ability to successfully work in 

a current runtime, where higher RF  means that a resource situation is more favour-

able for the particular strategy. 

A fundamental difference between RF  and separate CPUF , DBF , MF  resource fitness 

value from [1] is in the computation of RF  on the flight, and thus no problematic ini-

tialisation and adaptation steps are anymore needed. The evaluation of RF  from the 

past experience is the cornerstone of this paper and it will be analysed in Section 3.2. 

 

Fig. 1. (a) A coordination challenge (b) System architecture that illustrates communication 
between agents (c) Resource load fitness evaluation (d) Component structure of a manager 

System architecture is given on Fig. 1b. User agent (U) is responsible for the crea-
tion of a filtering job by collecting the needed user preferences. It also knows how a 
user feedback can be first obtained and then forwarded to a manager agent. Filtering 
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agent (F) encapsulates one particular strategy and it is always able to receive filtering 
jobs and to provide results after filtering has been finished. Manager agent (M) is the 
cornerstone that fulfils all coordination activities and ensures the satisfied quality of 
filtering services. M should be seen as the entity that performs estimation, evaluation, 
selection and adaptation coordination steps. After receiving a job from U, M will es-
timate the load of system resources, evaluate applicability of each strategy, and select 
one of them to which the actual job should be forwarded. As soon as the activated F 
has found results, they will be returned, via M, back to U. As the same time, M will 
adapt the knowledge that it possesses about the activated F based on the response time 
measurements. Finally, in the case of getting any relevance feedback from U, M will 
perform the adaptation of quality fitness, which may initially have a random value. 

A concrete solution, showing how estimation, evaluation and selection steps will 
uncover the coordination mystery, will be described in following sub-sections. While 
knowledge updating is based on logging the duration, quality fitness adaptation uses 
the same technique as in [1][2], and thus these two steps will not be further analysed. 

3.1   Strategy Evaluation 

System runtime properties, being inside the scope of evaluation, are CPU ( CPUω ), DB 

( DBω ) and memory ( Mω ) load. An estimation of CPUω , DBω  and Mω  is slightly dif-

ferent from [1], as found load values are bound to ]1,0[ , which facilitates evaluation. 

A CPU load is computed as CPUCPU t
CPU e βω −−= 1 , where CPUβ  is a tuning parame-

ter and CPUt  is the time being needed for the computation of an algebraic expression, 

formed only in order to estimate a current CPU load. A higher CPU load naturally 

implies longer computation time CPUt , CPUCPU te β−  decreases, and CPUω  is closer to 1.  

A DB load  DBω  is computed as DBDBt
DB e βω −−= 1 , where again DBβ  is a suitable 

tuning parameter and DBt  is the time being needed for the execution of a SQL query 

that is specially designed to estimate DB load. As a consequence of further loading 

DB, DBt  will increase, DBDBte β−  decreases, and that results in bigger DBω  value. 

A memory load MM s
M e βω −−= 1  reflects the amount of used memory, where Mβ  

is a tuning parameter and Ms  is the size of the currently used memory. It holds that 

more used memory Ms  results in smaller MM se β− , and consequently in a larger Mω . 

3.2   Resource Fitness Evaluation 

The resource fitness RF  value, representing the ability of each single strategy to effi-
ciently exploit currently available resources, can be simply evaluated by analysing the 
behaviour of the corresponding strategy in the old runtime situations that are similar to 
the actual one. A cornerstone assumption is that the strategies with solid performances 
in similar runtime situations will hopefully be able to repeat such a good behaviour also 
in the future. It is therefore reasonable to assign to such strategies high RF  values, 
which will increase their chances to be selected to do the requested filtering. 
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Two main evaluation steps, being the formation of k -similar neighbourhood 
and RF  computation, are given on Fig. 1c. The former depends on the application 
of the appropriate distance function for finding k  old runtime situations in which a 
particular strategy has been used and that are the most similar to an actual runtime. 
The latter will use the formed neighbourhood to assess how good a particular strategy 
can be in a current runtime. Both steps are repeated for each and every strategy, being 
the only way of getting the complete picture about the available filtering capabilities. 

Finding k  most similar old runtime situations is the known k -nearest neighbour 
search [12], performed on CPUω , DBω  and Mω  attributes. By assuming that Euclid-

ean distance ),( iadE  compares the actual runtime ),,( )()()( a
M

a
DB

a
CPUa ωωω=  to any past 

runtime ),,( )()()( i
M

i
DB

i
CPUi ωωω= , k  runtime situations, having the smallest ),( iadE , will 

form a similar neighbourhood. The Euclidean distance ),( iadE  is defined as: 

∈
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i
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a
xE iad ωω                                       (1) 

The simple Euclidean distance is a good choice because all computations are per-
formed in a very low dimensional space where all attributes xω  have always defined 

values that are also already normalised to ]1,0[  in situation estimation (Section 3.1). 

The resource fitness )( j
RF , corresponding to a strategy j , is thus computed as: 
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In (2), a summation is performed on found k  neighbouring runtime situations that 
correspond to a strategy j . As the summation weight, a similarity ),( ias  is used in 

order to ensure that a response time )(i
rt  that corresponds to more similar old runtime 

situations, having smaller distance ),( iadE , has a greater influence on )( j
RF  computa-

tion. A straightforward way to define such a similarity measure ),( ias  is through: 

)(

),(

),( E

E
d davg

iad

eias
β−

=                                                  (3) 

On the one side, a tuning parameter dβ , 0>dβ , controls a decay rate for ),( ias  re-

garding a ),( iadE  grow. Larger dβ  results that ),( ias  drops faster when ),( iadE  

increases, and reverse. Such ),( ias  is actually ensuring that )( j
RF  has small value for 

strategies that have not been used in similar runtime situations, being a sigh for a 

careful selection irrespective to )(i
rt . On the other side, a larger )(i

rt  results in smaller 
)( i

rte− , and )( j
RF  will be increased in a smaller extent. A parameter tβ , 0>tβ , con-

trols the influence of rt  to RF  similarly as it was the case with dβ  and ),( iadE . It 
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holds that the small tβ  decreases penalties that a strategy pays because of large rt , 

and reverse. 
The integration of ),( ias  in (2) gives: 

∈
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Both rt  and Ed  are normalised by their average values )( rtavg  and )( Edavg  to 
eliminate the influence of different ranges of rt  and Ed . Therefore, the only weight-
ing is performed through dβ  and tβ  parameters. The selection of values, assigned to 

dβ  and tβ , defines that either good performances or the usage in similar past run-
time situations has a priority while computing RF . On the one hand, in the case where 
it is important that a particular strategy has been already used in the similar runtime 
situations while deciding about its new application, large dβ  value ensures that all 
strategies with not similar enough runtime situations will pay large penalties and thus 
will have small RF  value. On the other hand, large tβ  value will result that corre-
sponding strategies with a bad performance and large rt  will have small RF . Bad 
performances of a strategy, modelled through the large )(i

rt , is an obvious sign that its 
selection is probably one bad move. Only strategies that are successfully used in simi-
lar runtime situations, will have small )(i

rt  and large ),( ias , which will finally result 
in large )( j

RF . 

Example 1. The cornerstone of this example is to illustrate how the resource fitness 

RF  values can be computed by using the data about the previous usage of the corre-

sponding strategies. In the case where the actual runtime situation is 38.0)( =a
CPUω , 

83.0)( =a
DBω  and 15.0)( =a

Mω , the found )( j
RF , }3,2,1{∈j , values are given in Table 1. 

It is assumed that 3 available strategies have been used 5 }5,...,1{∈i , 7 }12,...,6{∈i  

and 6 }18,...,13{∈i  times, respectively, and that for each usage both the correspond-

ing runtime situation },,{ MDBCPU ωωω  and the measured response time rt  are known. 

Similarity ),( ias  and )( j
RF  are computed for both )1,1(),( =dt ββ  and )2,1(),( =dt ββ  

to illustrate how the selection of weights tβ  and dβ  can significantly change the im-

pression about every strategy. For each strategy 3=k  similar neighbourhoods are 
formed, and they are marked with a different cell filling. Larger neighbourhoods are 
not necessary because ),( ias  will have small values for most participants in such 

neighbourhoods and they will consequently have very small influence on RF  value. 

The computed RF  values show that in both ),( dt ββ  configurations the most promis-

ing is the strategy 3=j , which had solid performances (small 
3=jrt  values) in simi-

lar runtime situations. As far as strategies 1=j  and 2=j  are concerned, either a bad 

performance or a past usage in not similar runtime situations is responsible for small 

RF  values. On the one hand, strategy 1=j  has a bad )1(
RF  because it has not been 
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used in similar runtime (
1

),(
=j

ias  has very small values in the formed neighbour-

hood for the strategy 1=j ) and even its very good performances (very small 
1=jrt ) 

do not help. On the other hand, strategy 2=j  also does not have remarkable )2(
RF  

value mostly because its very bad behaviour (very large 
2=jrt ) in a similar runtime. 

The importance of tβ  and dβ  can be best assessed by the comparison of )1(
RF  and 

)2(
RF  for )1,1(),( =dt ββ  and )2,1(),( =dt ββ  configurations. In )1,1(),( =dt ββ ,  

giving a priority neither to good performances nor to a usage in similar runtime  

situations, 1=j  seams to be better than 2=j  ( 15.8
)1,1(),(

)1( =
=dt

RF
ββ

 and 

9.7
)1,1(),(

)2( =
=dt

RF
ββ

). By increasing dβ , strategy 1=j  starts to pay larger penalties 

of not being used in similar runtime situations. Therefore, in )2,1(),( =dt ββ , strategy 

1=j  is the least promising ( 4.5
)2,1(),(

)1( =
=dt

RF
ββ

 is almost two times smaller than 

8.3
)2,1(),(

)2( =
=dt

RF
ββ

). 

Table 1. 18 runtime situations corresponding to three strategies for which 
)( j

RF  is computed 

)1,1(),( dt )2,1(),( dtj i CPU DB M
rt

[s] 
),( iadE ),( ias )( j

RF ),( ias )( j
RF

1 0.83 0.21 0.75 13 0.973 10.81 1.17 
2 0.75 0.81 0.38 21 0.436 36.90 13.62 
3 0.21 0.15 0.98 18 1.086 8.34 0.69 
4 0.09 0.11 0.82 32 1.025 9.59 0.92 

1

5 0.63 0.52 0.62 28 0.616 24.46 

15.8 

5.98 

4.5 

6 0.78 0.38 0.54 14 0.717 19.40 3.76 
7 0.41 0.78 0.21 121 0.084 82.59 68.22 
8 0.21 0.38 0.41 28 0.547 28.65 8.21 
9 0.37 0.84 0.19 98 0.042 90.76 82.37 
10 0.21 0.83 0.16 101 0.17 67.75 45.91 
11 0.18 0.62 0.48 32 0.439 36.63 13.42 

2

12 0.45 0.88 0.2 130 0.099 79.65 

9.7 

63.45 

8.3 

13 0.41 0.78 0.21 32 0.083 82.59 68.22 
14 0.52 0.62 0.32 48 0.304 49.88 24.88 
15 0.38 0.8 0.12 28 0.042 90.75 82.37 
16 0.78 0.66 0.08 19 0.44 36.55 13.37 
17 0.35 0.79 0.19 40 0.064 86.38 74.62 

3

18 0.98 0.82 0.52 144 0.705 19.96 

46.2 

3.98 

40.1 
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3.3   Strategy Selection  

A selection simulates the evolutionary process of a competition among strategies that 
are fighting for getting as many jobs as possible [16]. But, before a selection probability 

)(iP  for a strategy i  can be defined, a total fitness tF , reflecting the demands of a strat-

egy towards resources and its abilities to produce accurate results, is obtained as: 

QRt FFF )1( αα −+=                                                 (5) 

Parameter ]1,0[∈α  controls the influence of RF  and QF , where 1=α  will lead to a 

pure resource based coordination. By using )(i
tF  value, )(iP , making the used selec-

tion to be nothing else than proportional or roulette wheel selection [16], is defined as: 

1

1
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Because xω  parameters are from ]1,0[ , tF  value is bounded, and )(iP  can be di-

rectly obtained by using tF  without any additional transformations, being applied in 

[1]. Although strategies with above tF  value will receive more attention, even the one 

with the worst tF  will have a chance to be selected and to improve its quality fitness. 

4   Implementation 

The manager agent is built out of components (Fig. 1d) in JIAC IV, being a service-
ware framework for developing agent systems [11]. The strategy selection SS is a 
cornerstone component that takes care about which filtering strategies will be se-
lected. While the evaluation functionality is integrated into resource fitness evaluation 
RFE component, knowledge base updating KBU takes care about the efficient storage 
and retrieval of the needed past experience. The quality fitness adaptation QFA and 
situation estimation SE facilitate an easy replacement of the algorithm that is used for 
estimating the current load of resources. Future plans are concerned with deploying 
advanced structures for performing knowledge updating in KBU, as well as with a 
usage of situation prediction SP component, which will most probably cooperate with 
SE to provide not only estimation but also the prediction of resource loads. A deeper 
analysis of both JIAC IV, as well as these shortly described components can be found 
in [3]. 

5   Experimental Results 

The expected benefit of a presented fitness-less coordination scheme should be found 
both in its capability to be applied inside communities whose filtering agents cannot be 
easily described with separate resource fitness values and in its ability to eliminate long 
lasting jobs in the situation where novel strategies are regularly integrated. These as-
pects will be examined in a PIA environment [4], where PIA will be used because it 
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currently supports almost 200 different web sources, grabs daily around 3 thousands 
semi-structured and unstructured articles, has more than 850 thousands pre-processed 
documents, and helps to 35 DAI Labor workers in their information retrieval activities. 

5.1   Self Improving Versus Fitness-Less Coordination 

To avoid a necessity to represent the runtime capabilities of strategies by the appro-
priate, specially defined, separate resource fitness values, as it has been done in [1], a 
flexible fitness-less coordination scheme is proposed in this paper. Although it is 
not difficult to set right fitness values to strategies for which it is well known how 
they depend on different available resources, it will be extraordinarily welcome to 
have a coordination approach that does not require sometimes problematic fitness 
value initialisation, and to assess its successfulness through a comparison with al-
ready proven self improving scheme [1], both in received user feedback and re-
sponse time domains. 

Starting from 15th of March 2005, the following 3 different coordination 
schemes were tested. The first two days PIA I was working with self improving 
coordination scheme that was based on completely randomly initialised fitness val-
ues. The next two days self improving coordination scheme was replaced in PIA II 
with in this paper presented fitness-less approach. Self improving coordination was 
again plugged in PIA III in the last two days of the experiment, but with the  
manually set initial fitness values that nearly correspond to the real capabilities of 
strategies. The obtained results are given in Table 2, where fjn  corresponds to the 
number of filtering jobs for which a feedback has been received, ljn  represents the 
number of long lasting jobs, having a duration of more than 1000s, )( fjdavg  is the 
average duration of jobs with feedback, and )( fjqavg  is the average received feed-
back value. 

Table 2. Comparison of self improving coordination approach with in fitness-less scheme 

  fjn  ljn  )( fjdavg [s] )( fjqavg [%] 

PIA I 42 2 83.7 53.8 
PIA II 51 0 22.5 68.5 
PIA III 49 0 19.2 73.2 

The performed experiments have shown that self improving scheme is actually not 
managing to quickly repair the wrongly set fitness values, and consequently PIA I has 
both the lowest )( fjqavg  and the largest )( fjdavg . Completely opposite holds in the 

case where fitness values are not randomly set, i.e. PIA III is the absolute winner both 
in )( fjqavg  and )( fjdavg  domains. As far as fitness-less scheme is concerned, on the 

one side PIA II manages to significantly outperforms PIA I system and thus proves 
the assumption of being better choice when fitness values cannot be correctly initial-
ised. On the other side, PIA II has produced for almost %5  smaller user satisfaction 
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than PIA III together with more than 3s longer duration ( 5.22)(
 

=
IIPIAfjdavg s and 

2.19)(
 

=
IIIPIAfjdavg s). The longer )( fjdavg  can be explained by very expensive on 

the flight computation of a resource fitness RF  that PIA II requires, whereas smaller 

user satisfaction shows that users are no ready to wait longer for getting results with a 
comparable usefulness. This experiment shows that fitness-less coordination scheme 
should be used instead of a self improving approach only in a case where many new 
strategies, for which only a pure random fitness initialisation is possible, are deployed. 

5.2   Long Lasting Filtering Job Elimination 

A trial to escape long lasting jobs, without limiting opportunities for the integration 
of novel strategies, was a main motivation for fundamentally changing strategy 
evaluation regarding to [1]. The following experiment is regularly integrating novel 
strategies and varying α  in (5) to do comparisons in feedback and response time 
domains. 

Starting from 29th of March till 11th of April 2005, each 2 days the inbuilt PIA coor-
dination mechanism was changed by incrementing α  value for 25.0 , where on the 
beginning it was set 0=α . To make tests as fair as possible, only working days are 
taken into account, being done because of the minor PIA usage during weekend days. 
The flexibility of the deployed coordination scheme to support novel strategies is 
checked by the automatic integration of one new strategy every 6 hours. The obtained 
results are given in Table 3, where the meaning of symbols is the same as in Table 2.  

Table 3. Results of the internal usage of PIA that illustrate strengths and weaknesses of coordi-
nation algorithms, having different influence of resource and quality fitness (different α ) 

α  fjn  ljn  )( fjdavg [s] )( fjqavg [%]

0 37 2 65.4 62.6 
0.25 46 0 32.4 64.8 
0.5 54 0 28.3 66.5 

0.75 50 0 27.9 70.2 
1 41 0 22.3 60.4 

The results of this 10 day long experiments with different coordination mecha-
nisms clearly show that the exclusion of a resource fitness component ( 0=α ) poten-
tially leads to the appearance of long lasting jobs, being the same conclusion as in [1]. 
In spite of frequent integrations of new strategies, taking care about resources ( 0>α ) 
is managing to eliminate long lasting jobs. Because a user satisfaction is an impera-
tive, setting 1=α  seams as a bad choice by reason of having the lowest )( fjqavg , 

and an optimal solution is looked for 10 << α . While )( fjdavg  is for 

}75.0,5.0,25.0{∈α  comparable, the best )( fjqavg  is got for 75.0=α . The increase 
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of 
75.0

)(
=αfjqavg  is almost %10 , when compared with 

1
)(

=αfjqavg , whereas 

75.0
)(

=αfjdavg  is for around 5s longer than 
1

)(
=αfjdavg . Users are not ready to pay 

high price for the reduction of filtering time, and they are ready to wait little longer to 
get better recommendations.  

6    Conclusion 

The goal of this paper was to try to eliminate long lasting filtering jobs while integrat-
ing novel strategies and to pay as less as possible in a feedback domain. Although the 
first solutions for the evaluation of a resource fitness value are given, future work will 
optimise this activity by reason of avoiding a significant delay as a number of already 
processed jobs increases, which will reduce the scalability of this coordination 
scheme. The problem of not only estimating resources but also predicting their usabil-
ity will be also taken into account. Even though, many things are still open, authors 
believe that this is the right way towards a comprehensive agent-based filtering 
framework.  
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Abstract. Decision Support Systems (DSS) are computer-based information 
systems that help decision-makers solve half-structured or non-structured 
problems by using data and models. They are facing some serious problems in 
the heterogeneous, autonomic, dynamic and distributed decision support 
environment. As an advanced technology representing "the third Internet 
revolution", Grid brings about a lot of innovative ideas and technologies for the 
development of DSS. As an application of Grid in the field of DSS, this paper 
puts forward an improved model of Agent Grid Based DSS. A set of design 
methods of the system is discussed. With the National Economic Mobilization 
DSS as a practical case, we illustrate how the model works in practice.  

1   Introduction 

During the development history of DSS, computer technology, network technology, 
database technology, artificial intelligence and decision theory have made great 
impact on the theory of DSS. Nowadays, DSS can provide great support for the 
decision-makers, for it’s more powerful in function, widely used on the Web, friendly 
in man-machine interface, and intelligent in operation. But there are still some serious 
problems that have limited the development of DSS. First, the existing DSS model 
and theory cannot direct the construction of DSS on the Internet environment 
effectively. They need further expansion to adapt to the great changes in content, form 
and methods of decision support. Second, there is no effective mechanism to publish, 
share and reuse decision support resources. Third, being deficient in openness, it is 
difficult to integrate new functions and link the other DSS, and it is necessary to 
establish protocols and standards for DSS. Finally, due to the modularization lever of 
DSS being very low, it is difficult to maintain DSS, and the upgrading cost of DSS is 
high.  

Much research has been done to find a solution to these problems. Bhargava et al [1] 
put forward a new framework of electronic market for decision technologies named 
"Decision Net". The market provides decision technologies as user-based services 
rather than as products to the consumers. It is used to organize the consumers, the 
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providers, as well as decision technologies. M.Goul et al [2] proposed a set of 
protocols for DSS deployment on the Internet called "Open-DSS protocol suite". 
Consumers and providers are connected via the open DSS protocols. Dong [3] 
proposed a framework for the architecture of a Web-based DSS Generator utilizing 
different software agents to enhance the functionalities of the existing DSS. Kwon [4] 
proposed an Open DSS based on Web in connection with Web technology and 
ontology metadata web services, in order to enhance the development and integration 
of the decision services. Sridhar [5] argued about the issues of DSS in the Intranet. 

All of these studies are valuable to solve the problems stated above, but there are 
still many issues which need to be studied for the DSS on the Internet. Especially, as 
the scale of the Internet keeps growing, the efficient management and utilization of 
the resources become more challenging. 

The development of DSS shows that every step forward of the network technology 
brings great influence to the concept, framework and function of DSS. Now, as an 
advanced technology representing "the third Internet revolution", Grid brings about 
many innovative ideas and technologies for the development of DSS. Grid appears as 
an effective technology coupling geographically distributed resources for solving 
large-scale problems in wide area network, which also support open standard and 
dynamic services. In addition, it provides highly intelligent communication between 
computers and humans. These characteristics are very suitable for the construction 
needs of the DSS platform. Grid will improve DSS greatly, and bring profound 
revolution to DSS theory and its application.  

This article shows some research evolutions based on the work in reference [7], 
which put forward a framework of Grid Based Open DSS (GBODSS) and 
summarizes some basic characteristics of GBODSS. But the framework is not 
sufficient for a further study of GBODSS. In order to give a clearer picture of 
GBODSS and provide analysis and design methods and tools for GBODSS, this 
article introduces agent technologies into the research of GBODSS, and puts forward 
an improved model of Agent Grid Based Open DSS (AGBODSS).  

2   MAS and Agent Grid 

2.1   MAS and GBODSS 

As a new research domain of DSS, GBODSS lacks suitable and effective theories, 
models and methods for its analysis, design, and development. It is necessary to 
introduce advanced thoughts and technologies from other relative subjects and 
domains into the GBODSS research. Multi-agent systems (MAS) technology seems to 
be a suitable candidate for the following reasons [8]:  

1) The autonomy of individual agents enables each agent to encapsulate different 
problem-solving methods and domain models. Furthermore, the maintenance of 
this autonomy is often required by individual decision-makers in GBODSS. 

2) The combination of responsive and proactive behavior enables the agent, acting 
as a node in a GBODSS, to respond appropriately to requests for information or 
to solve a problem and to manage on-going strategies in solving current 
problems 
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3) The ability to cooperate with other, similarly autonomous, agents and coordinate 
activity is critical in GBODSS. This is a core ability for agents designed to 
operate in the context of a multi-agent system. 

Considering this correlation between the characteristics of GBODSS and MAS 
technologies, this paper proposes an approach to the modelling and construction of 
GBODSS based on an organization of agents. The Agent Grid system introduced 
below provides a solid supporting platform for the implementation of the modelling 
and design of GBODSS. 

2.2   Agent Grid 

The Agent Grid [9] is a proposed construct that is intended to support the rapid and 
dynamic configuration and creation of new functionality from existing software 
components and systems. It was first brought forward by the Defense Advanced 
Research Projects Agency (DARPA) in the Control of Agent Based Systems 
(CoABS) Program, in which the main aim was to enhance the interoperating, 
scalability and generalization of military information systems. 

Manola views the Agent Grid from three different perspectives as below [9]: 

1) Agent Grid should be considered as a collection of agent-related mechanisms 
and protocol. 

2) Agent Grid should be considered as a framework for connecting agents and 
agent systems. 

3) Agent Grid should be considered as model entities that might be used to model 
an organization chart, team or other ensemble. 

These three views represent different aspects of the Agent Grid, and they can be 
valid simultaneously. 

Agent Grid in CoABS program provides various Grid services to integrate all kinds 
of distributed and heterogeneous software components on the Internet such as objects, 
agents, legacy systems, and so on. These grid services include Registration Service, 
Logging Service, etc. Many other powerful grid services are under construction. All 
these grid services are elaborated in the references [10].  

3   A Model of Agent Grid Based Open DSS (AGBODSS) 

In an abstract sense, a Grid is fundamentally a mechanism/infrastructure that helps 
integrate resources. It can be divided into five layers by the resources integrated. Each 
layer provides management capabilities for the resources existing on it. These layers 
work together and coordinate with each other for the final application. 

1) Computing layer, corresponding to the computing Grid. 
2) Data and information layer, corresponding to the data and information Grid. 
3) Service layer, including objects, services and legacy system.  
4) Agent layer, namely the Agent Grid.  
5) User layer. 

In order to elaborate on the GBODSS, we have improved the model of the GBODSS 
in reference [7] based on the above Grid hierarchy framework. We have established an 



46 J. Chi et al. 

Agent Grid based open DSS model (AGBODSS), as shown in Figure 1. The improved 
model can elaborate on the relationship between the components and layers of the 
GBODSS. 

In the new model, a GBODSS can be looked as a problem-solving organization 
that is composed of decision-makers and their agents, which can make good use of the 
decision service and resources provided in diverse grid layers. 

With practical problems in mind, the designer of the DSS can construct different 
DSS conveniently through a quick integration of the agents in the Agent Grid layer. 
The designer of the DSS needs firstly to design the organizational structure of the 
AGBODSS, and then choose suitable agents in the Agent Grid layer to play the roles 
in the AGBODSS. 

The Agent Grid layer is the core of the AGBODSS model. On the one hand, it is 
the layer that interoperates directly with users. It includes agents and the agent 
systems that perform the main system functions and sub-functions. Moreover, it needs 
reliable interfaces for the users, to enable the users to utilize the resources in the Grid 
to solve their problems and so make the system integration easier. On the other hand, 
Agent Grid layer needs to connect the three Grid layers beneath it and manage the 
corresponding layers and resources. It facilitates the coordination between the 
different layers to accomplish concrete tasks. 

The Agent Grid layer is composed of several registered agent groups and grid 
services, and each agent group is composed of some agents. The Agent Grid provides 
many services to support the management, interoperation and integration of the agents 
in this layer. Presently, the Agent Grid services include register service, brokerage 
service, logging service, security service and visualization service, etc. There will be 
many more powerful services in the Agent Grid in the future.  

There are many kinds of agent in the Agent Grid, including entity agent, task 
agent, information agent, and resource management agent. Entity agent represents the 
entity in the real world (e.g. company or person) to utilize decision service on the 
Service Grid, and possesses limited decision-making capabilities. Task agent is a 
special kind of entity agent, which takes charge of carrying out the entire task. It 
decomposes the task into sub-tasks, assigns these sub-tasks to entity agents that take 
part in the decision, and integrates the decision results of these sub-tasks. Information 
agent can help find the required information in the Data and Information Grid by 
utilizing the query services provided by this Grid layer. Similarly, the resource 
management agent is used to acquire and coordinate the needed resource in the 
Computing Grid layers. Agents in the Agent Grid are divided into several agent 
groups according to their type and function, which facilitates the management and 
utilization of these agents.  

The Service Grid layer is also very important in the architecture of AGBODSS. 
Decision resources, such as models and methods, can be encapsulated into decision 
services, which can be managed by the electronic market set up on the layer. The 
market can help to match the demand and supply of the decision resources by its 
competition mechanism and the services it provides, such as register service, query 
service, trade service, authentication service, etc. Agents in the Agent Grid layer can 
register and log in to the market to find and use the decision services in it. 
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Fig. 1. Open DSS Model Based on the Agent Grid 

The two bottom layers of the Grid stack are the basis of the AGBODSS, and can be 
considered to be the Grid infrastructure that can provide resource on the Grid. 
Heterogeneous resources in these layers can be fully utilized in a transparent way.  

The AGBODSS model has many great advantages, such as outstanding 
intelligence, superior scalability, excellent adaptability to the changing circumstances 
and tasks, and excellent transparency of the heterogeneity of the low-level resources. 
These advantages ensure this AGBODSS model is suitable for the design and 
development of GBODSS. 

4   The Design of AGBODSS 

According to the AGBODSS model, the key issue to design an AGBODSS is the 
design of the Agent Grid layer, the design of the organizational structure of 
AGBODSS, and building GBODSS with the Agent Grid layer. We are not going to 
discuss the design issue of the three bottom layers of the Grid stack (the Computing 
Grid layer, the Data and Information Grid layer, the Service Grid layer).  
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4.1   The Design of Agent Grid Layer 

As shown in Figure 1, the Agent Grid layer is composed of agent groups and grid 
services. The grid services are developed by the CoABS Grid program and can be 
used directly. The design issue of the grid services is out of the range of our 
discussion. This paper focuses on the design issues of the entity agent and 
constructing AGBODSS with these entity agents. 

Each entity agent can be considered to be the model of a practical entity, which has 
a specific problem solving ability and domain knowledge. The task agent is a specific 
entity agent that is responsible for carrying out an entire task and coordinating the 
process of problem solving. Entity agent and task agent can both be defined as a 
structure containing the following elements: <Plans, Beliefs, Goals, Intentions, Data 
system, Reasoning module, Communication module, Sensor module, Act module >. 
The common architecture of entity agent is illustrated in Figure 2.  

 

Fig. 2. Entity Agent Architecture 

• Reasoning module is the central component of the entity agent architecture. It is 
responsible for the selection of the execution of plans and primitive intentions.  

• Plan is a set of primitive problem-solving activities that can be executed by 
agents.  

• Intentions are the instantiated procedures that are in the process of being 
executed.  

• Beliefs are the agent’s views of the state of the world.  
• Goals are the states of affairs that the agent wishes to achieve.  
• Communication system is responsible for communicating with other agents by 

the agent communication language (ACL).  
• Data system is used to record the information that is produced during the 

cooperative problem solving process.  
• Act module and Sensor module are used to interact with the environment.  

The agents with similar task types should be aggregated into agent groups, which 
will facilitate the management and utilization of these agents. These agent groups can 
represent the practical teams or organizations in the real world and they can 
accomplish specific tasks by means of interoperation and negotiation. 
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4.2   The Design of the Organizational Structure of AGBODSS 

Before constructing an AGBODSS, it is necessary to firstly design its organizational 
structure. Here, a role-based method that belongs to the organizational theory of MAS 
is used to design the organizational structure of AGBODSS. 

Definition 1. The BNF definition of the organizational structure of AGBODSS is as 
follows: 

AGBODSS_Str  ::= < GOAL, ROLE, R_RELATION > 
GOAL ::= { goal | goal  {goal1, goal2, …}} 
ROLE ::= { role | role  { role1, role2, …}} 
R_RELATION ::= { r_relation | r_relation  { r_relation1, r_relation2, …}} 

/*See note 1*/ 
role  ::= < R_Goal, Plan_ABILITY, ACT_ABILITY, R_NORM> 
R_Goal ::= { r_goal | r_goal  { r_goal1, r_goal2, …}} 
Plan_ABILITY ::= { plan_ability | plan_ability  { plan_ability1, 

plan_ability2, …}} 
ACT_ABILITY ::= { act | act  { act1, act2, …}} 
R_NORM ::= < r_right, r_duty, r_interact > 
plan _ability::= < r_goal, r_ plan > 
r_plan ::= ( act )* 

/* See note 2*/ 
r_relation ::= < REL_TYPE, rolei, [ rolei_aspect1, [ rolei_aspect2,  

[ rolei_aspect3 ] ] ], rolej, [ rolej_aspect1, [ rolej_aspect2, [rolej_aspect3 ] ] ] > 
REL_TYPE ::= {dep_act, contain, control, peer, friend, antag, contract, 

communicate, … } 
/* See note 3*/ 

Note 1: GOAL represents the decision problems required to be solved by AGBODSS. 
ROLE is the abstract of the function entities in AGBODSS 

Note 2: r_goal represents the decision tasks the role is burdened with. ACT_ABILITY 
is a set of the actions that the role can take.  plan_ability represents the the role can 
make (r_plan) for a r_goal. r_plan is a sequence of the role’s action. R_NORM is a 
set of the role’s action norm, which includes a set of the role’s rights (r_right), a set of 
the role’s duties (r_duty), a set of the role’s interacting rules (r_interact). 

Note 3: r_relation is a set of the relationship between the different roles. REL_TYPE 
is a set of the types of the r_relation, which includes action dependant relationship 
(dep_act), contain relationship (contain), control relationship (control), peer 
relationship (peer), friend relationship (friend), antagonistic relationship (antag), 
contract relationship (contract), communication relationship (communicate), etc. 

Definition 2. The definition of AGBODSS can be proposed based on the definition of 
AGBODSS_Str as follows: 

AGBODSS ::= < AGBODSS_Str, AGENT, ASSIGN > 
AGENT ::= { agent | agent  { agent1, agent2, …}}  
ASSIGN ::= { assign | assign  { assign1, assign2, …}} 
assign ::= ( agent, role ) 
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AGBODSS has three basic elements: AGBODSS_Str, AGENT and ASSIGN. AGENT is 
the set of agents in the AGBODSS.  ASSIGN is a set of role’s assignments (assign) 
that links agents to roles. 

Based on the definition of AGBODSS_Str, the following steps should be taken to 
design the organizational structure of AGBODSS:  

1) Analyze the problem and task faced by the decision-makers, set up goals of the 
AGBODSS, and define decision support requirements. 

2) Define the roles needed for these goals, imposing corresponding the 
responsibilities and rights on them and the relationship between them. The 
defined roles and their relationships compose the static structure of AGBODSS. 
Generally, there will be a leading role that is responsible for the whole task. 

3) Define the dynamic action among the roles in the GBODSS, e.g. defining the 
agreement of the interaction and coordination among them, to get the dynamic 
structure of the AGBODSS. 

4) Verify, optimize and revise the design of the organizational structure of 
AGBODSS. 

4.3   Building AGBODSS with the Agent Grid Layer 

AGBODSS is very similar to the concept of virtual organization. An AGBODSS can 
be considered as a new agent organization that is composed of agents from several 
different agent groups in the Agent Grid layer to accomplish specific tasks.  

After the Agent Grid layer and the organizational structure of AGBODSS are 
designed, an AGBODSS can be conveniently constructed. The first work is to assign 
the roles in the organizational structure of AGBODSS to the entity agents in the 
Agent Grid layer. It is important that the leading role be assigned to a task agent. This 
step involves an iterative search of eligible agents that satisfy the requirements of the 
roles in previous steps. There are many methods for the matching of agents and their 
roles in the AGBODSS structure; these will be discussed in other papers.  

With the above steps, a primitive AGBODSS has been built. But it still needs to be 
checked in a practical running situation. There will often be some iterative processes 
to go back to the previous steps in section 4.1 and section 4.2 which will require 
revision and adjustment. 

5   A Case Study of AGBODSS 

The modeling approach of the AGBODSS is a generic one with wide application. 
Taking the National Economy Mobilization DSS (NEM-DSS) as a practical case, we 
now elaborate on how to put AGBODSS into practice. 

The National Economy Mobilization covers a range of government activity to 
schedule economic and social resources for emergent affairs. This paper uses the 
automobile mobilization as the example to analyze the application of the 
AGBODSS model. The aim of the NEM-DSS is to implement unified and effective 
management of automobile mobilization activities, including generating plans, 
simulating plans and executing plans. It can help managers increase the 
effectiveness of their decision-making. 
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The automobile mobilization involves several kinds of entity units, including 
component firms, assembly firms, transportation companies, warehouses and a 
mobilization command center. Each entity unit is an autonomic one that needs 
interoperation and negotiation to form a final plan that should be coordinated in its 
execution. 

Based on the above analysis and design steps, we should first create an agent 
model for each entity involved in the automobile mobilization. The design for each 
entity agent includes its plans, competence, product model, inner spiritual states (e.g. 
beliefs, goals, intentions), communication module and reasoning module, etc. 
Components firm agent, assembly firm agent, transportation company agent, 
warehouse agent and mobilization command center agent are created at this stage. 
The agents can then be divided into several groups according to their task type. For 
example, several component firm agents can be put into a unified agent group and the 
same is true for other types of agents. These agent groups make up the Agent Grid 
layer. 

The organizational structure of NEM-DSS should then be designed. 
First, the roles in the mobilization need to be identified according to the 

requirement of the mobilization goal, including the roles of manufacturing, 
transportation, storage and command. And then the respective goals, responsibilities 
and rights of these roles and the relationships among them (such as controlling 
relationship, depending relationship, equal relationship, etc) should be designed. 
Undoubtedly, the commanding role is the leading role of the mobilization activities. 

Second, the dynamic characteristics of the DSS need to be defined; these include 
the interaction activities between the roles, the message type, and the rules of 
coordination. 

Finally, the automobile mobilization DSS can be constructed with the entity agents 
on the Agent Grid layer. Suitable entity agents should be assigned to the roles in the 
DSS. The mobilization command center agent acts in the commanding role, and it is 
the task agent that is to take charge of the mobilization activities. Other suitable 
agents play other roles according to their competence, reliability, and costs.  

By now, a primitive AGBODSS has been built, but it may not be the final one, and 
needs to be revised and adjusted in practical use. 

The AGBODSS has superior openness and excellent scalability. The entity agents 
can join and leave the AGBODSS dynamically according to the changing 
circumstances and tasks. The entity agents can sketch out mobilization plans through 
communication and negotiation, and they can coordinate to solve the problems in the 
execution of the plans. The AGBODSS can efficiently utilize all kinds of decision-
making support services and resources on the Grid system.  

Notably, the AGBODSS is of great value on the large-scale and distributed 
simulation of the mobilization plans, thus saving a lot of money and time that would 
otherwise be consumed in a practical mobilization exercise. 

6   Summary and Prospect 

This paper proposes an Agent Grid Based Open DSS model. The improved model can 
characterize the openness, dynamics and complexity of DSS in Grid circumstance. It 
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effectively hides the heterogeneity of the resources with good intelligence, scalability 
and adaptability. With the National Economic Mobilization DSS as a practical case, 
the paper also illustrates how the model works in practice. 

It also raises many problems about the AGBODSS, including performance 
assessment, the matching of the resource requests with the resources provided, the 
decision resource allocation and the application of AGBODSS in different fields; 
these are all the items for future research. 
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Abstract. Traditional research in automated negotiation focuses on negotiation 
protocol and strategy. This paper studies automated negotiation from a new 
point, proposes a novel concept, namely negotiating agent, argues its signifi-
cance in construction of automated negotiation system; designs its architecture, 
which can support both goal-directed reasoning and reactive response. In order 
to construct an interaction mechanism among negotiating agents, a communica-
tion model is proposed, in which the negotiation language used by agents is de-
fined. Design of the communication model and the language has been attempted 
in such a way so as to provide general support for a wide variety of commercial 
negotiation circumstances, and therefore to be particularly suitable for elec-
tronic commerce. Finally, the design and expression of the negotiation ontology 
are discussed. 

1   Introduction 

Research in automated negotiation to date has been focused on the development of 
negotiation protocols and strategies [1]. For example, Jennings considered that auto-
mated negotiation research can be considered to deal with three broad topics, they are 
negotiation protocols, negotiation objects and agents decision making models [2]. 
Although there are many research achievements about protocols and strategies in the 
field of automated negotiation nowadays, realization and real application of auto-
mated negotiation system still has a long way to go. The reason is not just limited to 
the lack of research in negotiation protocol and strategies, but from the lack of re-
search into negotiating agents. We consider that the research of negotiation protocols 
and strategies cannot answer the following three problems that must be solved prop-
erly when a practical automated negotiation system will be realized. 

• Obviously, a run of negotiation protocol and strategy algorithm is heavily de-
pendent on the construction of an agent. Especially, negotiation strategy can be 
regarded as a function module in agent’s architecture. Then, how do the agents 
comply with certain protocols and execute certain strategies? Agent is a rational 
entity with Belief, Desire and Intention. In other words, how do the protocol and 
strategy take part in the BDI reasoning? 
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• Automated negotiation system is in essence a multi-agent system, whose run is 
heavily dependent on the communication between agents. Then, how does an 
automated negotiation system provide support for agents to communicate with 
each other? Everybody knows that negotiation is definitely a linguistic form. 
Then, what kind of language do the agents use when they are in a process of ne-
gotiation? 

• Ultimate aim of researching automated negotiation is to realize a real and  
practicable automate negotiation system. Then, how to develop an automated ne-
gotiation system with existing software agent technology? This is the most fun-
damental problem when a practical automated negotiation system will be realized. 

As a result, we consider that research of negotiation protocol and strategy cannot 
satisfy the whole requirements for realizing an automated negotiation system. More-
over, we draw the conclusion that analysis and design of negotiating agent should be 
regarded as a basic research element in the field. We call this kind of agent Negotiat-
ing Agent.  

Negotiating agent is negotiation’s executor, whose responsibility is to implement 
certain negotiation strategies complying with certain negotiation protocols. Negotiat-
ing agent has common features with the traditional agents. However, it has some 
special attributes; for example, it mainly uses Speech Act to interact with other agents 
and environment, simply because negotiation is a kind of linguistic behavior. There-
fore, negotiating agent’s concept shouldn’t be replaced or covered up by traditional 
agent’s concepts, but existing theory and technology of agent can be applied for re-
search of negotiating agent. 

A negotiating agent is analogous to a man in real negotiation. Negotiation cannot 
exist without men’s participation. In the same way, automated negotiation cannot be 
divorced from the research of negotiating agent. Man in negotiation must know the 
negotiation’s agenda (similar to negotiation protocol) and constitute strategy to be 
used in negotiation. Besides, he must study the opponent’s character, preference and 
thought habit (similar to agent’s mental states). Therefore, it can be seen from the 
real-world example that research of negotiating agent is necessary for automated 
negotiation. 

Negotiating agent plays an important role in realization of automated negotiation 
system. Single agent is a basic element of multi-agent system. Negotiating agent pro-
vides the foundation for constructing multi-agent automated negotiation system; and 
it is a bridge between theoretical research and realization. Thus, we consider that the 
research of automated negotiation should be classified into three broad topics; they 
are Negotiation Protocol, Negotiation Strategy and Negotiating Agent. 

The main aim of the work is to find a way to construct negotiating agent in auto-
mated negotiation. The research of negotiating agent includes negotiating agent’s 
theoretical model, architecture and the method of communication between two or 
more negotiating agents. Recent theoretical work about agent has clarified the role of 
goals, intentions, and commitment in constraining the reasoning that an agent per-
forms [3] [4], and has classified agent architecture into reactive system, real-time 
reasoning system and hybrid system. The hybrid agent has features in common with 
both reactive agent and real-time reasoning agent. For example, the PRS system [5] 
supports both the goal directed reasoning and the ability to react rapidly to the  
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unanticipated changes in the environment. It has some features in common with the 
architecture described in this paper. However, these theories are quite general. Nego-
tiating agent is a special kind of agent; its architecture must present its specific fea-
tures. We propose negotiating agent architecture to satisfy the requirement. 

Automated negotiation particularly depends on the interaction or communication 
between agents in open environments such as the Internet or the Semantic Web [6]. 
This paper proposes a negotiating agent communication model to solve the following 
problems: 

• What kinds of language do the negotiating agents use when they are in a com-
mercial negotiation process?  

• How to express the negotiation language correctly and formally?  

No one can ignore the fact that agents communicating in a common language will 
still be unable to understand each other if they use different vocabularies for repre-
senting shared domain concepts; that is ontology. So the sequential to be solved is: 

• How to express the negotiation ontology? 

The remainder of this paper is organized as follows. Section 2 describes the negoti-
ating agent architecture. Section 3 describes the frame of the communication model 
for automated negotiation. Then, Section 4 discusses the negotiation language used by 
the agents during the negotiation process. Section 5 presents the design and expres-
sion of negotiation ontology which is an important component in the negotiation lan-
guage. Finally, Section 6 draws conclusions and presents future work. 

2   Negotiating Agent Architecture 

Negotiating Agent Architecture (NAA) is designed for describing internal structure of 
negotiating agent. NAA is a kind of hybrid agent architecture (Figure 1). That means 
NAA has features coming from both BDI deliberative agent, which is based on goal 
directed reasoning, and reactive agent, which is controlled by reactive behavior. There 
has been some work in the design of agent architecture that attempts to integrate goal 
directed reasoning and reactive behavior. For example, the PRS interacts with the 
environment through four mechanisms: sensors and monitor (which are in charge of 
perception from the environment), effectors and command generator (which are used 
for acting on the environment) [9]. However, it is a common architecture for solving 
general problems in the field of reasoning systems and seems to be too complex for 
the applications of negotiation on-line. Since the negotiation is a kind of linguistic 
form, the NAA, different to traditional agent architecture, just needs a communication 
mechanism and a language generator for interaction with other agents. They are 
NAA’s communicator and speech-act planner. In addition, NAA has a reactive filter 
for the purpose of increasing the system’s capacity for reactivity. 

Communicator is in charge of the agent’s interaction with the environment, includ-
ing other agents. It has the ability to process Agent Communication Language (ACL). 
It receives KQML messages about negotiation from the environment, and then parses 
them to get useful information for the agent to process. Finally, it sends KQML mes-
sages back to the environment. 
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Fig. 1. Negotiating Agent Architecture (NAA) 

Reactive Filter is a reactive mechanism, whose purpose is to provide an agent with 
fast, reactive capabilities for coping with events that are unnecessary or difficult for 
the reasoning mechanism to process. A typical event, for example, would be the 
wrong KQML message received by the communicator, which is always difficult to 
process by the reasoner. The reactive filter provides the agent with a series of situa-
tion-reaction rules for processing wrong messages, and for preventing other unpre-
dictable situations. When a given rule is activated, an appropriate action is sent to the 
agent’s communicator, which will send a responsive KQML message very quickly 
and directly to the environment. So, this mechanism guarantees a certain degree of 
reactivity. 

Belief Base is a container for the current beliefs of the agent. Typically, beliefs in-
clude facts about static properties of the negotiating application domain, and beliefs 
acquired when the agent executes its reasoning. These will typically be conclusions 
about the current negotiation, and may change over time. The knowledge contained in 
the belief base is represented in first-order predicate calculus. 

Goals are expressed as conditions over some interval of time, and are described by 
applying various temporal operators to state descriptions. This allows representation 
of a wide variety of goals, including goals for achieving maximum price, goals for 
shorter bargaining time and so on. A given speech-action or sequence of speech-
actions, is said to be appropriate for achieving a given goal, if its theoretical execution 
results satisfy the goal description. 

Strategy is a kind of knowledge about how to accomplish given goals or react to 
certain bids from other agents, and is presented by declarative procedure specifica-
tions. Each strategy consists of a body, which describes the algorism of the strategy, 
and a condition that specifies under what situations the strategy is applicable. To-
gether, the condition and body express a declarative fact about the results and utility 
of performing certain negotiation strategies under certain conditions. 
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Intention structure is a data structure organizing all those strategies that the agent 
has chosen for execution, either immediately or at some later time. These adopted 
strategies are called intentions. The set of intentions comprising the intention structure 
form a partial ordering. An intention earlier in the ordering must be either realized or 
dropped (and thus disappear from the intention structure) before intentions appearing 
later in the ordering can be executed. 

Reasoner runs the entire system. From a conceptual standpoint, it operates in a 
relatively simple way. At any particular time, when certain goals are active in the 
system and certain beliefs are held in the belief base, then a subset of strategies in the 
system will be invoked. One or more of these applicable strategies will then be chosen 
for execution and thus will be placed on the intention structure. 

Speech-Act Planner is a language generator in NAA. No one can ignore the fact 
that the agent must select what it should say based on the relevance of the speech-act's 
expected outcome or rational effect of its goals. However, it cannot assume that the 
rational effect will necessarily result from sending random messages. The question 
then becomes which message or set of messages should be sent to another agent to 
assist or cause intention to be satisfied? If the agent is behaving in some reasonable 
sense, it will not send out a message whose effect will not satisfy the intention and 
hence achieve the goal. Speech-Act Planner is just such a mechanism, which can 
select appropriate performatives and form KQML messages according to the prospec-
tive rational effect of a certain intention. In other words, with the aid of the speech-act 
planner, the communicator has something to say. 

3   Negotiating Agent Communication Model 

Negotiating Agent Communication Model (NACM) is designed for describing two 
aspects of automated negotiation. One is the agents who participate in the automated 
negotiation. They are Buyer Agents, Seller Agents and Facilitator in the model. An-
other is communication language used by the agents. In order to describe what the 
agents should say in different circumstances, we define 6 meta-languages. They are 
register, advertise, query, subscription, forward and negotiation. However, NACM 
shouldn’t be regarded as an agent interaction protocol, for there are many mature 
protocols which can be used nowadays. The main aim is to focus on an explicit defi-
nition of the language which the agents can use in any E-business oriented negotiation 
protocol. 

At the moment, there are two main technological choices for building the agent 
communication model. One is Knowledge Query and Manipulation Language 
(KQML) [7], another is the Foundation for Intelligent Physical Agents (FIPA) speci-
fication [8]. KQML still suffers from poorly defined semantics. As a result, each of 
the many KQML implementations seems unique. This makes it difficult to communi-
cate with other agents from heterogeneous systems. The FIPA specification, by con-
trast, attempts to formalize the semantics and provides a security model. However, in 
view of its recency, it has not been widely tested or adopted. As a result, it’s not easy 
for the FIPA agent to find other agents with which to communicate. So we chose 
KQML for the communication model first, simply because of its current lead in mar-
ket share. 
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KQML 97 [10] is a protocol for carrying and formatting messages based on speech 
acts theory. Unlike FIPA having comprehensive Interaction Protocols, ad hoc FIPA 
contract net and iterated contract net can be used directly in the negotiation system. 
There isn’t any communication protocol defined in KSE’s work, but KQML integrates a 
concept of facilitator [10], which refers to a class of agents who traffic in meta-
knowledge about other agents, and provide communication services such as message 
forwarding and broadcasting, resource discovery, matchmaking and so on. Therefore, it 
is the main tool for users to construct their own interaction model. Figure 2 is the  
communication model based on KQML. 

 

Fig. 2. Communication model in multi-agent automated negotiation system 

A bargaining based on multi-agent automated negotiation must experience three 
stages. First, BuyerAgents and SellerAgents register on the Facilitator, which is set up 
by a third party, provide some basic private information, such as name, host’s IP and 
port number; the Facilitator assigns an ID to them at a later stage. As an important 
step, the SellerAgents will advertise some product information to the facilitator who 
will help them forward the advertisement to BuyerAgents. Then, when a BuyerAgent 
wants something, it will query information from the Facilitator. If the Facilitator is 
ignorant of the product, the BuyerAgent will send a subscription to the Facilitator for 
further information. When the required information is available, the Facilitator will 
forward it to the claimer. Finally, a communication between the Buyer and Seller is 
constructed with the help of the Facilitator, and then direct negotiation can be imple-
mented. 

4   Negotiating Agent Communication Language 

Automated negotiation relies on the idea that agents must use a shared format of 
communication in order to interact smoothly. In contemporary multi-agent negotia-
tion systems, different formats of communication have been used in different systems. 
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However, in order to fully exploit the potential of open environments like the Internet, 
agents should use a united negotiating language which is most suitable to any type of 
negotiation in which they participate. In fact, there is currently no standard widely 
accepted specification for the language. Negotiating Agent Communication Language 
(NACL) aims to find an approach that permits agents to negotiate with most of the 
negotiation mechanisms. To do so, NACL is defined formally as the meta-negotiation 
language according to the KQML language specification, and expressed in BNF style 
as follows: 

1) < register > ::= (register  :sender < Agent_name > :receiver < Facilitator_name > 
[ :reply-with < ID >] :language < content_language_name > :ontology kqml-
ontology :content < agent_information > ) 

Because the KQML does not limit the content language, which is used to ex-
press the knowledge delivered by KQML, so the content language name here re-
fers to any kind of content expression language, e.g. KIF, LISP.  

2) < advertisement > ::= ( advertise  :sender < SellerAgent_name > :receiver <  
Facilitator_name > :reply-with ID :language KQML :ontology  kqml-ontology 
:content ( stream-all  :sender <  SellerAgent_name > :receiver < facilitator_name  
> :in-reply-to ID :language < content_language_name > :ontology negotiation-
ontology :content < product_ information  > ) ) 

3) < query > ::= ( recruit-one  :sender <  BuyerAgent_name > :receiver < Facilita-
tor_name  > :reply-with < ID > :language KQML :ontology <  kqml-ontology > 
:content  ( ask-if  :sender < BuyerAgent_name > :reply-with < ID > :language < 
content_language_name > :ontology  Negotiation :content < query_ content > ) ) 

4) < subscription > ::= ( subscribe  :sender <  BuyerAgent_name > :receiver < Fa-
cilitator_name  > :reply-with < ID > :language KQML :ontology <  kqml-
ontology > :content ( stream-all  :sender <  BuyerAgent_name > :receiver < Fa-
cilitator > :in-reply-to < ID > :language < content_language_name > :ontology 
negotiation-ontology :content < subscription_ content > ) ) 

5) < forward > ::= ( forward  :from < BuyerAgent_name > :to < SellerAgent_name 
> :sender < Facilitator_name > :receive < SellerAgent_name > :reply-with < 
ID > :language KQML :ontology kqml-ontology :content ( ask-if  :sender < 
BuyerAgent_name > :receiver < SellerAgent_name > :in-reply-to < ID > :reply-
with < ID > :language  < content_language_name > :ontology negotiation-
ontology :content < product_ information > ) ) 

6) When the agents don’t have a learning function, and are just in a kind of simple 
interaction, the performative “tell” is enough. But in most cases, we always want 
the agent to have the ability to analyze the historical negotiating data, so the 
agent must have a Virtual Knowledge Base (VKB), belief base in NAA, to re-
store the data. So one round of negotiation means to “insert” a piece of “knowl-
edge” into the agent’s VKB. The negotiation can be expressed as: 
< negotiation > ::= < tell > | < insert > 

a) < tell > ::= ( tell  :sender < Agent_name  > :receiver < Agent_name  > :in-
reply-to < ID > :reply-with < ID > :language < content_language_name > 
:ontology  negotiation-ontology :content < negotiation_ content > ) 
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b) < insert > ::= ( insert  :sender < Agent_name  > :receiver < Agent_name > 
:in-reply-to < ID  > :reply-with < ID > :language < content_language_name 
> :ontology negotiation-ontology :content < negotiation_content > ) 

Finally, we define two meta-language fail and exception, in order to process 
some exception cases. When one agent cannot handle messages from the other 
agents, or negotiation is broken, performative sorry can be used. Performative 
error is for other exceptions that the communicator cannot process. 

7) < fail > ::= ( sorry  :sender < Agent_name > | <Facilitator_name> :receiver < 
Agent_name > :in-reply-to < ID > :reply-with < ID > ) 
< exception > ::= ( error  :sender < Agent_name > | < Facilitator_name > 
:receiver < Agent_name > :in-reply-to < ID > :reply-with < ID > ) 

5   Automated Negotiation Ontology 

As can be seen from the above, ontology is an important component in the communi-
cation language. Ontology is an agreement about a shared conceptualization, which 
includes frameworks for modeling domain knowledge and agreements about the rep-
resentation of particular domain theories, often formally captured in some form of a 
semantic web. Its aim is to represent the shareable conceptual model in formalized 
specification [11]. 

There are two kinds of ontology in NACM, kqml-ontology and negotiation-
ontology. Kqml ontology has been defined formally. We can find the OWL version 
from The DARPA Agent Markup Language web site. For example, the concept of 
“Agent” and “Facilitator” in kqml ontology can be expressed as: [12] 

<owl: Class rdf: ID="Agent"> 
 <rdfs:comment>Agent</rdfs:comment> 
   <rdfs: label>Agent</rdfs: label> 
</owl:Class> 

<owl: Class rdf: ID="Facilitator"> 
   <rdfs: comment>Facilitator</rdfs: comment> 
   <rdfs: label>Facilitator</rdfs: label> 
   <rdfs: subClassOf rdf: resource="#Agent" /> 
</owl: Class> 

Negotiation ontology is based on the idea that there are some general concepts that 
are presented in any negotiation, and it is built on finding commonalities across dif-
ferent negotiation protocols. From an analysis of the classification framework illus-
trated in [13], the generic software framework for automated negotiation [14], and the 
work by Samir Aknine, Suzanne Pinson, and Melvin F. [15], we have identified the 
concepts and the relationships that are shared by most negotiation protocols. Figure 3 
shows the negotiation ontology resulting from this merging process using an entity 
relationship model to represent concepts and relationships. 

The ontology is defined in terms of the following concepts; each of them highlights 
a different aspect of a negotiation: 
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• Negotiation protocol defines a generic protocol defining the “rules of encoun-
ter” that are followed by negotiation participants during a negotiation process. 
The rules describe the conditions defining the interactions between agents and 
the deals that can be made[13]; 

• Agent describes a single agent or an organization of agents which participate in 
a negotiation. Several agents can negotiate, and they can play different roles in 
the negotiation; 

• Goods describes the objects of the negotiation, that is the material or immaterial 
goods that are transferred once an agreement has been reached; 

• Negotiation rule is a set of rules that govern a specific negotiation protocol. In 
the ontology this means that we identify a number of negotiation rules, and the 
way in which they are specified defines a specific negotiation protocol. This 
concept is specified by the different types of rules identified in [15]; 

• Role describes the role an agent or an organization of agents plays in the ontol-
ogy. Role represents the participants in the negotiation rule. It is specified by the 
roles identified in [15]. 

 

Fig. 3. ER model of the negotiation ontology 

The relationships between the concepts are also defined to describe how the identi-
fied concepts interact to define the negotiation protocol domain. For example, a Pro-
tocol Has Agent which models the fact that at least two or more (2...*) agents interact 
in one negotiation protocol. That A Party Plays Role is modeling the fact that one 
agent can play a number of (1...*) different roles in the interaction. A protocol is also 
governed by a number of negotiation rules, and this aspect is also modeled by means 
of the relationship. 

There are many tools and platforms for developing ontology. Ontolingua, as a part 
of KSE, is a famous project created by Stanford Knowledge Systems Laboratory. It 
makes use of the World Wide Web to enable wide access and provides users with the 
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ability to publish, browse, create, and edit ontologies stored on an ontology server. 
We use ontolingua for defining the concepts in the negotiation ontology. For example, 
the concept Agent and relation Has can be expressed as: (We have not included the 
complete definition for reasons of space) 

(Define-Frame Agent 
:Own-Slots(  

( Arity 1 ) 
(Documentation 

"Something or someone that can act on its own 
and produce changes in the world") 

(Instance-Of Class)  
(Subclass-Of) 
(Disjoint-Decomposition  

:Value (Setof Person Organization)) 
(Subclass-Of Individual-Thing) 
(Superclass-Of Organization Person)) 

:Template-Slots 
((Name (Cardinality 1))) 

(Define-Relation Has 
(?X ?Actor) 
"A mapping from anything to a name for that object. 
Note that ?x can have multiple names, so this is 
distinct from Name." 
:Axiom-Def 

(=> (= (actor ?X) ?Actor) (Has ?X ?Actor))) 

6   Conclusions and Future Work 

In this paper, a novel agent concept, namely negotiating agent, is established. On the 
basis of the theoretical model of negotiating agent, NAA and NACM defined above 
are explicit and formal specifications for the agents negotiating in an E-business envi-
ronment; especially, NACM defines the negotiation language template shared among 
all agents formally and explicitly. The novelty of the communication model is two-
fold. In fact it is synthesis work in both agent communication technology and auto-
mated negotiation theory, which are important areas of e-business research. More 
importantly, NAA and NACM build the foundation for developing an automated 
negotiation system. 

The approach we have presented in this paper is still at a very early stage, and there 
are a number of issues that need to be further investigated. One is how to perfect the 
negotiation ontology. Creating and expressing any size of ontology is difficult and 
time consuming work. We still need to investigate whether this negotiation ontology 
is sufficient to permit the necessary interaction or whether a different type of knowl-
edge should be included in the ontology. Another aspect which we have disregarded 
in the paper but which we are planning to investigate is how to design an analogous 
negotiating model complying with FIPA specifications. 
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Abstract. Multisensor state estimation is an important issue in multisensor data 
fusion. In order to solve the centralized multisensor state estimation problem of 
a non-Gaussian nonlinear system, the paper proposes a new multisensor sequen-
tial particle filter (MSPF). First, the general theoretical model of a centralized 
multisensor particle filter is obtained. Then, a sequential resampling method is 
proposed according to the characteristics of a centralized multisensor system. 
Last, a Monte Carlo simulation is used to analyze the performance of the 
method. The results of the simulation show that the new method can greatly 
improve the state estimation precision of a multisensor system. Moreover, it 
will gain more accuracy in estimation with an increase in sensor numbers. 

1   Introduction 

With the development of computer and communication technology, many kinds of 
multisensor systems, which are applied to more general environment (nonlinear/non-
Gaussian), have appeared, including target tracking [1~4], mobile robotics [5], and 
navigation [6]. Accordingly, people begin to use more advanced methods, such as 
particle filtering, to obtain greater precision from the state estimation of the system. 

Particle filter (PF) techniques have been a growing research area lately due to im-
proved computer performance[3,7,8]. PF is a technique for implementing a recursive 
Bayesian filter using Monte Carlo simulations. The key idea[8] is to represent the 
required posterior density function by a set of random samples with associated 
weights and to then compute estimates based on these samples and weights. Com-
pared to the other nonlinear filters, such as Extended Kalman filter (EKF) and Un-
scented Kalman filter (UKF), PF can cope with any nonlinear model without any 
limitations of linearization error and Gaussian noises assumption.  Therefore, it can be 
used for the state estimation problem of non-Gaussian nonlinear systems. 

Currently, there are few researchers who study multisensor particle filter technol-
ogy. In [1], two different approaches have been developed for a distributed sensor 
system: a joint resampling scheme, and an individual resampling scheme. In [5], Matt 
et al. presented a selective communication scheme to solve the problem of decentral-
ized sensor fusion with a distributed particle filter. However, these works are mostly 
focused on how to utilize certain schemes to solve the problem of multisensor particle 
filter, which cannot really be used as the theoretical model of multisensor particle 
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filter. First, this paper presents the general theoretical model of centralized multisen-
sor particle filter. Then, a sequential resampling method is proposed according to the 
characteristics of the centralized multisensor system. 

2   System Description 

The target dynamics are modeled as follows: 

),(= 11 −− kkk VXX kf  (1) 

where xn
k R∈X  is the state vector at time k, { }Nkvn

k ∈∈− ,R1V is an i.i.d. process 

noise sequence, caused by disturbances and modelling errors, xvx nnn RRR: →×kf  is 

the nonlinear state transition function mapping the previous state and current control 
input to the current state, xn ,

vn  are dimensions of the state and process noise vectors, 

respectively.  
It is assumed that there are N disparate sensors. The measurement equation of 

every sensor is modeled as follows:  
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i
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where zni
k R∈Z the observation vector of the i-th sensor at time k, { }Niwni

k ∈∈ ,RW  

is an i.i.d. measurement noise sequence, and is mutually independent with different 

sensor, zn , wn  are dimensions of the measurement and measurement noise vectors, 

respectively, and  zwx nnni
k RRR: →×h  is a possibly nonlinear function of the i-th 

sensor.   

3   Multisensor Sequential Particle Filter 

3.1   The General Model of Multisensor Particle Filter 

Let { } sN

i
i
k

i
0:k q 1, =X  denote a random sample sequence that characterizes the posterior 
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k ,,1:1 L=Z  is the set of all measurements of the i-th sensor up to time k, 

{ }kjj0:k ,,0, L== XX  is the set of all states up to time k. The weights are normal-

ized such that 11 ==i

i
kq . Then, the posterior density at k can be approximated as[3,8]  
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In general, it is not possible to draw these samples directly from 
( )N

kkkp :1
1
:1:0 ,,| ZZX L . Instead, the samples are drawn from an importance density 

)|( ZX [3]. Then, the unnormalized weights in (3) are defined as follows[3] 
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If the important density is chosen to factor as 
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then, substituting (5) into (4) yields 
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According to [9], )|,,( 1 i
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Substituting (7) into (5) yields 
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In order to perform recursive Bayesian filtering, the importance density should 
only be dependent on the measurements and the states at time k-1. So,   
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Substituting (9) into (8) yields  
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A common problem with the particle filter is the degeneracy phenomenon[3,8] 
where, after a few iterations, all but one particle will have negligible weight. In order 
to reduce its occurrence, there are often two methods[3,8] employed, these being a good 
choice of importance density and use of resampling.  

3.2   The Model of a Sequential Particle Filter 

Let  
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Then, a multisensor sequential particle filter (MSPF) can be expressed as follows. 

A. Initialization: k=0 
• FOR 

sNi ,,1 L= , draw the states (particles) i
0X  from 

the prior )( 0Xp . 

B. Sequential Importance Sampling: L,2,1=k  

a) The first sample: 
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• Resample using the methods of [3] 
b) Repeat step a) till the N-th sensor.  
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4   Simulation 

The simulations are referred to in [10]. There are three sensors, which are fixed in three 
platforms. All of these platforms move in the x-y plane according to the equations: 
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where x, y are mutually independent , zero-mean, white noise sequences with vari-
ances rx=1 and ry=1, respectively.  

A target moves on the y-axis according to  
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T is the time interval. V(k) is zero-mean and white with variance Q(k)=4. 
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The i-th sensor measurement equation is  

( ) ( )( ) ( )kWkhkZ iii += X  (14) 
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where Wi(k) is zero-mean and white with variance R(k), and is assumed to be inde-
pendent of the platform perturbations and process noise.  

 

Fig. 1. RMS errors in position 

 

Fig. 2. RMS errors in velocity 
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In this case, the number of Monte Carlo runs is 50. The true initialization state of 

the target is [ ]′= 1,80)0(X . In every run, the total simulation time is 50 steps, T=2s 

and the number of particles is 500.  
Figs.1 and 2 show the simulation results, where three methods are used to track the 

target, as follows: 

a) Only according to the measurements of the first sensor (one sensor), 
b) According to the measurements of the first and second sensor (two sensors), 
c) According to the measurements of all sensors (three sensors).   

In this simulation, R(k)=(1º)2, from Figs.1 and 2, it is shown that the new method 
can greatly improve the state estimation precision of a multisensor system. Moreover, 
it will deliver more accurate estimation with an increase in sensor numbers. 

5   Conclusions 

In order to solve the centralized multisensor state estimation problem of nonlinear 
non-Gaussian system, the paper proposes a new multisensor sequential particle filter. 
The results of the simulations show that the MSPF can increase the global estimation 
accuracy of a system. At the same time, the method can be easily implemented. With 
the development of computer performance, the computational complexity of the 
method will no longer prevent it from being applied to a variety of state estimation 
problems including multisensor navigation and multisensor tracking. 
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Abstract. Associating with the self-designed distributed database server system 
and studying the objective description and definition of load index, this paper 
proposes a three-level management framework of distributed redundant service 
system, introduces an active load-balancing idea into the system, and then 
presents the load-balancing model based on mobile agent. The performance of 
the system is finally analyzed. Compared with traditional distributed computing 
models, we conclude the novel model has lower cost, higher reliability, higher 
expandability, higher throughput, and higher efficiency. 

1   Introduction 

Distributed computing technology is one of the development potential of computer 
technology, and the Client/Server mode is becoming the mainstream of distributed 
computing technology gradually. However, the distributed computing environment 
with a single server is low in practicability and system performance. More research 
has focused on that a multi-server system with high-speed network offers redundant 
service. More and more distributed applications adopt redundant service to improve 
system performance and availability. Multi-server systems have good applied 
prospect in transaction processing, distributed database, web server, etc. Comparing 
with traditional mainframe systems, multi-server systems have lots of advantages 
such as lower price, higher reliability, higher expandability, higher throughput and 
plenty of system resources. But so far, the software technology applied in redundant 
service systems is laggard and the key technologies such as load-balancing strategies 
and error resilience are not mature. 

Distributed database server system (DDSS) is a self-designed distributed 
information management system adopting the C/S mode, and it divides the database 
of system into a super-class database and a sub-class one based on data format. The 
super-class database contains the public and basic information, then it will be visited 
frequently even it is small. So it is located on the main server. Lots of special data are 
in the sub-class database. The structure model of the system is described as follows. 

Server::=<MS, SS>, MS (Main server) is the set of main servers. SS (Sub-Server) is 
the set of sub-servers. 

{ 1 2}iMS MS i= ≤ ≤ ; 

MSi:: = <Name, Database-Object, State>; 
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{ 1 1}iSS SS i N= ≤ ≤ − , N-1 is the number of the sub-servers which can work at 

the same time}; 
SSi::=<Name, Database-Object, State>, Name represents the only identification of 

a server, Database-Object is the identification of a database object, and State is the 
state of a server. 

Database-Object { 1 }iDO i m= ≤ ≤ , m (1 m N≤ ≤ ) is the number of data objects. 

DO1 is the invariable data object of the server, while DO2, DO3, … , DOm  are the 
backup of the invariable data objects of the other servers. 

DOi::=<DO-Name, Attributes, Access>. DO-Name is defined as its unique 
identification. Attributes are the properties of a data object. The information about the 
visited data object can be known from Access. Access=(0,1), 0 means the data object 
is not occupied and can be visited, and 1 shows it is busy and visitation is prevented. 

State::=<0,1>, 0 means that the sub-server is offline or that the main server is 
copying. 1 shows the server is in the normal response state.

Request::=<REQ1, REQ2>, REQ1 is the set of manipulation with writing property, 
such as modify, creation, delete and append. REQ2 defines the set of manipulation 
with reading property, such as query and statistics. 

Fig.1 shows the logical structure of DDSS. 

 

Fig. 1. The logical structure of DDSS. The black parts are the software running on each 
machine, including operating system, database management system and other applications used 
on each workstation individually. In the C/S mode, client runs the programs, which can 
illuminate its requests and transmits them to the main server. 

Associating with DDSS, this paper applies mobile agent into distributed redundant 
service system and proposes an active load balancing manager model MMA (Object 
Manager-Mobile Agent-Server Agent) based on mobile agent. In addition, this paper 
studies and analyzes the definition of the load index that is the key problem of MMA. 

2   Load-Balancing Model of DDSS 

Distributed object technology is the integration of object technology and client/server 
computing mode in distributed computing environment, and it can effectively describe 
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and solve such problems as redundant service definition and load-balancing [3]. 
Distributed objects encapsulate databases, events and methods together, provide 
uniform calling interface, and treat independent server resources in distributed 
computing environment as objects. Active objects are used for describing distributed 
computing environment. Active object can provide users with not only status 
information but also computing service, receive requests from clients, and call 
services of other objects.  

Client and server can be classified according to requests: when an object sends 
requests to the others, it is client; when an object receives requests from the other 
objects, it becomes server. Thus we can abstract the client/server mode in DCS into 
relationship between requests and objects.  As a result, the redundant service of DDSS 
is shown in Fig.2.  

 

Fig. 2. The redundant service of DDSS. It is described as the displacement and schedule 
between the instance pool and the request pool, i.e. how to send a request to the instance of 
corresponding service object, or how to choose an appropriate instance to respond to a request. 

2.1   Description of System Management Framework 

Based on the discussion above, two types of resource objects can be abstracted from 
DDSS redundant service system: one is hardware resource (hosts), and another is 
software resource (service objects and instances). Furthermore, the management 
framework can be abstracted into a three-level management model, as shown in Fig.3. 

 

Fig. 3. Management framework of DDSS redundant service system, which consists of Admini-
strator, Managers, and Agents 
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Administrator is the manager of all Managers in the system, responsible for 
collecting and maintaining global management information and global scheduling. 

Manager consists of OMs (Object Managers) and HMs (Host Managers), which 
are managed by Administrator, and manage Agent at the same time. OM provides 
management interface for a kind of redundant service object and centrally manages 
the redundant service of a specified service class; HM stays at each host, providing 
management interface for it. 

Agent is composed of SAs (Server Agents) and MAs (Mobile Agents).SA adds a 
management interface to the service object instance, helping Manager to perform  
management functions; MA moves among the redundant service object instances 
according to some rules to collect load and status information of those instances it 
reached, and help OM to perform load-balancing cooperating with SA according to 
current situation of service object instances. 

2.2   Load-Balancing Model Based on Mobile Agent 

2.2.1   Mobile Agent 
MA consists of three parts. The moving support module is responsible for identity 
authentication against MA, independent moving of MA and communication with its 
implementation environment. The method sets, namely, the task sets of MA, provide 
methods to collect current load and correlative status information of service object 
instance. The status sets contain the load and status information table of service object 
instances and the moving regulation of MA itself.  

The life cycle of MA is divided into three stages: creation, running and elimination. 
The creation stage is performed by OM, whose main work is to build moving 
regulation; the running stage refers to the process that MA continuously migrates in a 
logical circle composed of a number of SAs and collects their load information; the 
elimination stage lasts from the moment when MA decides to return to OM, until it 
returns to OM and reports the load information to OM. 

Each mobile agent entity is created by OM, and has its own migration regulation. 
The migration regulation depends on the following factors: the requested redundancy 
that the system permits at present, which determines the expected length of the 
migration regulation; and the current status of all service objects, which determines 
the actual length of the migration regulation. 

If all the object instances of redundant service are heavily loaded, there is no object 
instance available for the redundant service, thus OM delays dispensing request and 
no MA is created. If there are enough underloaded service object instances, OM will 
queue object instances of the redundant service according to the values of load index 
and select n instances in best status to form the moving regulation of the 
corresponding MA entity together with OM. If MA entity meets with faults or invalid 
nodes during migration process, it can adjust the regulation and choose new target 
node automatically, and collect fault and invalidation information at the same time. 

As described above, the requested redundancy n which system permits currently is 
the precondition to build MA’s migration regulation. This paper adopts RoDO 
(Redundancy of Distributed Object) balancing model, which is based on PI 
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(Performance Index), to determine the instance redundancy of the service object. Its 
main idea [4] is as follows: 

− From user’s viewpoint, use average response time to the request to measure the 
performance of the system. 

− Different penalty values are defined by the user against different response time: 
The shorter the response time, the lower the penalty value. Thus user’s 
performance requirement can be effectively described and the system is 
accurately guided to carry out user’s performance target. 

− Define service object invalidation as the case that the response delay is . Thus 
the penalty function can be expressed by a unified integration formula so that 
the balancing model of performance and usability is effectively simplified. 

Based on the ideas above, the RoDO Model of the ith service is: 

 (1) 

where, Pi(t) is the probability that the response time of the ith service request is t 

(1 i M≤ ≤ ) wi(t) is the penalty function that user defines according to the response 
time of the ith service request. OM inspects the invalidation of service object based on 
overtime mechanism. Tdi is the overtime time of service object i, namely the response 
time of the ith service request. If OM cannot receive the response result of transferred 
request in Tdi, we can think service object i invalid. wfi is the penalty value that user 
defines when service object i is invalid. Fi(ui) is the function that the rate of 
invalidation of service object i against its instance redundancy ui. 

In redundant service system the functional relationship between the average 
response time of the ith service request and the count of redundant instance, namely 
instance redundancy ui can be obtained according to experience formula, so the 
performance index PI can be expressed as a function of service instance redundancy 
ui. From the design idea of RoDO model, we can conclude: the instance redundancy 
of the ith service is the count of instance that makes PI minimize. 

2.2.2   Load-Balancing Model MMA 
(1) Architecture of SA 

The concrete task of OM is implemented by the cooperation of MA and SA, thus SA 
is not a simple service agent and its function should include: a management interface 
added on OM as to service object instance, periodically collects and calculates the 
load information of each instance; and an implementation environment for the visiting 
MA, includes receiving, initialization, localization and sending of MA.  

SA has 5 layers. Network transfer protocol (NTP) layer provides interfaces to existing 
network communication protocol. SA can communicate with other SAs, and transferring 
and receiving of MA is carried on in NTP layer. Service layer builds running 
environment and security protection mechanism for MA, coordinating and supervising 
the implementation of each agent. Interface layer provides underlying interface for MA 
to communicate with the host and the other MAs. Language interpreter layer provides 
the support of the corresponding language interpreter in which MA is implemented. 
Agent application layer supports MA to perform its task of schedule. 
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(2) Definition of load index 
Load index is usually defined as the criterion to measure the load of hosts and 

object instances. Therefore, accurately defining and describing load index is one of 
the key factors that affect the efficiency of load-balancing. All the traditional measure 
parameters describe and define the load state of hosts and instances with static targets, 
which cannot objectively reflect the load and its changing rules [3]. This paper 
objectively describes the load index of hosts and object instances by defining the 
concepts applicability to the load threshold and digestibility of the request. 

Definition 1. The queue length of load queue is the count of requests, which the host 
and object instance are waiting for response. The queue length of instance Ins_Li is 
the count of requests that queue at the ith instance waiting for response. The queue 
length of host Load_Queue is the sum of the count of the requests that queue on some 
host waiting for response. Hence,  

1

_ _
n

i
i

Load Queue Ins L
=

=  

Where n is the count of service instances on the host. 

Definition 2. The dead zone is the alarming coverage in which the load index values 
mean that some hosts or instances are heavily loaded, which is determined by two 
parameters as below: 

− Heavy load alarm line, which is the minimum of load queue length when hosts 
and instances are in heavy load. When load queue length is beyond it, the 
response time of requesting for service will obviously increase. They are 
respectively denoted as Load_Alarm and Ins_Ai. 

− Overload alarm line, which is the maximum of load queue length that host and 
instances can support. When load queue length is beyond it, the response time of 
requesting for service will prolong infinitely. They are respectively denoted as 
Load_Died and Ins_Di. Therefore the load queue length must be limited not to 
reach this value. Thus load threshold Max_Laod and Ins_Max_Li is defined: 

_ _ _ ,Load Alarm Max Laod Load Died≤ <  and _ _ _ _Ins Ai Ins Max Li Ins Di≤ <  

Definition 3. The digestibility of requesting service is the count of requests that are 
successfully carried out in one collecting cycle. If the load queue length of a host 
varies from Load_Queue1 to Load_Queue2 its digestibility is 

Pr=(Load_Queue2-Load_Queue1)/MAX (Load_Queue1, Load_Queue2) 

Obviously, 0 1rP≤ ≤ and Pr>0 indicates that the arrival velocity of service request is 

greater than that of fulfillment; Pr<0 indicates that the arrival velocity of service 
request is less than that of fulfillment. For object instance, it is denoted as Ins_Pr. 

Definition 4. The load threshold applicability PD indicates the degree to which 
current request queue approaches Max_Load. It is expressed as follows: 

PD Load_Queue/Max_Load 
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Obviously, 0 1DP≤ ≤ , and greater PD indicates the host is more heavily loaded. 

Accordingly, the applicability of instance is denoted as Ins_PD. 

Definition 5. The load index is the load status and changing trend of a host or an 
instance in the latest time slice. The less the load index, the lighter the load. It is 
shown as follows: 

1 2Load_Index=k (1 ) kD rP P× − + ×  
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Where k1, k2 are adjustment coefficients. By experiment, when k1=0 and k2=0.2 
Load_Index can reflect the load status more objectively. Accordingly, for instance it 
is Ins_Index. 

To precisely define the load index of object instance on the host, host instance load 
index is introduced and defined as follows: 

1 2_ _ _ _Ins Load Index w Load Index w Ins Index= × + ×  (2) 

Where w1, w2 are distributing weight. By experiment, when w1=0.55 and w2=0.45, 
Ins_Load_Index can reflect the load status more objectively. 

Definition 6. The light load threshold Load_Queue0 is the length of host load queue 
when the length of each instance load queue is 1, i.e. Load_Queue0=n. The light load 
threshold is introduced to meet the active load-balancing strategy. 

All the parameters above are calculated and managed by SA. When MA traverses to 
the hosts, it takes them to OM. 

(3) Collecting load information 
The way of collecting load information is periodically pushing, which is fulfilled 

by the periodical self-duplication of OM. According to the difference among the 
execute time of different type of request, OM designs different duplication cycle, that 
is, the cycle of collecting load information, for each MA. When MA enters its life 
cycle, it will collect correlative information when it traverses a number of SAs 
participating in redundant service according to scheduled migration regulation. And it 
duplicates itself at the end of each collecting cycle and returns to OM with all 
collected information. 

(4) Load-balancing Model MMA 
In the load-balancing model of MMA, OM, MA and SA communicate with each 

other logically, which is shown in Fig.4. OM creates MA, initializes MA and takes MA 
back. MA participates in the load-balancing work according to scheduled migration 
regulation and method once entering its life cycle. SA provides environment for MA 
including receiving, initializing and localizing MA and providing methods for MA’s 
executing and migration. They cooperate to finish the task of load-balancing. 
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Fig. 4. The logical structure of the load-balancing model MMA. OM creates MA periodically, 
MA moves according to its migration regulation, collects load information of service object 
instance, and balances its load. Each MA entity records unique request identification. Only 
when a request has been executed and MA has checked all the SAs in the migration regulation, 
MA returns to OM with the latest load information, which refers to the end of its life cycle. 

The load-balancing of whole system is realized from three aspects. 

− When some kind of request arrives, OM queues in accordance to the load index 
Ins_Load_Index of the host instance object are recorded in the instance 
information table. Then n instances are chosen from the ordered instance table as 
the distributed request objects based on the permitted request redundancy n from 
the formula (1). At the same time, they form the migration regulation of MA. 

− MA visits SAs in turn according to the migration regulation. When MA gets to 
SA, it collects current instance information, deletes completed request from 
current request queue of SA based on its visited instance objects and adjusts the 
current load of instance, which not only ensures the performance of system but 
also makes use of system resources greatly as well. 

− The active load-balancing idea is introduced in this model as an effective 
supplement to ensure the efficiency of load-balancing. The active load-balancing 
strategy, driving receivers of load-balancing, does load-balancing manipulation in 
accordance to the load information in the part range of system, which has good 
extensibility and adapts the schedule of load-balancing well. Its idea is that the 
node with light load receives task from administrator not passively but actively. 

When SA of one host finds the length of its load queue is shorter than that of the 
critical point (that is, 0_ _Load Queue Load Queue≤ ), it applies for load from OM, 

which avoids that the host with light load wastes time to wait for allocation of tasks. 

3   Analysis of Load-Balancing Model in DDSS 

3.1   Analysis of the Overhead of Load-Balancing 

The overhead of load-balancing mainly comes from collecting information whose cost 
mainly depends on the overhead of network communication. So MMA will be 
compared with the traditional pushing and pulling operating mode based on the 
communication of network. 
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Supposing that the redundancy of the instance of the service object is k, the 
operation modes of MMA and traditional pushing and pulling are shown in Fig.5 and 
Fig.6 separately.  

  

Fig. 5. Operation mode of MMA Fig. 6. Operation mode of Pushing and Pulling 

On the assumption that the communication overhead is equal between any two 
nodes, the communication cost of collecting all of the load information of SA under 
MMA mode is formulated as ( 1)CM Cost k= × +  and the cost under pushing and 
pulling mode is 2CP Cost k= × .  Obviously, CM CP≤ . 

By introducing MA, the distributed redundant service management system uses its 
mobility and intelligence to realize a flexible and effective load-balancing strategy. 
The strategy assigns the load-balancing work done by OM to the custom-built MA and 
SA, which decreases the work of OM and reduces the possibility that OM is the 
bottleneck greatly. 

3.2   The Influence of the Definition of Load Index 

Compared with other methods of definition, the load index from the formula (2) is an 
objective mode, which can reflect the load state of host and instance synthetically. 
The above conclusion can be drawn from the following forms. 

(1) The load state of the host and instance including light load and heavy load is 
considered. The situation considering light load of instance neglecting heavy load 
when request is distributed is avoided. 

For example, the length of the request queue of the host 1 (Host1, Max_laod1=30) 
increases from 13 to 15. And the length of the request queue of some instance i 
(Ins_Max_Li=10, Ins_Ai=8) increases form 6 to 8. That is, it gets to the death domain. 
The length of the request queue of the host 2 (Host2, Max_laod1=30) increases from 
15 to 17. And the length of the request queue of some instance j (Ins_Max_Lj=10, 
Ins_Aj=8) increases form 4 to 6. This instance is light load. The index of the instances 
loaded on the host is as follows. 

HOST1: 1_ =0.8 (30-15)/30+0.2 (15-13)/15 0.427Load Index × × ≈  

1_ 0.8 (10 8) /10 0.2 (8 6) / 8 0.21Ins Index = × − + × − =  

1_ _ 0.55 0.427 0.45 0.21 0.33Ins Load Index = × + × ≈  
HOST2: 2_ =0.8 (30-17)/30+0.2 (17-15)/17 0.37Load Index × × ≈  

2_ 0.8 (10 6) /10 0.2 (6 4) / 6 0.227Ins Index = × − + × − ≈  

2_ _ 0.55 0.37 0.45 0.227 0.3Ins Load Index = × + × ≈  
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The above formulas show Ins_Load_Index2< Ins_Load_Index1.  That is, though the 
load of HOST1 is lighter than that of HOST2, the request can’t be sent to it, since the 
heavy load of the service object of Host1. The result is our goal. 

(2) The mode has intelligence, which analyzes the possible tendency of the load of 
host and instance and including gradual aggravation and gradual alleviation. 

For example, the state of two hosts is light load and the lengths of their request 
queues are both 5. However, the length of host 1(Host1) reduces from 4 to 5 and that 
of host 2(Host2) increases from 3 to 5. Their thresholds of the load are both 10. Their 
load index is below from definition 5. 

1Load_Index =0.8 (10-5)/10+0.2 (5-7)/7 0.34× × ≈  

2Load_Index =0.8 (10-5)/10+0.2 (5-3)/5 0.48× × =  

Though the queues of the two hosts have the same length, the length of the request 
queue of HOST1 is shortened, which shows the tendency of the load is lightened. On 
the contrary, the load of HOST2 is aggravated. So the new request will send to 
HOST1, which is consistent with the result of calculation. 

(3) The definitions of death domain, threshold and the critical point of light load 
not only are helpful to the description and analysis of the quantification of the load-
balancing model, but also make the monitoring for the load change more sensitive and 
the control more easy. 

3.3   Strategy of Active Load-Balancing 

The strategy of active load-balancing has several merits. First, the exchange of load 
information isn’t needed. Second, the nodes with light load, which reduce the burden 
of administrator and avoid the situation in which administrator becomes the 
bottleneck, do most of the work of load-balancing. Third, the disposal to the request 
of client can be parallelized, which significantly improves the average response speed 
of the system. 

4   Conclusion 

This paper proposes a 3-tier management framework of distributed redundant system 
associating with the self-designed distributed database server system, introduces an 
active load-balancing idea into the system studying the objective description and 
definition of load index, and establishes a load-balancing model based on mobile 
agent. The model has lots of advantages such as low cost, good intelligence, high 
efficiency, and objective and exact description of the load index etc. 
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Abstract. A fuzzy observer-based mixed Parallel Distributed Compen-
sation (PDC) fuzzy controller is utilized to generate guidance laws for
lunar gravity-turn descent. First, the Takagi-Sugeno fuzzy model is em-
ployed to approximate the probe system. Next, based on the fuzzy model,
a fuzzy observer-based mixed PDC fuzzy controller is discussed in accor-
dance with the definition of stability in the sense of Lyapunov. Robust
stability and disturbance rejection technique are also proposed in the
following design of guidance control.

1 Introduction

The gravity-turn guidance descent, which has attracted a great deal of attention
in recent years, is successfully applied to soft landing on the lunar surface and
Martian surface [1,2]. The linearization method is developed and a closed-loop
guidance law can be realized. But the stability of guidance law is ignored [1].
The feedback linearization method is utilized to generate guidance laws to track
desired height and velocity profiles respectively for lunar gravity-turn descent.
The Lyapunov stability of the two following control systems is demonstrated in
use of related theory of differential geometry [2]. However, robust stability and
disturbance rejection are lacking.

In this paper, a fuzzy observe-based mixed PDC fuzzy controller simultane-
ously tracks the desired height, velocity, and local vertical for lunar gravity-turn
descent. Moreover, the approximation error between Takagi-Sugeno fuzzy model
and the probe system is considered. Disturbance rejection technique overrides
the effect of the approximation error in fuzzy approximation procedure. A track-
ing guidance law design method, founded on fuzzy control, for the probe system
is represented, which can guarantee control stability and robust stability based
on the approximation error. The conclusions above can be solved efficiently by
Linear Matrix Inequality(LMI).

The paper is organized as follows. The problem formulation is presented in
Section 2. Section 3 discussed the guidance laws design and stability analysis.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 81–90, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Simulation is studied through guidance control of landing on the lunar surface
in Section 4. Finally, the conclusions are drawn in Section 5.

2 Present the Problem

Consider the probe system of guidance control for lunar gravity-turn descent [2]

ẋ1 = G cosx2 − Gu

ẋ2 = − 1
x1 + τ

G sin x2 (*)

ẋ3 = −x1 cosx2

y = x

where x = [x1, x2, x3]T , x1 denotes velocity, x2(0 ≤ x2 < π/2) is the local
vertical , x3 is the height. G = 1.63m/s2 is the gravity constant on the lunar
surface. u denotes the control input.

By define z1 = x2, z2 =
1

x1 + τ
, z3 = sin x2 and z4 = cosx2. We obtain the

Takagi-Sugeno fuzzy rules as follows:

IF z1 is Mi1 and z2 is Mi2 and z3 is Mi3 and z4 is Mi4

THEN ẋ = Alx + Bu (l = 1, 2, · · · , 16).

Here Al and B are constant matrices which can be obtained. Mij(j = 1, 2, 3, 4;
i = 1, 2, 3, 4) are membership functions [5].

In the next section, a tracking guidance law design method consisted of fuzzy
observer-based mixed PDC fuzzy controller, for the probe system is presented.
Stability, robust stability and disturbance rejection are discussed in detail.

3 Guidance Laws Design and Stability Analysis

3.1 Design of Augmented Takagi-Sugeno System

Consider a nonlinear system

ẋ = f(x) + g(x)u (1)

y = h(x) (2)

where x(t) = [x1(t), x2(t), · · · , xn(t)]T ∈ Rn×1 denotes the state vector, u(t) =
[u1(t), u2(t), · · · , un(t)]T ∈ Rm×1 denotes the control input, f(x), g(x) and h(x)
are smooth functions, and f(0) = 0 , y(t) ∈ Rp×1 is output of the system.

Our purpose is to design the output tracking controller such that y(t)−ŷ(t) →
0 as t → ∞, where y(t) is output of the system and ŷ(t) is objective output.
As y = h(x) is smooth function, if we design a state feedback controller and an
observer, we always can construct a stabilizing output feedback controller.
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According to (1) and (2), select the Takagi-Sugeno fuzzy rules as follows:

IF z1(t) is Mi1 and z2(t) is Mi2 and · · · and zr(t) is Mir

THEN ẋ(t) = Aix(t) + Biu(t)
y(t) = Cix(t) i = 1, 2, · · · , l.

where Mij are fuzzy sets, Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rp×n are constant
matrices, l is the number of fuzzy rules, z1(t), · · · , zr(t) are premise variables.
We set z(t) = [z1(t), · · · , zr(t)] and assume z(t) is a given function. Then the
state equations and the output are defined as follows:

ẋ(t) =
l∑

i=1

hi(z(t)) (Aix(t) + Biu(t)) (3)

y(t) =
l∑

i=1

hi(z(t))Cix(t) (4)

where μk(z(t)) = Πr
j=1Mkj(zj(t)), hi(z(t)) =

μk(z(t))
l∑

i=k

μk(z(t))
, hi(z(t)) ≥ 0 (i =

1, 2, · · · , l) and
l∑

i=1

hi(z(t)) = 1. System (1) and (2) can be rearranged as the

following equivalent system:

ẋ(t) =
l∑

i=1

hi(z(t)) (Aix(t) + Biu(t)) + Δx(t) (3’)

y(t) =
l∑

i=1

hi(z(t))Cix(t) + Δy(t) (4’)

where Δx(t) = f(x) + g(x)u −
∑l

i=1 hi(z(t)) (Aix(t) + Biu(t)) , Δy(t) = h(x) −∑l
i=1 hi(z(t))Cix(t). Assume that there exist α > 0 and β > 0 such that

ΔT
x Δx ≤ α2xT x, ΔT

y Δy ≤ β2xT x (5)

Fuzzy observers are required to satisfy e(t) = x(t) − x̂(t) → 0 (t → ∞), x̂(t)
denotes the state vector estimated by a fuzzy observer, and e(t) is error. This
condition guarantees that the steady-state error e(t) converges to 0. As in the
case of controller design, the PDC concept is employed to arrive at the following
fuzzy observer structure.

The fuzzy observer is represented as follows [5]:

˙̂x(t) =
l∑

i=1

hi(z(t))[Aix̂(t) + Biu(t) + Li(y − ŷ)] (6)

ŷ(t) =
l∑

i=1

hi(z(t))Cix̂(t) (7)
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The designed fuzzy controller shares the same fuzzy sets with (3) and (4) in the
premise parts.The PDC fuzzy controller is given as follows:

u(t) =
l∑

i=1

hi(z(t))Fix̂(t) (8)

According to (3’),(4’),(6),(7), and (8), we have

ẋ(t) =
∑
ij

hij(z(t)){(Ai + BiFj)x(t) − BiFje(t)} + Δx(t) (9)

ė(t) =
∑
ij

hij(z(t))(Ai − LiCj)e(t) + Δy(t) (10)

where
∑

ij hij(z(t)) =
∑l

i=1

∑l
j=1 hi(z(t))hj(z(t)) and X(t) =

(x(t)
e(t)

)
, ΔX =(

Δx(t)
0

)
, ΔY =

(
0

Δy(t)

)
. Therefore, the augmented system including PDC fuzzy

controller and observer are represented as follows:

Ẋ(t) =
∑
ij

hij(z(t))SijX(t) + ΔX + ΔY (11)

where

Sij =

⎛⎝Ai + BiFj −BiFj

0 Ai − LiCj

⎞⎠ (12)

3.2 Stability Analysis

In this subsection, we discuss the stability of the augmented system(11).

Theorem 1. Suppose that there exists a common positive definite matrix P such
that

ST
ijP + PSij + (α2 + β2)I + 2PP < 0, i, j = 1, 2, · · · , l,

in which I is the identity matrix of appropriate dimension. Then the augmented
system (11) is globally asymptotically stable.

Proof. Consider a candidate of Lyapunov function V (X(t)) = XT (t)PX(t),
where P > 0. The time of derivative of V (X(t)) is

V̇ (X(t)) = ẊT (t)PX(t) + XT (t)PẊ(t) (13)

By (11) and (13), we obtain

V̇ (X(t)) =
∑
ij

hij(z(t))XT (t)[ST
ijP + PSij ]X(t)

+X(t)PΔX + ΔT
XPX(t) + ΔT

Y PX(t) + X(t)PΔY (14)
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and

Δ = ΔT
XPX(t) + X(t)PΔX + ΔT

Y PX(t) + X(t)PΔY

= −[ΔX − PX(t)]T [ΔX − PX(t)] − [ΔY − PX(t)]T [ΔY

−PX(t)] + ΔT
XΔX + ΔT

Y ΔY + 2XT (t)PPX(t)

≤ ΔT
XΔX + ΔT

Y ΔY + 2XT (t)PPX(t) (15)

Using (15) in (14), we have
V̇ (X(t)) ≤

∑
ij hij(z(t))XT (t)[ST

ijP + PSij + (α2 + β2)I + 2PP ]X(t) ��

Particularly Δx = 0, Δy = 0, we obtain the following corollary:

Corollary 1. If there exists a common positive definite matrix P =
(

P1 0
0 P2

)
such that

[
Φij Ψij

ΨT
ij Υij

]
< 0, (i, j = 1, 2, · · · , l). Here, Φij = AiR + RAT

i + BiMj +

MT
j BT

i , Υij = P2Ai + AT
i P2 − QiCj − CT

j QT
i , Ψij = −BiFj − FT

j BT
i , R =

P−1
1 , Mj = FjR, Qi = P2Li. Then the augmented system (11) is globally

asymptotically stable.

3.3 Robust Stability

Robust stability for the uncertain fuzzy model of (1) and (2) is considered in
this subsection. Suppose that there is no uncertainty in (2).

ẋ(t) =
l∑

i=1

hi(z(t))[(Ai + ΔAi)x(t) + (Bi + ΔBi)u(t)] (16)

where ΔAi, ΔBi are time-varying matrices with appropriate dimension, which
represent parametric uncertainties in (16). As usual, we assume

[ΔAi, ΔBi] = DiGi(t)[E1i, E2i] (i = 1, 2, · · · , l) (17)

and Gi(t) : GT
i (t)Gi(t) ≤ I, and denote

Ai + ΔAi = Ai, Bi + ΔBi = Bi. (18)

From (16) and (18), we obtain

ẋ(t) =
l∑

i=1

hi(z(t))(Aix(t) + Biu(t)) (19)

Therefore, the augmented system (11) are represented as follows:

Ẋ(t) =
∑
ij

hij(z(t))SijX(t) + ΔX + ΔY (20’)
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where ΔX and ΔY are the same as in (9) and

Sij =
[
Ai + BiFj −BiFj

0 Ai − LiCj

]
(i, j = 1, 2, · · · , l) (20)

Lemma 1. [3]Given constant matrices D and E, and a symmetric constant
matrix S of appropriate dimension, the following inequality holds:

S + DGE + ET GT DT < 0

where G satisfies GT G ≤ R, if and only if for some ε > 0

S +
[
ε−1ET εD

] [R 0
0 I

] [
ε−1E
εDT

]
< 0 (21)

Theorem 2. Suppose that there exist a common positive definite matrix P ,
Fj , Li, and εij > 0 (i, j = 1, 2, · · · , l) such that⎡⎢⎢⎢⎣

ST
ijP + PSij + (α2 + β2)I + 2PP ET

ij PDi

Eij −εijI 0

DT
i P 0 −ε−1

ij I

⎤⎥⎥⎥⎦ < 0

in which I is the identity matrix of appropriate dimension. And

Eij =
[
E1i + E2iFj −E2iFj

0 E1i

]
.

Then the augmented system described by (20’) is globally asymptotically stable.

Proof. Consider a candidate of Lyapunov function V (X(t)) = XT (t)PX(t),
where P > 0. From (14) and (15), we obtain

V̇ (X(t)) = ẊT (t)PX(t) + XT (t)PẊ(t)

≤
∑
ij

hij(z(t))XT (t)[(S
T

ijP + PSij) + (α2 + β2)I + 2PP ]X(t) (22)

By (17),(18), and (20), we have

PSij = P

(
Ai + ΔAi + (Bi + ΔBi)Fj −(Bi + ΔBi)Fj

0 Ai + ΔAi − LiCj

)
= PSij + PDiGi(t)

(
E1i + E2iFj −E2iFj

0 E1i

)
Therefore,

V̇ (X(t)) ≤
∑
ij

hij(z(t))XT (t)
{
[ST

ijP + PSij + (α2 + β2)I

+ 2PP ] + [ET
ijG

T
i (t)(PDi)T + (PDi)Gi(t)Eij ]

}
X(t)
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As V̇ (X(t)) is negative definite, the following matrix inequality satisfy:

ST
ijP + PSij + (α2 + β2)I + 2PP + ET

ijG
T
i (t)(PDi)T + (PDi)Gi(t)Eij < 0.

(23)

By Lemma 1, the linear matrix inequality (23) for all Gi(t) satisfying GT
i (t)Gi(t)

≤ I, if and only if there exist constant ε
1/2
ij > 0 (i, j = 1, 2, · · · , l) such that

ST
ijP + PSij + (α2 + β2)I + 2PP +

[
ε
−1/2
ij ET

ij ε
1/2
ij PDi

] [
I 0
0 I

][
ε
−1/2
ij Eij

ε
1/2
ij DT

i P

]

= ST
ijP + PSij + (α2 + β2)I + 2PP +

[
ET

ij PDi

] [ε−1
ij I 0
0 εijI

] [
Eij

(PDi)T

]
< 0

(24)

Applying Schur complement to (24),⎡⎣ST
ijP + PSij + (α2 + β2)I + 2PP ET

ij PDi

Eij −εijI 0
DT

i P 0 −ε−1
ij I

⎤⎦ < 0 ��

3.4 Disturbance Rejection

Suppose 	y = 0 and regard 	x as disturbance of (1). From (11) we have

Ẋ(t) =
∑
ij

hij(z(t))SijX(t) + ΔX (25)

Still suppose (5), that is to say sup
Δx �=0

‖x(t)‖2

‖Δx‖2
≤ 1

α
. Hence, the disturbance rejec-

tion can be converted into the minimizing problem. By solving the minimizing
problem, we obtain stabilizing PDC fuzzy controller and observer and conse-
quently realize output tracking control.

Theorem 3. If the following LMI (26) minimizing 1/α2 are feasible,

min
X(t),P,Fi,Li

1/α

subject to P > 0,

[
ST

ijP + PSij + I 0
0 1/α2

]
< 0 i, j = 1, 2, · · · , l. (26)

the stable system (25) and maximal range of disturbance α are obtained.
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Proof. Consider a candidate of Lyapunov function V (X(t)) = XT (t)PX(t),
where P > 0, α > 0. For any t and (25), we have

V̇ (X(t)) + XT (t)X(t) − 1/α2	T
X	X ≤ 0 (27)

Assume initial condition X(0) = 0 and integrate (27) from 0 to T , we get

V (X(T )) +
∫ T

0

{(XT (t)X(t)) − 1/α2ΔT
XΔX}dt ≤ 0 (28)

Since V (X(T )) > 0, then
∫ T

0
{(XT (t)X(t)) − 1/α2ΔT

XΔX}dt ≤ 0, this implies

sup
Δx �=0

‖x(t)‖2

‖Δx‖2
≤ 1

α
. Therefore, the stable system (25) and maximal range of

disturbance α is obtained if (26) holds. Because of (20’), (27), and (5), we also
have

ẊT (t)PX(t) + XT (t)PẊ(t) + XT (t)X(t) − 1/α2	T
X	X

=
∑
ij

hij(z(t))(XT (t) 	T
X)
(

ST
ijP + PSij + I 0

0 −1/α2

)(
X(t)
	X

)
Hence, the conclusion is obtained. ��

Remark 1. Stabilizing state feedback PDC fuzzy controller u and coefficients Li

of observer are obtained, which results in the obtaining of the guidance law.

4 Simulation

Stability: Design stabilizing state feedback PDC fuzzy controller u and coeffi-
cients Li of observer via subsection 3.1. Consequently lunar soft landing can
be realized under the gravity-turn guidance law consisting of fuzzy observer-
based mixed PDC fuzzy controller. Figure 1 depicts the simulation results. Find
positive definite P = diag(P1, P2) as follows:

P1 =

⎡⎣ 0.1832 0.0067 −0.0967
0.0067 0.7041 −0.0090
−0.0967 −0.0090 0.4522

⎤⎦ , P2 =

⎡⎣ 1.1498 −0.0000 0.0000
−0.0000 1.1498 0.0000
0.0000 0.0000 1.1498

⎤⎦
Robust stability: Where G(t) = (0, 0, cos(t))T , Dl = diag(0.1, 0.1, 0.1),

E1l = diag(0.11, 0.11, 0.11), E2l = 0. Obviously, GT (t)G(t) ≤ I. By using Theo-
rem 2, we obtain Fl, Ll, and uniform ε = 0.2156.

Disturbance rejection: According to the Theorem 3, we obtain the maxi-
mal range of disturbance maxα = 9.6696, where 	x = (1, 0.1,−0.1)T . Then
the stabilizing PDC fuzzy controller and observer can be obtained to arrive at
our objective of tracking the desired height,velocity, and local vertical for lu-
nar gravity-turn descent. Figure2 depicts the disturbance rejection simulation
results.



Fuzzy Output Tracking Control and Its Application to Guidance Control 89

0 5 10 15 20 25 30
−200

0

200

400

600

800

x 1(t
)

0 5 10 15 20 25 30
−0.05

0

0.05

0.1

0.15

0.2

x 2(t
)

0 5 10 15 20 25 30
−500

0

500

1000

1500

2000

x 3(t
)

Fig. 1. Stability analysis simulation results
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Fig. 2. Disturbance rejection simulation results

An example of the following guidance law is studied. The expected trajectory
of landing on the lunar surface is

x1 =
√

2(u∗ − 1)Gx3 (29)

where u∗ = 1.45, initial value x1(0) = 20m/s, x2(0) = π/18, and x3(0) = 2km.
Using (∗) in (29), the system (29) can track the trajectory of landing described
by (∗). The simulation results are depicted in Figure 3.
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Fig. 3. An example simulation results

5 Conclusion

This paper introduces fuzzy output tracking control to the guidance control
for lunar gravity-turn descent. Guidance law consisting of fuzzy observer-based
mixed PDC fuzzy controller is discussed based on the Takagi-Sugeno fuzzy
model. Robust stabilization technique and disturbance rejection are considered
in the design of tracking control respectively. The results can be obtained by
solving the LMI. It is shown that desired profiles tracking and lunar soft landing
can be realized based on the guidance laws above.
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Abstract. In this paper, a motion planning method for autonomous control of a 
bipedal climbing robot based on hybrid navigation is presented.  The algorithm 
of hybrid navigation blends the optimality of the trajectory planning with the 
capabilities in expressing knowledge and learning of the fuzzy neural network. 
The real task environment of the climbing robot is both known and dynamic. 
Therefore the trajectory planning is used to search roughly for the optimal tra-
jectories which will lead towards the goal according to prior data. Meanwhile, 
by the process of the multi-sensor data fusion, the fuzzy neural network is em-
ployed in dealing efficiently with the uncertain and dynamic situations. The 
properties of motion planning based on the hybrid navigation are verified by the 
computer simulations and experiments. 

1   Introduction 

An important issue for an autonomous, intelligent robot system is to plan motions 
automatically without collision in an unknown and changing environment. The 
artificial potential field (APF) method provides simple and effective motion plan-
ning to solve this problem. However, the APF has a major disadvantage in that a 
local minimum of the potential function can trap a robot before it reaches its goal. 
Improvements in the APF method, such as the super quadratic potential [1], can 
avoid the local minimum but the calculation cost is increased because of the compu-
tational complexity. Also, the solutions employing different search techniques, 
including best-first [2] and constrained-motion [3], are usually unreliable for on-
line purpose. 

In real-time world systems, the sensor-based motion control becomes essential to 
deal with model uncertainties and unexpected obstacles [4]. In addition, the fuzzy 
neural networks (FNN), with the capabilities of expressing knowledge and learning, 
are widely applied to realize intelligent control in many areas [5], [6]. 

In this paper, a motion planning method based on hybrid navigation, which com-
bines FNN and trajectory planning, is presented and applied to a bipedal climbing 
robot. The organization of the paper is as follows. Section 2 briefly describes the 
mechanical structure and the controller of the climbing robot. Section 3 develops a 
model of multi-sensor data fusion used practically in the control system. Section 4 
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presents the design of the five-layer FNN. Section 5 proposes a motion planning 
method based on hybrid navigation and analyses the results of simulations and ex-
periments on the climbing robot. Finally, section 6 outlines the main conclusions of 
the work. 

2   Bipedal Climbing Robot 

2.1   Mechanical Structure 

The mechanical structure of the climbing robot is designed as a bipedal robot with an 
under-actuated mechanism [7], which minimizes the number of motors without sacri-
ficing mobility. As shown in Figure 1, motors 1 and 3 independently drive joints 1 
and 5, respectively; thereby adjusting the tilt angle of the suction feet 1and 2 so that 
the robot can grip the surface firmly. Motor 2 is responsible for controlling joints 2, 3 
and 4, separately. Joints 2 and 4 are revolute joints providing steering capability of the 
feet relative to the legs. Joint 3 represents the prismatic motion of the legs that allows 
the robot to expand and contract its legs. The under-actuated mechanism enables the 
robot to drive five joints using only three motors, thus reducing both the weight and 
the power consumption of the robot, achieving a good balance between compactness 
and maneuverability. 

Motor 1 

Motor 2 

Motor 3

Foot 1 
Foot 2 

Pump 1 
Pump 2 

Joint 3 
Joint 4 

Joint 2 
 Joint 5

Joint 1 

Controller

 

Fig. 1. Bipedal climbing robot 

2.2   Controller 

The controller of the bipedal climbing robot is composed of a CPU board and a driv-
ing board. On the CPU board, a TMS320F2812 digital signal processor (DSP) from 
Texas Instruments Inc. is used to build an embedded control system. The control-
optimized peripherals such as PWM outputs, built-in quadrature encoder pulse (QEP) 
circuitry, capture units, A/D converter and digital I/O, make this DSP chip a desirable 
device to minimize the size, weight and battery capacity of the climbing robot. On the 
driving board, three quadruple half-H chips SN754410 are targeted to drive the servo 
motors and the pump motors. 
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3   Multi-sensor Data Fusion 

Multi-sensor data fusion refers to the acquisition, processing and synergistic combina-
tion of information gathered by various knowledge sources and sensors to provide a 
better understanding of the phenomenon under consideration. 

When moving in a dynamic and uncertain environment, the climbing robot can ac-
quire the information of exterior and interior states for robot navigation by multiple 
sensors. A model of the multi-sensor data fusion is shown in Figure 2. 
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Fig. 2. Model for the data fusion process 

The basic components of this model include a sensor layer, a preprocessing layer, 
and a fusion computing layer. 

1) Sensor layer: The pressure sensors monitor the pressure level inside the two 
suction cups to ensure that the robot feet grip the object surface firmly and 
without leakage. The infrared sensors are used to measure the distance between 
the robot and the barriers. The Hall switches are installed on each leg to dis-
criminate between different locomotion modes. The touch sensors affixed to the 
brim of the suction cups inspect tactile feedback. The encoders are responsible 
for detecting the movement position of each joint. 

2) Preprocessing layer: The information from the sensor layer is modulated to 
suitable digital signals by such hardware circuits as amplifier, filter and A/D 
conversion, etc. 

3) Fusion computing layer: As a core of the model, this layer includes special fu-
sion rules. Fusion computing, such as comparing, estimating, classifying, etc, is 
based entirely on these rules. 
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4   Fuzzy Neural Network 

A FNN with a five-layer structure is adopted in controlling the locomotion of the 
robot according to off-line learning and real-time sensors feedback. 

x1
(0)

xn
(0)

xi
(1) xij

(2) xk
(3) xk

(4)

y1 

yr 

Layer 1 

Input 

Layer 2 

Fuzzification

Layer 3 

Rule 

Layer 4  

OR Operation

Layer 5 

Defuzzification  

Fig. 4. Network structure of five-layered FNN 

4.1   Network Structure 

The proposed five-layer FNN is shown in Figure 4, which consists of input, fuzzifica-
tion, rule, OR operation and defuzzification layers. It performs the multiple inputs and 
multiple outputs. Nodes in layer 1 are input nodes that transmit input signals directly 
to the next layer. Nodes in layer 2 are linguistic term nodes treated as membership 
functions to express the fuzzy linguistic variables. Each node in layer 3 is a rule node 
to represent the fuzzy rule. Each node in layer 4 represents a possible THEN part of 
the fuzzy rule. The nodes in layer 5 carry out the defuzzification to get crisp values 
for output variables. 

1) Layer 1: Input layer transmits input vector ( ) ( ) ( )( )T

nxxxX 00
2

0
1 L=  di-

rectly into the second layer. The ith node in this layer connects ( )0
ix to ( )1

ix  

( ni ,,1 L= ), the ith output of layer 1. Each input variable ( )0
ix , as a fuzzy language 

variable, has im  values. Let j
iA  ( imj ,,1L= ) denote the jth language variable 

value of ( )0
ix . 

2) Layer 2: The fuzzification layer transfers the crisp values to membership de-
grees through membership functions. The layer consists of the term nodes, such as 
NB, NM, NS, Z, PS, PM, PB, etc. The activation function in each node serves as a 
membership function. For each node in this layer, the input and output are represented 
in the form of Gaussian function (1), trapezium function (2) or Boolean function (3). 
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Here ni ,,1 L= , imj ,,1L= , ijc and ijσ are the parameters of mean and stan-

dard deviation of the jth Gaussian membership function of ( )0
ix , respectively. 

3) Layer 3: Each node in the rule layer represents a possible IF part of a fuzzy rule. 
The node in this layer performs fuzzy AND operation. The functions of the layer are 
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. Thus, the output of node k in layer 3 is a product value of 

all input to this node. 
4) Layer 4: This is the OR operation layer. Each node in it represents a possible 

THEN part of fuzzy rule. Fuzzy OR operation is performed. The nodes of Layers 3 
and 4 are fully connected. The functions in this layer are 
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5) Layer 5: The defuzzification layer, which performs the defuzzification of each 
node. The output signal can be evaluated as 

( )

=
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m

k
kkll xwy

1

4     mk ,,1 L=      rl ,,1L=  . (6) 

where klw is the connecting weight between the kth node in Layer 4 and the lth node 

in Layer 5. 

4.2   Learning Parameters 

All weights, except klw  between Layers 4 and 5, are assigned to 1. The values 

ijc and ijσ  are based on initial experiences and knowledge. The weights klw are 
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updated to minimize the following error measure using the gradient descent learning 
algorithm 

( )
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−=
r

l
ldl yyE

1

2

2

1
 . (7) 

where dly and ly is the desired and actual output, respectively. The updating process 

can be expressed as (8), where 10 ≤< β is the learning rate of the FNN. 
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5   Motion Planning 

5.1   Hybrid Navigation 

The navigation system, which has to decide at every given moment where to move 
next, taking into consideration all the a priori information on the environment, the 
sensory data and its knowledge of the current position and orientation as well as the 
goal position, is a vital part of the design for an autonomous robot [8], [9]. The meth-
ods for the navigation can be categorized as global if the algorithm relies mostly on a 
priori information or local if its decision is taken using mainly the current sensor data. 
Generally, a global algorithm can find optimal trajectories according to various opti-
mality criteria. However, it is unable to deal properly with dynamic situations. An-
other disadvantage is the need to have detailed knowledge of the environment. On the 
contrary, a local algorithm is good at these challenges but can not guarantee an opti-
mal result. 

The task environment of the bipedal climbing robot, such as building, pipeline, etc, 
is both known and dynamic. In other words, we can obtain a priori data on the task 
environment, even when the uncertain and dynamic situations still exist. The solution 
presented here resolves this contradiction by using a hybrid navigation system com-
posed of trajectory planning and FNN. 

The composition and the functioning method of the hybrid navigation system are 
shown in Figure 5. The trajectory planning is used to roughly search the optimal tra-
jectories based on a priori data. The FNN is employed in generating the movement 
control. According to the real-time sensor feedback, the FNN is responsible for deal-
ing with the uncertain and dynamic situations. At the same time, the intercommunion 
between the trajectory planning and the FNN orients the search process. 

5.2   Simulation and Experiment 

In the simulations of the hybrid navigation to the bipedal climbing robot, the A* algo-
rithm is used for trajectory planning. The main idea of this algorithm is to try to con-
tinue the route from the intermediary state which seems to be the most favorable, 
taking into consideration not only the cost of the progress already made but also the 
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estimate on the cost of the remaining part of the solution. Thereby, it can find the 
optimal route between an initial state and a goal state. 

The membership functions of input and output variables to the FNN are shown in 
Figure 6. The inputs include Touch Sensors (a), Pressure Sensor (b), Distance “L” 
(c) and Step Length (d). The outputs include Suction Cup (e), Step Velocity (f) and 
Move Direction “MD” (g). 

Trajectory 

planning 
Prior data 

 Search 

optimal 

trajectories

Sensor 

information 

Fuzzy neural 

network Deal with 

uncertain 

dynamic 

situations

Movement control

 

Fig. 5. Hybrid navigation system 

 

Fig. 6. Membership functions of input and output variables to FNN 

The fuzzy rules are as follows. 
R1: IF “L” left is GN and “L” front is GN THEN “MD” is MR. 
R2: IF “L” right is GN and “L” front is GN THEN “MD” is ML. 
R3: IF “L” left is MN and “L” front is GN THEN “MD” is MR. 

…… 
Figure 7 presents the simulations of the FNN. 
Some simulations are performed to compare the hybrid navigation with the APF 

algorithm, as in Figure 8. 
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Fig. 7. Simulations of FNN (a) Inputs: Touch Sensors and Pressure Sensor Output: Suction 
Cup (b) Inputs: Distance “L” and Step Length Output: Step Velocity (c) Inputs: “L” left and 
“L” front Output: Move Direction “MD” 

 

 

Fig. 8. Simulations of motion planning for the climbing robot (a) Motion planning by APF (b) 
Motion planning by hybrid navigation (c) Motion planning by APF (d) Motion planning by 
hybrid navigation 

Figures 8(a) and 8(b) show that in the same environment without any local mini-
mum of the potential function, the climbing robot can successfully reach the goal by 
either the APF algorithm or the hybrid navigation method. However, the lengths of 
the two routes in Figures 8(a) and 8(b) are unequal. The result by the hybrid naviga-
tion method is shorter than the one by the APF. In Figure 8(c), the climbing robot is 
trapped by a local minimum of the potential function although it avoids the collision 
with a traveling obstacle after using the APF.  Under the same conditions,  Figure 8(d) 
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Fig. 9. Experimental result of the climbing robot 

shows that the robot can not only avoid the collision with the traveling obstacle but 
also escape the local minimum using the hybrid navigation. 

To further verify the effectiveness of the proposed method, a laboratory experiment 
has also been conducted to navigate the climbing robot on a special platform. There 
were two obstacles with a height of 100mm that the robot cannot step over in the ex-
perimental terrain. The positions of the starting point and target were inputted to the 
control system. Figure 9 shows the real photograph of the experimental climbing robot. 

6   Conclusions 

In this paper, a motion planning method based on hybrid navigation, which blends the 
optimality of the trajectory planning algorithm with the capabilities in expressing 
knowledge and learning of the FNN, is presented and applied to the autonomous  navi-
gation of the bipedal climbing robot. This navigation method not only makes good use 
of the prior data of the task environment, but also deals properly with uncertain and 
dynamic situations. Moreover, based on the multi-sensor data fusion, it is simple and 
efficient to solve the problem on the local minimum of the APF by this algorithm. The 
results of the simulations and experiments show that the hybrid navigation is valid for 
the real-time motion planning in both known and dynamic environments. 
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Abstract. This paper proposes the core theoretical foundations on design of the 
Compound Zeno Behavior in hierarchical hybrid behaviors, including the 
definitions of different types of behaviors and some theorems. New hierarchical 
fuzzy behavior-based control architecture of an autonomous mobile robot using 
the information extracted from its sensors in unknown environments is 
presented. After that, the paper focuses on the coordination and fusion of the 
elementary behaviors, which are achieved by means of fuzzy reasoning 
scheme. Simulation results illustrate the effective performance of the control 
architecture. 

1   Introduction 

Autonomous navigation capability of a mobile robot is particularly important in 
unknown or unexplored environments where a priori map is unavailable. The goal of 
an autonomous mobile robot in an unknown environment is to navigate in real-time to 
a target from the start location by using the information extracted from its sensors. 
Behavior-based systems approach the autonomy question from the standpoint of 
collections of behaviors. A key issue of behavior-based control is how to efficiently 
coordinate or resolve conflicts and competition among different types of behaviors so 
as to achieve an effective performance. The wide range of possible behaviors demand 
that mobile robots have a behavior coordination mechanism (BCM) to provide the 
correct behavior in an unknown environment for any given situation. 

There are two main BCMs now available; one is Command Arbitration 
Mechanism and the other is Command Fusion Mechanism. Arbitration Mechanism 
is to use multiple behaviors to generate several control suggestions, and select a 
more felicitous one based on the behavior’s different priorities, which are 
designated in advance based on prior knowledge. We can get these examples from 
Brooks’ Subsumption Architecture, which performs the behavior selection 
according to the state of the Augmented Finite State Machines[1]. Even though this 
approach is simple and effective under most situations, there is still a serious 
problem, which is demonstrated in [2]. Command Fusion Mechanism generates the 
overall linear velocity and angular speed control signals by fusing a set of behaviors 
to the robot actuators. There are several approaches, one of which allows control 
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recommendations of different behaviors to be directly combined to form multiple 
control recommendations with different weights, from which a final control 
command is chosen[2]. Another method is hierarchical switching, in which the 
flexibility of fuzzy rules are used to perform the fusion operations. Fusion rules use 
sensor data, motivational state, or the value of the behavior outputs themselves to 
determine the appropriate weight for each behavior [3]. We can get several other 
ways to implement command fusion mechanism such as voting[4,5], superposition[6], 
decentralized information filter[7], fuzzy Logic[8,9], multiple objective 
optimization[10], and hybrid automaton [11]. 

The work given in this paper deals with the problem of the navigation of a 
mobile robot in unknown environments. This paper is organized as follows. In 
Section 2, we describe the control architecture based on hierarchical fuzzy 
behaviors. Section 3 addresses the core theoretical foundations of designing the 
Compound Zeno Behaviors. The designing of primitive behaviors and simulation 
experiment results are shown in Section 4 and 5, followed by discussions and 
conclusions in Section 6. 

2   Hierarchical Behavior System 

As we know, a behavior is a control law that satisfies a set of constraints to achieve 
and maintain a particular goal. Complex behaviors of the robot are generated by 
combining simple behaviors resulting from the interaction between the goals, the 
internal states and the environment. In this paper, we assume that the autonomous 
mobile robot does not have knowledge of the obstacles in the working environment, 
such as their positions, numbers, and size. In a totally unknown environment, the 
navigation is done completely in a reactive manner. 

Figure 1 shows the hierarchical behavior system, which is composed of three 
kinds of hierarchical behaviors: Deterministic Behaviors, Zeno Behaviors and 
Compound Zeno Behaviors. As low-level behaviors, Deterministic Behaviors are 
achieved by special cells of the information sensor. Furthermore, Zeno Behaviors 
and Compound Zeno Behaviors, which are high-level behaviors, are composed of 
primitive Deterministic Behaviors. Hybrid Zeno Behavior System must guarantee 
the fulfillment of the high-level behaviors by selecting which primitive 
Deterministic Behavior should be activated at a given time depending on both the 
environment and the current goal. The contexts of applicability of certain behaviors 
are defined in the high control level by using a set of metarules. And the system 
must search for a safe path from an initial position to a final desired position. The 
hierarchy of the sensor-based behaviors is shown in Figure 1. For example, going to 
target, which is a high-level Zeno Behavior, is composed of Deterministic 
Behaviors such as Goto sub-goal, Go-Tangent, Follow-Wall, Follow-Corridor, Turn 
Left or Right corner, etc. The Deterministic Behaviors, which are in the lowest 
level, deal with the control of the robot motion, coupling sensors to actuators. 
Hybrid Zeno Behavior System is composed of several rule-based basic behaviors, 
which can be combined to generate a more complex observable behavior. 
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Fig. 1. Hybrid Zeno Behavior System 

3   Hierarchical Behavior Theoretical Foundations 

Let us consider the mobile robot located at a non-zero distance from a goal point 
(Goal) in a fixed Cartesian frame. Then the kinematics equations are: 
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Where v is the linear velocity vector and ϕ   is measured with respect to the x-axis. 
The nonholonomic constraints kinematics can be written as Equation (2). 
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Before explaining the design of each type of behavior, we will define the 
conceptual framework and give some definitions that are based on [11,12]. We 
assume that Euclidean spaces, Rn for n 0, are given the Euclidean metric topology, 
where countable and finite sets are given the discrete topology (all subsets are open). 

Definition 1 (Deterministic Behavior). A deterministic behavior is an on-line 
continuous controlling process which is produced by a behavior controller to act on 
the environment and internal state, when the environmental conditions Qi, and internal 
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state Xi are satisfied. In other words, a deterministic behavior is a reactive dynamic 
response procedure. 

Consider DBi as a convex collection DBi ={Qi, Xi, Ii, fi, Ui, Oi}, where Qi is the 
occurrence condition when a primitive behavior has been obtained actively by some 
environmental conditions. It can also be called behavior context. Xi is the internal 
state of the mobile robot, whose motion towards the Goal is governed by the 
combined action of both the angular velocity  and the linear velocity v on the 
direction of one of the axes of frame attached to the robot. Ii is the initial condition of 
the mobile robot (i.e. the initial angular velocity , the initial linear velocity v, start 
point and goal point) during the finite sequence of the i-th intervals of the discrete 
transitions. And fi is the kinematics system of a certain behavior, which input and 
output should satisfy, i.e. ),( iiii UXfX =& . It corresponds to some fuzzy behavior 
controller and is assumed to be Lipschitz continuous in its second argument. Ui 
consists of the input of a behavior and the active condition. Oi is the output of a 
behavior. 

Definition 2 (Zeno Behavior). Deterministic Behavior is called Zeno, if two primitive 
deterministic behaviors make an infinite number of discrete transitions in finite time. 
We can see from the definition that a zeno behavior is an emergence behavior in the 
system. 

Definition 3 (Compound Zeno Behavior). Zeno Behavior is called compound, if more 
than two primitive behaviors join in the discrete transitions for infinite times in finite 
time. We can see from the definition that a compound zeno behavior is also an 
emergence behavior in the system. 

Definition 4 (Hierarchical Hybrid Behavior). Hierarchical Hybrid Behavior is a 
behavior system network composed of a set of primitive behaviors. The activation of 
a primitive behavior is determined by the occurrence condition. The dynamic discrete 
transitions of the primitive behaviors are corresponding to the finite sequence of the 
hybrid behavior, which is in existence because the kinematics system of a certain 
primitive behavior is Lipschitz continuous. However, it is not unique because of the 
complex diversity of the finite sequence. 

Theorem 1. Let Compound Zeno Behavior BCZ be determined together by the 
kinematics system fi(Xi(t),Ui(t)) of certain primitive Deterministic Behaviors DBi, and 
can be operated by operationality criterion in vectorial field, then BCZ, which is a 
reacted dynamic response procedure, can be expressed by: 
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Proof. Let On
r be the neighboring region of XCZ(t) Rn, and On

r is an open hypersphere 
whose radius is r (r is infinitesimal). Then Xi(t) and fi(Xi(t),Ui(t)) (i=1, ,N) are in 
existence because the kinematics systems of certain primitive behaviors DBi are 
Lipschitz continuous. And velocity field correspondence is fi(Xi(t),Ui(t)) (i=1,…,N), 
which are linear independent. So we can make a conclusion that in On

r, any velocity 
vector can be expressed by the convex topology sum of other velocity vectors 
(Equation (4)), which belong to the same vectorial field, because it is well known that 
any convex topology sum of convex collections belonging to the same convex 
collection, still belongs to the same convex collection. 
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Theorem 2: Where Compound Zeno Behavior BCZ is determined together by  
the kinematics system fi(Xi(t),Ui(t)) of certain Deterministic Behaviors DBi, 

and ),()(
nn

ti aaX +−∈& , ),()(
nn

ti bbX +−∈&& , Ia
N

i

i
t =

=1
)( , ρα ≤i

t )(& , ρα ≤j
t )(&

QUXfUXf tjtjjtitii ≤− ),(),( )()()()( ,(i,j=1,…,N,N is the number of the 

primitive deterministic behaviors involved), then the kinematics system XCZ(t) of the 
Compound Zeno Behavior BCZ must meet the Equations (5,6). 
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4   Design of Primitive Deterministic Behaviors 

The information provided by the sensors (depending on the kind of behavior) is 
fuzzified in several input variables that are used by the behaviors to compute their 
preferences among the control actions. The output of each fuzzy behavior in a 
robot-environment state is a fuzzy set Bj(q, u)(Equation (8)) derived from the fuzzy 
inference. Let q be the input array that defines the actual state and u the possible 
values in the output variable, for example the steering velocity, which shows the 
possible actions, then the fuzzy set Bj is given by Equation (8). 

))(),(min(max),(
1

uAqQuqB ii
ni

j ≤≤
=

 
(8) 

Where Qi(q) is the truth value of the fuzzy proposition Qi in the state q. Ai is a 
linguistic label of the consequent variable which represents a control action of the rule 
Ri of Bj. 

Ri:    IF Qi;     THEN Ai;    i=1, . . .n;  where n is the number of rules of Bj. 

The design of a primitive Deterministic Behavior is actually the design of a fuzzy 
rules set and the definition of the shape of the linguistic variables membership 
functions of the fuzzy sets are collected in the rules. The primitive Deterministic 
Behaviors control blocks using the fuzzy rules consider two variables: translation 
velocity v and steering velocity . Therefore, each behavior has two rule bases: one 
to control the translation velocity v and another to control the steering velocity . 

For the first behavior, Goto sub-goal, the input variables are translation velocity 
and steering angle to the goal. To perform the Goto sub-goal behavior, Angle 
variation ( ) will be NS if the Angle to goal (aG) is POS; and vice versa, until  is 
equal to zero. 

For the second behavior, Go-Tangent, the rule bases for go towards obstacle 
tangent direction are described here below: 

(a) The rule base of the steering velocity control is shown in Table 1, which 
depends on the tangent angle of the obstacle (aO) and frontal obstacle distance 
(FD). 

(b) For the translation velocity control, the rules are: 
If v is HIGH and FD is {MEDIUM or NEAR}, then v is NM 
If v is MEDIUM and FD is NEAR, then v is NS. 

Table 1. Rules to control the steering velocity 

Go-Tangent behavior Follow wall behavior 

FD   aO SMALL MEDIUM BIG LD aLW NEG ZERO POS 

FAR ZO PS PM FAR RM RS ZO 

MEDIUM PS PM PL MEDIUM RS ZO LS 

NEAR PM PL PL NEAR ZO LS LM 
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Fig. 2. Simulation results of the Following-Wall behavior in different environments 

In the third behavior of Following-Wall, if the objective is to follow the left wall to 
a certain distance and the robot has to be aligned to the wall, then the input variables 
will be the current distance to the left wall (LD) and the angle to it (aLW). The rule 
bases are described here as below. The simulation result is shown in Figure 2. 

(a) For the steering velocity control, which depends on LD (rows) and aLW 
(columns), the rule base is described in Table 1. 

(b) For the translation velocity, the control rules are: 
If v is {MEDIUM or LOW} and LD is MEDIUM and aLW is ZERO, then 

v is PS. 
If v is HIGH and LD is {FAR or NEAR}, then v is NS. 
If v is HIGH and aLW is {POS or NEG}, then v is NS. 

The other behaviors that should be performed in the same way will be skipped over 
here. Furthermore, the simulation task performed in the last chapter will only use the 
three primitive behaviors from the above paragraphs. 

5    Simulation and Experiment Results 

In order to test the performance of the control architecture designed and based on 
hierarchical behaviors, we have carried out different experimental tasks in simulation. 
The robot does not know the experiment environments except the coordinates of the 
initial and destination points. We have set the status of the first behavior Goto sub-
goal to be 1, and the second behavior Follow-Wall to be 2, the third one Go-Tangent 
to be 3. The navigation tasks require the mobile robot activate each of the behaviors 
separately in its own context of applicability. 

The first navigation tasks that we have tested are showed in Figure 3. In the a) 
experiment, only the behavior Follow-Wall is active all the way. The positioning of 
the obstacles allows the robot to maintain a certain distance. We can see that a single 
deterministic behavior, Follow-Wall, cannot lead the robot to the goal. While in the 
experiment b), we can see that compound zeno behaviors are activated during the 
whole hybrid behavior. The robot begins to execute the zeno behaviors according to 
the current context of the robot. Figure 2 c) shows the state of the compound zeno 
behaviors during the different navigation phases in experiment b). At first, the robot 
moves towards the goal until it senses the unexpected obstacle, then it must move 
towards the tangent direction of the obstacle in order to avoid it. So activation of Go-
Tangent behavior begins. Then in the next phase, the Follow-Wall behavior prefers to 
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approach the obstacle while avoiding the obstacle. The zeno behaviors dominate the 
mobile robot alternatively, which lead the robot to move along the contour of the 
obstacle at a safe distance. After the triangle obstacle is detected, a similar procedure 
is executed. Finally, the robot arrives at the goal without collision with the obstacles. 
We can take the whole navigation sequence for a compound zeno behavior, and the 
zeno behavior may also affect the efficiency of the navigation. 

Figure 4 shows a more complex navigation task. There are a lot of obstacles in the 
experiment, which is in three parts. The first one is a corridor, the second one is a “U” 
shaped object, and the third one is a clutter of obstacles. During the whole navigation, 
different zeno behaviors and compound zeno behaviors are activated. At the first 
navigation phase, the behavior Goto sub-goal leads the robot to approach the obstacle. 
While the robot approaches the wall, the second behavior, Follow-Wall, and the third 
behavior, Go-Tangent, are activated repetitiously. These are the behaviors that make 
the robot move into the corridor. After the robot enters the corridor, we can see that 
 

 

Fig. 3. Different navigation result of the deterministic behavior and hybrid behavior  

 

Fig. 4. Trajectory and Parameters of  the Complex Experiment 

only the Follow-Wall behavior controls it. When the robot is out of the corridor, the 
navigation goes to the second phase, because of the “U” shaped obstacle. Then a zeno 
behavior happens, which we call Escaping from trap behavior. Only two behaviors 
intervene in the zeno phenomenon. Before the robot goes out from the “U” shaped 
obstacle, the third phase of the navigation begins. We cannot give a clear boundary of 
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the second and third phase of the navigation, because the zeno behavior has gradually 
changed into compound zeno behavior. Furthermore, in this phase of the navigation, 
the robot meets some cluttered obstacles, and another compound zeno behavior 
phenomenon named as Follow contour happens until the robot finds its way through 
the obstacles to arrive at the goal with smooth trajectories and without collision with 
any of the obstacles. 

6   Conclusions 

This work addresses the generation of complex hierarchical behaviors by the 
combination of simpler behaviors at the lowest level of a hybrid deliberative reactive 
architecture for mobile robot navigation. According to the proposed methodology for 
designing the elementary behaviors, fuzzy rules are used, which allow the linguistic 
descriptions of the control strategies to be easily understood. The core theoretical 
foundations of designing the Compound Zeno Behavior in hierarchical hybrid 
behaviors are presented and supported by different simulation experiments. 
Arbitration is resolved through the use of fuzzy metarules. The results of our 
simulation experiments show the effective performance of the architecture. 
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Abstract. This contribution investigates the problem of robust fault detection 
and isolation for a class of state-delayed systems with norm-bounded uncertain-
ties and unknown inputs. Attention is focused on formulating the design of ro-
bust fault detection filter as H  filtering problem and designing the adaptive 
threshold. The existence condition of the above filters, which can guarantee the 
prescribed performance index, is established by means of linear matrix inequali-
ties. A numerical example is employed to demonstrate the effectiveness of the 
proposed approach. 

1   Introduction 

The basic idea of model-based fault detection and isolation (FDI) is to construct the 
residual generator, then determine the evaluation function and the threshold. When 
the value of the evaluation function is greater than the prescribed threshold, an alarm 
of fault is generated. However, this approach is built upon a number of idealized as-
sumptions, among them is that mathematical model must be a faithful replica of the 
plant dynamics. In practice, modeling errors and unknown inputs in complex engi-
neering systems are unavoidable and can deteriorate fault detection and isolation 
system. As results, robustness issue plays an important role in the application of 
model-based FDI schemes and thus is receiving much attention in recent years (see, 
e.g., [1]-[8] and the references therein).  

The robustness problem related to FDI is somewhat different from the robust con-
trol problem. Robustness in FDI problem should be considered in the context of high 
sensitivity of the fault detection and isolation systems to the faults even in the pres-
ence of modeling errors and external disturbances. Several major design methods of 
robust fault detection and isolation filter have been developed during the last decade. 
For example, unknown input observer [1], multi-objective optimization method [2], 
eigenstructure assignment [3], [4], parity spaces [5], adaptive observer [6], etc. Par-
ticularly, an H  filtering formulation of robust FDI problem has been presented to 
solve robust FDI problem for uncertain LTI systems effectively [7], [8].  

The existing methods of robust fault detection and isolation filter design, however, 
do not directly apply to state-delayed systems with norm-bounded. Since time delays 
usually result in unsatisfactory performance and are frequently a source of instability, 
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their presence must be considered in realistic fault detection filter design [4], [6]. It 
turns out that the performance level guaranteed by robust fault detection and isolation 
filter design without considering time delays may collapse if the system actually ex-
hibits non-negligible time delays. The robust fault detection and isolation problem for 
LTI systems with time-delays has been attracting increasing attention over the past 
few years. Specifically, the problem of fault detection for continuous-time systems 
with multiple state delays has been addressed by combining of using the left eigen-
structure assignment and H  optimization technique [4]. Jiang et al [6] deal with the 
nominal case fault identification without considering the influence of model uncer-
tainty and unknown inputs. To the best of the author’s knowledge, the problem of 
robust fault detection and isolation for a class of uncertain state-delayed systems has 
not been fully investigated.  

The main focus of this contribution is to investigate the problem of robust fault de-
tection and isolation for norm-bounded uncertain system with time-delay by extend-
ing robust H  filter method of [9]. We construct the residual generator based on the 
full order filter. Attention is focused on formulating the design of robust fault detec-
tion and isolation filter as H  filtering problem and designing the adaptive threshold. 
The objective is to make the difference between the residual and the fault as small as 
possible, and enhance the robustness to the unknown inputs and the control inputs in 
the presence of modeling errors. The sufficient condition for the existence of the 
above filters is established by means of LMIs. A numerical example is provided to 
demonstrate the feasibility of the proposed method. 

2   Problem Formulation 

Consider a class of uncertain systems with time-delay and unknown input as follows: 

      
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ,
( ) ( ) ( ) ( ) ,
(0) ( ) , [ , , 0].

d d d f

d f

x t A A x t A A x t B B u t B d t B f t
y t Cx t D d t D f t
x

Δ Δ τ Δ

φ θ θ τ

= + + + − + + + +
= + +
= ∈ −

         (1) 

where ( ) R nx t ∈ is the state, ( ) R ru t ∈  is the control input, ( ) R pd t ∈  is the unknown 

input, ( ) R lf t ∈  is the fault to be detected, ( ) Rmy t ∈ is the measured output. ( )u t , 

( )d t and ( )f t are assumed to be 2L -norm bounded. ( )φ θ is a continuous initial vector 

function. , dA AΔ Δ  and BΔ  are uncertain matrices but norm-bounded so that:  

                    1 2 3( ) , ( ) , ( ) .dA HF t E A HF t E B HF t EΔ Δ Δ= = =                                 (2) 

where ( )F t  is time-varying matrix and satisfies: 

                                                ( ) ( )TF t F t I≤  .                                                           (3) 

Throughout this paper, all matrices are assumed to be compatible if their dimen-
sions are not explicitly stated, and the system (1) is asymptotically stable. 
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The problem of filter-based fault detection and isolation is to find an asymptoti-
cally stable filter as the residual generator, and then determine whether or not the 
faults occur by comparing the residual with the prescribed threshold. 

For the system (1), construct the following fault detection filter (FDF): 

                                            

( ) ( ) ( ) ,

( ) ( ) ( ) ,

(0) 0

F F F F

F F F

F

x t A x t B y t

r t C x t D y t

x

= +
= +
=

                                              (4) 

where ( ) R n
Fx t ∈ , ( ) R sr t ∈ is the so-called residual. 

In order to enhance the sensitiveness of residual to fault as well as the robustness to 
control inputs, unknown inputs and model uncertainties, the fault is weighted as 

( ) ( ) ( )f s Q s f s= , where ( ) RHQ s ∞∈  is a given weighted function. The state-space 

realization of ( )f t  is shown as: 

                                             

( ) ( ) ( ) ,

( ) ( ) ( ) ,

(0) 0.

Q Q Q Q

Q Q Q

Q

x t A x t B f t

f t C x t D f t

x

= +

= +

=

                                            (5) 

where ( ) R q
Qx t ∈ , ( ) R sf t ∈ , . 

Augmenting the model of (1) to include the states of (4) and (5) and denot-
ing ( ) ( ) ( )e t r t f t= − , we obtain the following dynamic system: 

                                       
( ) ( ) ( ) ( ) ,

( ) ( ) ( ) .
dt A t A t d BW t

e t C t DW t

ξ ξ ξ
ξ

= + − +
= +

                                    (6) 

where ( ) [ ( ) ( ) ( ]T T T T
F Qt x t x t x tξ = , ( ) [ ( ) ( ) ( )]T T T TW t u t d t f t= , 

0 0
0

0 0
F F

Q

A A
A B C A

A

Δ+
= , 

0 0
0 0 0
0 0 0

d d

d

A A
A

Δ+
= , 0

0 0

d f

F d F f

Q

B B B B
B B D B D

B

Δ+
= , 

F F QC D C C C= − , 0 F d F f QD D D D D D= −  .                       

Now the problem addressed in this paper can be stated as: to develop the robust 
fault detection and isolation filter of the form (4) for uncertain state-delayed continu-
ous-time system such that the following two requirements are satisfied: 

1. The augmented system (6) is asymptotically stable. 
2. Under zero initial condition, the augmented system (6) guarantees the follow-

ing H  performance index for all nonzero 2[0, )W L∈ ∞  and 0γ > : 

                                                          
2 2

e Wγ<                                                      (7) 

            where ( ) ( )1 1
2 2

2 20 0
( ) ( ) , ( ) ( )T Te e t e t dt W W t W t dt

∞ ∞
= = . 
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After designing of FDF, the remaining important task is to evaluate the generated 
residual. One of the widely adopted approaches is to choose a so-called threshold thJ  

and, based on this, use the following logical relationship for fault detection. 

                                        
( ) faults alarm

( ) no fault
th

th

J r J

J r J

>
≤

 .                                   (8) 

where the residual evaluation function ( )J r  is determined by 

                                        ( )0

0

1
2

2,
( ) ( ) ( ) ( )

t T T

T t
J r r t r t r t dt

+
= =  .                              (9) 

where t0 is the initial evaluation time, T  denotes the evaluation time window. The 
value of T  is limited because an evaluation of the residual over the whole time range 
is impractical. 

Remark 1. In the case of ( ) ( ) ( )f s Q s f s= , we call the optimization problem (7) the 

robust fault detection filter (RFDF) design problem, while the one with ( ) ( )f s f s=  

the robust fault isolation (RFI) problem. 

3   Design of Robust Fault Detection and Isolation Filters 

In this section, an LMI approach is developed to solve the above-defined robust fault 
detection and isolation filter design problem. We introduce the two following Lem-
mas which are necessary to derive the main results. 
Lemma 1. Suppose that ,   ,  ( )D E F t are compatible and ( ) ( )TF t F t < I , then there 

exits a scalar ε >0 such that (10) holds. 

                                ( ) 1( ) ( )
T T TDF t E DF t E DD E Eε ε −+ ≤ +  .                               (10) 

Lemma 2. For a given scalar 0γ >  and all nonzero 2[0, )W L∈ ∞ , the augmented sys-

tem (6) is asymptotically stable and satisfies (7) under zero initial condition if there 
exist symmetric positive definite matrices P  and S such that (11) holds. 

2

* 0 0
0

* *
* * *

T T T
d

T

A P PA S PA PB C
S

I D
I

γ

+ +
−= <

−
−

. (11) 

Proof. First, the global asymptotic stability of the augmented system (6) with 
( ) 0W t ≡  is established. For that, choose the Lyapunov functional 

                            ( )( ) ( ) ( ) ( ) ( )
tT T

t
V t t P t S dθ τ

ξ ξ ξ ξ α ξ α α
−

= +                                 (12) 

where ( ) ( ), [ , 0]t tθξ ξ θ θ τ= + ∈ − . 
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Along the solution of (6) with ( ) 0W t ≡  for any arbitrary initial condition, one has 

         ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )T T T TV t t P t t P t t S t t S tθξ ξ ξ ξ ξ ξ ξ ξ τ ξ τ= + + − − −            (13) 

Using (6), (13) can be written in the following form: 

                           ( ) ( )
( ) ( ) ( )

( )
T T t

V t t t
tθ
ξξ ξ ξ τ ξ τ= − − .                                   (14) 

where =
*

T T
dA P PA S PA

S
+ +

−
. 

It can be easily verified that (11) ensures that <0 . Therefore, from standard 
Lyapunov stability results, it can be concluded that the augmented system (6) is glob-
ally asymptotically stable. 

To establish the performance for the augmented system (6), first notice that ( )tξ  

tends to zero with t → ∞  as (6) is globally asymptotically stable. Next, assuming 
zero initial conditions for the augmented system (6), the performance index  

    
( ) ( ) ( )

2

0

2
00

( ) ( ) ( ) ( )

  ( ) ( ) ( ) ( ) ( ) ( ) ( )

T T

T T
t t

J e t e t W t W t dt

e t e t W t W t V t dt V t V tθ θ θ

γ

γ ξ ξ ξ

∞

∞

= →∞

−

= − + + −
 .   (15) 

Considering that ( ) 0( ) 0tV tθξ = =  and ( )( ) 0tV tθξ →∞ → , and using Schur comple-

ment, one can easily obtain that 

                                                    
0

( ) ( )TJ t t dtη η
∞

=   .                                          (16) 

where ( ) ( ) ( ) ( )
TT T Tt t t W tη ξ ξ τ= − . 

We can infer that 0J <  from (11), therefore (7) is obtained. The proof is com-
pleted. 

Using Lemma 1, (17) is equivalent to (11). 
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where 0
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0 0
TTH H= , [ ]1 1 0 0E E= , [ ]2 2 0 0E E= , [ ]3 3 0 0E E= . 

P  and S  are selected as: 

                                          
1

0 0, .
0 0
U S

P S
V S

= =                                            (18) 

where 2 2n nU R ×∈ , q qV R ×∈ , 2 2n nS R ×∈  and 1
q qS R ×∈  are symmetric positive definite 

matrices. 
Substituting (18) into (17), we can obtain that  
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       (19) 

where 0 0 1 1 1= T TA U UA S E Eε+ + + , [ ]00 0 ,Q Q F FB B C D C C= = , [ ]1 1 0E E= , 
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0
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Partitioning U and 1U − into the following matrices: 

11 12 11 121

12 22 12 22

,T T

U U Y Y
U Y U

U U Y Y
−= = =  

where 11
n nU R ×∈ , 11

n nY R ×∈ . 
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12 0Y T

Y I
J

Y
= , 11

120U T

I U
J

U
= , 2

3

0

0
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= . 

where 2 2 3 30 , 0T n n T n nS S R S S R× ×< = ∈ < = ∈ . 

Performing congruence transformation to (19) by { }diag , , , , , , , ,YJ I I I I I I I I  and 

introducing a set of variables (20) 

                        
1 1

11 12 11 12 3 12 11 11

1 1
12 12 11 12 11

, , , ,

, .

T T
F

T T
F F

R Y Z U B T Y Y S Y Y X U

M U A S S N C S S

− −

− −

= = = =

= =
                           (20) 

yield 
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11 12 17

22 25 26

33

44
2

2

2 2 2 2

3

0 0 0

* 0 0 0
* * 0 0 0 0 0 0 0 0
* * * 0 0 0 0 0 0 0 0 0
* * * * 0 0 0 0 0 0 0
* * * * * 0 0 0 0 0 0
* * * * * * 0 0 0 0 0 0
* * * * * * * ` 0 0 0 0 0
* * * * * * * * 0 0 0 0
* * * * * * * * *

d f d
T
F d
T

Q Q

T T
d F

T T T
f F Q

T

RB RB RB RA RH RH RH

XB CD XA XH XH XH
VB C

I D D
I D D D

I
S E E

S

γ
γ

ε

−

−
− −

−
− +

−
1

1

2

3

0

0 0 0
* * * * * * * * * * 0 0
* * * * * * * * * * * 0
* * * * * * * * * * * *

S
I

I
I

ε
ε

ε

<

−
−

−
−

     (21) 

where  

11 2 1 1 1
T TRA A R T S E Eε= + + + + , 17

T T T
FC D N= + , 33 1

T
Q QS A V VA= + +  

12 2 1 1 1
T T T T TRA A X C Z M S E Eε= + + + + + , 25 d dXB ZD= + , 26 f fXB ZD= + , 

22 2 1 1 1
T T T TXA A X ZC C Z S E Eε= + + + + + , 2

44 3 3 3
TI E Eγ ε= − + . 

12U  and 12
TY  are reversible becauseUY I= . Therefore 

                           1 1
12 11 12( )T

FA U MY Y− −= , 1
12FB U Z−= , 1

11 12( )T
FC NY Y −= .                  (22) 

Substituting , ,F F FA B C and FD  into the transfer function of the fault detection fil-

ter (4) and performing some standard matrix manipulations, we can obtain 

                               1( )FA R X M−= − , 1( )FB R X Z−= − , FC N= .                      (23) 

On the other hand, the positive definiteness of U and Schur complement give 

                                                          0X R− >  .                                                    (24) 

Summarizing the above, we can obtain the sufficient condition for the existence of 
robust fault detection and isolation filter for uncertain state-delayed system, which is 
stated as Theorem 3. 

Theorem 3. For a given scalar 0γ > the augmented system (6) is asymptotically 

stable, and satisfies (7) under zero initial condition if there exist symmetric positive 
definite matrices R , X , V , T , 1S , 2S , 3S , matrices , , , FM N Z D  and scalars 1 0ε > , 

2 0ε > , 3 0ε >  such that (21) and (24) hold. Furthermore, the parameter matrices of 

admissible filter are given by (23). 
The solution of RFI problem will be given in the following Theorem. 

Theorem 4. Given scalar γ >0, the RFI problem is solvable if there exist symmetric 

positive definite matrices R , X , V ,T , 1S , 2S , general matrices , , , FM N Z D and scalars 

1 0ε > , 2 0ε > ,  3 0ε > such that: 
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11 12 16

22 24 25

33
2

2

1 2 2 2

2

1

2

3

0

* 0
* * 0 0 0 0 0 0 0 0
* * * 0 0 0 0 0 0
* * * * 0 0 0 0 0
* * * * * 0 0 0 0 0
* * * * * * 0 0 0 0
* * * * * * * 0 0 0
* * * * * * * * 0 0
* * * * * * * * * 0
* * * * * * * * * *

d f d
T
F d

T T
d F
T T
f F

T

RB RB RB RA RH RH RH

XB CD XA XH XH XH

I D D
I D D

I
S E E

S
I

I
I

γ
γ

ε

ε
ε

ε

−
−

−
− +

−
−

−
−

0<      (25) 

                                                         0X R− >                                                   (26) 

where 

11 1 1 1 1
T TRA A R T S E Eε= + + + + , 12 1 1 1 1

T T T T TRA A X C Z M S E Eε= + + + + + , 

16
T T T

FC D N= + , 22 1 1 1 1,
T T T TXA A X ZC C Z S E Eε= + + + + +  

24 d dXB ZD= + , 25 f fXB ZD= + , 2
33 3 3 3

TI E Eγ ε= − + . 

The proof of Theorem 4 is similar to one of Theorem 3, therefore omitted. 

4   Design of Adaptive Threshold 

Consider the designed residual generation system 

( ) ( ) ,
( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ,
( ) ( ) ( )

( ) ( ) ( ) ( ) .
F F F F

d d d f

F d F f

F F F F d F f

x t A x t B
r t D

x t A A x t A A x t B B u t B d t B f t
Cx t B D d t B D f t

Cx t C x t D D d t D D f t

Δ Δ τ Δ
= +
=

= + + + − + + + +
+ +

+ + +
        (27) 

By selecting (9) as the residual evaluation function, we have 

                                   
2, 2,

( ) ( ) ( ) ( )u d fT T
r t r t r t r t= + +                                       (28) 

where 0, 0( ) ( )u d fr t r t = = , 0, 0( ) ( )d u fr t r t = = , 0, 0( ) ( )f u dr t r t = = . 

Moreover, the residual evaluation function with fault-free case can be written as 

, ,2, 2, 2,u d u d th u th dT T T
r r r r J J+ ≤ + ≤ + , where , 2,

supth u u T
J r= , , 2,

supth d d T
J r= . 

We choose the threshold thJ as , ,th th u th dJ J J= + , where ,th dJ  is constant and can be 

evaluated off-line. The control input u  is assumed to be known on-line and can be 

evaluated on-line by , 2,th u u T
J uγ= , where  ( )2, 2,

supu u T T
r uγ =  and can be deter-

mined by using Lemma 2. Under the assumption of 2[0, )d L∈ ∞ , we can further have 

2,
sup 0d T

r M= > . 

Therefore, the threshold can be determined by 

                                           
2,th u T

J M uγ= +  .                                                     (29) 
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Note that the defined threshold consists of two parts: the constant part M and part 
Jth,u which depends on the control input u and can be calculated on-line. Therefore, 
changing the control input u implies a new determination of the threshold. In this 
sense, the threshold is adaptive. 

5   Numerical Example 

Consider the following system governed by (1) with the parameters: 

8 1
0 10

A
−= −

, 
1 0

0.8 1dA
−= − , 

0.1
0.1dB

−= , 
1
1

B = , 
1
1fB = , 

0.1
0.1

H = , [ ]1 1C = , 

1fD = , 0.1dD = , [ ]1 0.1 0.1E = , [ ]2 0.1 0.1E = , 3 0.1E = , ( ) sin , 30F t θ θ= = , 2τ = . 

Suppose that 5QA = − , 5QB = , 1QC = , 0QD = . The unknown input ( )d t  is sup-

posed to be random noise whose amplitude is no more than 0.5. The control input 
( )u t  is taken as the unit step signal. The fault signal is simulated as a pulse of unit 

amplitude occurred from 5s to 15s and is zero otherwise. 
By Theorem 3, we have the following parameters of the fault detection filter: 

9.6093 1.8493
1.0876 11.0486FA

−= − − , 
0.9511
1.0295FB = , 0.4828 0.5221FC = − − , 0.5003FD = ,  

0.7212γ = , 1 1.0655ε = , 2 1.1080ε = , 3 1.2776ε = . 

By using Lemma 2, we have 0.2135uγ = . Suppose the upper bound of 
2

d  is 

0.2067, then the threshold can be determined as 0.4909thJ = . The simulation results 

indicate that the evaluation function ( ) 0.6230J r = > thJ  when 6T = . This means that 

the appeared fault can be detected one second after its occurrence. 
Fig. 1 shows the residual signal. It can be concluded that the residual is robust to 

unknown input, control input and modeling errors as well as sensitive to fault. 

 

Fig. 1. Residual signal 
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6   Conclusion 

In this paper, the solution to the problem of robust fault detection for a class of uncer-
tain state-delayed systems is presented. We have reduced it to H  filtering problem by 
using full order filter as the residual generator. The above filter design approach has 
been investigated in terms of LMIs. The fault detection filter has been designed by 
using the proposed method. The simulation result has shown the effectiveness and 
applicability of the obtained results. 
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Abstract. This paper proposes a new definition of string stability with bounded 
input from the input-to-state view. By viewing the interconnection as a kind of 
input to a subsystem, it specifies sufficient conditions of string stability for a 
class of directed circular interconnected nonlinear systems, which is based on 
the input-to-state stability analysis and singular perturbation theory. The proof 
is first conducted on a system with two subsystems, and then expanded to finite 
N subsystems. Furthermore, directed graph is used as an illustrative tool in this 
paper.  

1   Introduction 

Control of large-scale systems has gained renewed interest during the development of 
sensors, autonomous vehicle, and complicated modern manufacturing systems. Some 
of the large-scale systems are naturally interconnected systems, such as a team of 
autonomous vehicles or a sensor network, where a centralized control is impractical. 
Even though we can apply centralized control to other large-scale systems such as 
modern manufacturing systems, a decentralized control system is desired to enhance 
the robustness and decrease the cost and complexity of the controllers. This paper will 
focus on general interconnected systems. 

A lot of work has been done to deal with the interconnections between subsystems 
in order to achieve good performance of the entire interconnected system, especially 
regarding stability issues. Both centralized and decentralized control have been ap-
plied to deal with interconnection. However, decentralized control is preferred due to 
its relatively simple control law, low cost and fault tolerance ability [1]. The pioneer 
work by Siljak [2] presents stability theorems of interconnected linear systems based 
on the structural information only. When the subsystems have nonlinear dynamics or 
the interconnected system is entered in a nonlinear fashion, the analysis and design 
problem becomes even more challenging, most of the research is focusing on some 
class of nonlinear system or nonlinear connection. Intelligent control has been used, 
such as fuzzy sets [3] and neural network [4], to achieve certain results. Adaptive 
control is applied for interconnected systems, where Lyapunov methodology is exten-
sively utilized for the stability analysis and control design. Both state feedback [5–7] 
and output feedback control [8] are used. 
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Stability analysis is the essential problem in the design and analysis of control sys-
tems. Sontag proposed the ISS [9] in the 1980s, especially for nonlinear systems. A 
crude description of ISS is that for any bounded input, the state will be bounded. ISS 
analysis is more general in the sense that it takes care of the state bound of whole 
system under certain inputs. For instance, [10] and [11] study the ISS of affine sys-
tems and the corresponding Lyapunov function in this field. Sontag continued his 
work on the ISS of general nonlinear systems in [12]. More research focusing on the 
ISS of interconnected systems includes [13, 14]. 

Graph theory fits nicely in the analysis of interconnected systems, where the vertex 
denotes the states, inputs and outputs of a subsystem, and the edge denotes its inter-
connection. A directed graph of the interconnected system provides an alternative 
insight to the structure of the systems. Moreover, graph theory can be used to offer 
guidelines for partition and condensation of large-scale systems. 

For certain systems, such as automated highway systems, string stability is of par-
ticular interest. It is the property of the vehicle string to attenuate disturbances as they 
propagate down the string. We can interpret the string stability to be a concept by 
which the error of state will be bounded or not as they propagate along the string. We 
can also see that the string stability mainly cares about the state of the systems and 
aims at suppressing error propagation. There are different definitions of the string 
stability, such as in context of vehicle following [15]; or in the sense of linear digital 
processors [16]; and also Lyapunov like definition [17]. The authors of [18] especially 
consider the LTI systems; while in [19] conditions where there are several formation 
leaders are studied. The concept of string stability is then expanded to mesh stability 
in [20], while mesh stability still has some limitations on formation translation. It is 
only used for the acyclic graph systems. In practical applications, sometimes we must 
consider the interaction between the subsystems and therefore cyclic graph system is 
often encountered. 

In this paper, we will focus on the string stability of a class of interconnected 
nonlinear systems based on the ISS and singular perturbation, where we propose a 
new definition of string stability from the input-to-state view. The interconnection is 
treated as an input to the subsystems. This is different from the traditional view of 
interconnection as a disturbance to the subsystems. While identifying the ISS condi-
tions of each subsystem, we extend the analysis to the entire interconnected system. 
This paper is organized as following: a problem statement is given in Section 2, and 
some preliminary results on ISS are also given. Sufficient conditions for string stabil-
ity for two subsystems are presented in Section 3, and then we expand this work in 
Section 4 to a more complicated structure with finite N subsystems. Finally, Section 5 
concludes the paper and outlines some future research directions. 

2   Problem Statement 

Consider the following autonomous interconnected system. First, we assume the in-
terconnections between each subsystem are weak couplings and the interconnections 
just exist between the states of different subsystems and each subsystem is ISS. The 
dynamics of each nonlinear subsystem k is: 
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( )1 1 1 ,, , , ,
kk k k k k N ux f x x x x x− +=& L L , 

where ( )1,k N= L , N  is the number of subsystems, 

1 2: N k kn m nn n
kf × × × × →L denotes the nonlinear dynamics, kn

kx ∈  and 

km
ku ∈ are the state and input of the subsystem k . Without loss of generality, we 

can assume the origin of k is an isolated equilibrium point and kf  are locally 

Lipschitz in an open connected set which contains the origin. Let jn
jx ∈  denote the 

state of subsystem j ( )1, 1, 1,j k k N= − +L L .    Let ( )1 1 1, , ,j kj j j Nx h x x x x− += L L be an 

isolated root of equation ( )10 , ,0j nf x x= L such that ( )0 0kjh = . Denote 

( )1 1 1, , ,kj j kj j j Ny x h x x x x− += − L L .    

Now let the reduced system be:               

( )1 1 1, , , , ,k k k k k N kx f x x x x x u− +=& L L  (1) 

and the boundary layer system: 

( )1 1 1, , , , ,kj j j j kj j N jx f x x h x x uε − +=& L L  (2) 

be the singularly perturbed interconnected system,  where kjε denotes a small positive 

weak coupling parameter that connects the subsystem j with the subsystem k . 

For system (1) we use the following notation: ( )if ∞
⋅ denotes ( )0supt if t> , and 

( )0if ∞
 denotes ( )sup 0i if  and here we present the new definition of string stability.  

Definition 1. [String Stability with input]: The origin 0ix = , i N∈ of (1) is of string 

stability with input if for any 1 2, 0e e > , there exists a 0δ >  such that 

( ) ( ) 10 supi i ix x eδ
∞ ∞

< ⋅ <  given the input 2iu e< .  

Now, we give some introduction of input-to-state stability (ISS), which will be used 
extensively in this paper. Consider the following system: 

( ),x f x u=&  (3) 

where : D D n
uf × → is locally Lipschitz in x and u . The sets D and Du are defined 

by { }D :nx x r= ∈ < , ( ){ }0D : supm
u t uL

u u t u r> ∞= ∈ = <  . 

Definition 2.  [Input-to-state stability [21]]: The system (3) is said to be input-to-state 
stable (ISS) if there exists a class KL function β and a class K function γ such that for 

any initial state ( )0x  and any bounded input ( )u t , the solution ( )x t  exists for all 0t ≥  

and satisfies ( ) ( ) ( )( )0 , T L
x t x t uβ γ

∞
≤ + ⋅ , 0 T t≤ ≤ . 
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Theorem 1. [21]: A continuous function : DV →  is an ISS Lyapunov function on 
D for the system (3) if and only if there exist class K  function 1β , 2β , 3β and σ such 

that the following two conditions are satisfied:  

( ) ( )( ) ( )1 2x V x t xβ β≤ ≤  D, 0x t∀ ∈ >   (4) 

( ) ( ) ( )3,
V

f x u x u
x

β σ∂ ≤ − +
∂

  D, Dux u∀ ∈ ∈  (5) 

Function V is an ISS Lyapunov function if D ,Dn m
u= =  and 1β , 2β , 3β and Kσ ∞∈ . 

The existence of an ISS Lyapunov function is a sufficient and necessary condition for 
input-to-state stability [21]. 

3   String Stability of Two Interconnected Nonlinear Systems 

The first result of string stability of an interconnected system is presented when N = 
2, that is, we only have two subsystems and their interconnection exists only between 
the states. 

Theorem 2. For a weak perturbed interconnected directed circular graph system: 

( ), ,i i j ix f x x u=&  (6) 

( ), ,j i j jx g x x uε =&  (7) 

where ε denotes a small positive weak coupling parameter, 

in
ix ∈ , jn

jx ∈ , im
iu ∈ , jm

ju ∈ . Assume the equilibrium point and the func-

tion f and g are globally Lipschitz in their arguments when both of the input 1u  

and 2u are zeros. Let ( )j i ix h x=  be the solution of ( ), ,0 0i jg x x = , such that ( )0 0ih = . Let 

( ):i j i iy x h x= − , jn
iy ∈ . The definition of jh  and jy  are also given 

as ( ):j i j jy x h x= − , in
jy ∈ . And ( ), ,j i j jx g x x uε =& is called the boundary layer system, 

( ), ,i i j ix f x x u=&  is called the reduced (unperturbed) systems. 

If there exist positive constants, 1α , lδ , hδ , 1δ , 2 0δ > and the following conditions 

are satisfied: 

1) For each subsystem, there exists a Lyapunov function ( )kV x ( ),k i j=  s.t. kn
kx∀ ∈ : 

1 k
k

V
x

x
α∂ ≤

∂
 (8) 

2) For each subsystem, there exist a Lyapunov function ( ),k kW x y  s.t. kn
kx∀ ∈  

kn
ky∀ ∈ : 
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( )2 2
,l k k k h ky W x y yδ δ≤ ≤  (9) 

2

1( , ( ),0)k k k k k
k

W
g x y h x y

y
δ∂ + ≤ −

∂
 (10) 

( ) 2, k k
k k

W
x y

x y
δ∂ ≤

∂
 (11) 

And  

( )( ) 2
1 2, ,0k

k k k k k k
k k k

hW W
f x y h x x y y

x y x
γ γ∂∂ ∂− + ≤ +

∂ ∂ ∂
 (12) 

with 1 0γ >  and 2 0γ >  

3) There exists class KL function β and class K  function γ , the input ku of the system 

satisfies: 

( ) ( ) ( )( ),k k k L
x t x t uβ γ τ

∞
≤ +  0,t∀ ≥  0 tτ≤ ≤  (13) 

Then there exists * 0ε >  such that the perturbed system is exponentially stable for 
*ε ε< . Both the states of interconnected system jx  and the states of reduced system ix  

are bounded for small enough ε . These conditions ensure that when the two subsys-
tems are viewed as the singular perturbations, they are string stable with bounded 
input. 

Proof: The three conditions confirm that when the bounded input is considered the 
system states are still bounded. According to Definition 2, we can see that the reduced 
system is input-to-state stable because of Equation (13). Applying Theorem 1 an ISS 
Lyapunov function ( )( )iV x t can be found and there exist class K  func-

tions 1β , 2β , 3β and σ such that conditions (4) and (5) are satisfied. So when the input 

iu  is zero we can find corresponding positive constants lα , hα and 2α  and satisfy: 

( )2 2

l i i h ix V x xα α≤ ≤  (14) 

( )( ) 2

2, ,0i i i
i

V
f x h x x

x
α∂ ≤ −

∂
 (15) 

Combining equations (14), (15) with (8), these conditions assure that the reduced 
system is string stable and the equations (9)-(12)assure that the boundary layer system 
is string stable. From (8)-(12) and (14), (15), according to [22] we can conclude that 
there exists such * 0ε >  that the perturbed directed acyclic system is string stable in 

sense of Lyapunov function (defined as [17]) for *ε ε< . 
Due to the weak interconnection between subsystems, we may view the different 

subsystems as perturbations to others. At the same time each perturbation should 
satisfy the reduced system condition 1) and 3). For instance, we conclude the string 
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Fig. 1. The interconnection of two subsystems 

stability with input of the system i  (satisfies condition 1) and 3)) with the singular 

perturbation j  (satisfies condition 2)); and then similarly, when viewing subsys-

tem i  as the singular perturbation to j , the same result can be achieved for the i  

to satisfy the boundary layer system condition 2) for small enough ε . 
Since the asymptotic stability of the origin of a system can not assure the input-to-

state stability of the same system, we will consider the state bound with bounded 
input following [23]. 

The interconnection topology is defined using graph theoretic terminology (refer to 
Figure 1). Assume the interconnections are weak perturbed interconnection. Based on 
the ISS properties, according to (13) for different subsystems we can get 

( ) ( )( ) ( ) ( )0 , sup supi i i iu i ix jx t x t u xβ γ γ≤ + +  (16) 

( ) ( )( ) ( ) ( )0 , sup supj j j ju j jx ix t x t u xβ γ γ≤ + +  

where iβ and jβ are class KL functions, iuγ , juγ , ixγ  and jxγ  are class K functions. 

Because each of the subsystems is ISS, for the whole system, let sup jx M≤  . M is 

a positive constant, so rewrite (16) as: 

( ) ( )( ) ( ) ( )0 , supi i i iu i ixx t x t u Mβ γ γ≤ + +  (17) 

Then considering the interval ,
2

t
t , we can have: 

( ) ( )
,

2

, sup
2i i i iu i ixt

t

t
x t x t u Mβ γ γ≤ + +  (18) 

( )
, ,

2 2

, sup sup
2j j j ju j jx it t

t t

t
x t x t u xβ γ γ≤ + +  (19) 

Similarly, during the interval 0,
2

t , it becomes: 

( ) ( )
0,

2

0 , sup
2 2i i i iu i ixt
t t

x x u Mβ γ γ≤ + +  (20) 
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( )
0, 0,

2 2

0 , sup sup
2 2j j j ju j jx it t
t t

x x u xβ γ γ≤ + +   
(21) 

Now from the ISS of the i , we can have: 

( )( ) ( ) ( )
0,

2

sup 0 ,0 supi i i iu i ixt x x u Mβ γ γ≤ + +  
(22) 

( ) ( ) ( )
,

2

sup 0 , sup
2i i i iu i ixt

t

t
x x u Mβ γ γ≤ + +  (23) 

Then substituting (21), (22) and (23) into (19) it follows that: 

( )
( ) ( )

( )( ) ( ) ( )( )
( ) ( ) ( ) ( )

0 , sup
2 ,

0 ,0 sup

sup 0 , sup
2

j j ju j

j j

jx i i iu i ix

ju j jx i i iu i ix

t
x u

x t t

x u M

t
u x u M

β γ
β

γ β γ γ

γ γ β γ γ

+
≤

+ + +

+ + + +

 
(24) 

Substituting (20) into (18), we can further obtain: 

( ) ( ) ( ) ( )
0, ,

2 2

0 , sup , sup
2i i i i iu i ix iu i ixt t

t

t
x t x u M t u Mβ β γ γ γ γ≤ + + + +

 

(25) 

For any class K  function χ  and any nonnegative a and b we know the fact 

that ( ) ( ) ( )2 2a b a bχ χ χ+ ≤ + . Let ( ),l i jx x x= ( ),l i ju u u=  for the whole system, so there 

exists for the corresponding subsystem a class K  Function lγ  and a class KL  function 

lβ  for the new combined subsystem l satisfying the following ISS condition:  

( ) ( )( ) ( ), supl l l l
s r t

x t x s t s u rβ γ
≤ ≤

≤ − +  

where  

( )( )2 , 2 , 2 ,0 2 ,
2 2 2l i i j j j jx jx j
t t t

r r r rβ β β β β β γ γ β= + + +

( )( ) ( )( ) ( ) ( ) ( )( )
( )( ) ( )( ) ( ) ( )( ) ( )( )

2 2 2

2 2 2 2

l i iu i ix iu ix j ju

j iu j ix ju jx iu jx ix

r r r r r

r r r r r

γ β γ β γ γ γ β γ

β γ β γ γ γ γ γ γ

= + + + +

+ + + + +
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For 0r ≥ , lβ is class KL function and lγ is class K function, so we can confirm that the 

whole system is string stable with bounded input.                                                                                                     

From Theorem 2 and the above analysis we can achieve sufficient conditions for 
string stability with bounded input of a weak interconnected directed circular graph 
system, that is: considering system (6) (7), the reduced systems should satisfy condi-
tions (8) and (13); for the boundary layer system, it should satisfy conditions (9)-(12) 
when the directed graph is considered both the systems should satisfy all the condi-
tions of Theorem 2 simultaneously and find the small enough ε . 

4   Stability Analysis of Finite N-Interconnected Nonlinear Systems 

Now we consider the interconnected system that has more than 2 subsystems. Since 
the number of subsystems is finite, for each one there exists both iV and iW simultane-

ously, so we can extend the results of string stable with input [24] to mesh or apply 
even more complicated interconnection between the subsystems (such as Figure 2) 
and the requirements are described as follows: 

 

Fig. 2. The overall systems 

Theorem 3. Consider a weak interconnected system. For each subsystem k  

( )1,k N= L , if there exist positive constants 1kα , 2kα , 3kα , lkα , hkα , lkδ , hkδ , and if the 

following conditions are satisfied: 

1) For each subsystem, there exists a Lyapunov function ( )k kV x , 1,k N= L , such that: 

( )2 2
lk k k k hk kx V x xα α≤ ≤  (26) 

( ) 22

1 1, 1 1 1 1 1 1
1,

, ( , , , ), , ,0
N

k
k j kj j j N j N k k kj j

j j kk

V
f x x h x x x x x x x x

x
α α− − + +

= ≠

∂ ≤ − +
∂

L L L L  (27) 
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with 1 0kjα > , 1 11

Nhk
k kjj

lk

αα α
α =

> and 

2
k

k k
k

V
x

x
α∂ ≤

∂
 (28) 

2) There exists a Lyapunov function ( ),k k jW x x  such that: 

( )2 2
,lk j k k j hk jx W x x xδ δ≤ ≤  (29) 

2

1 1 1 1 1 1 3( , , ( , , , ), , ,0)k
j j kj kj j j N j N k kj

kj

W
f x x y h x x x x x x y

y
α− − +

∂ + ≤ −
∂

L L L L  (30) 

and positive constants, kxδ , kyδ  and 1kN kη ηL  such that: 

k
kx kj

k

W
y

x
δ∂

≤
∂

, k
ky kj

kj

W
y

y
δ∂

≤
∂

, kj
kN

k

h

x
η

∂
≤

∂
, L , 1

1

kj
k

h

x
η

∂
≤

∂
 

Then, there exists * 0kjε >  and the perturbed system is exponentially stable for 
*

kj kjε ε< . According to [17, 20] the states of interconnected system are bounded  for 

small enough kjε , both the states of the reduced system ( )kx t ( )1,k N= L and the states 

of the perturbation ( )jx t  are bounded. So when the subsystems ( )1,j j N= L  are 

viewed as singular perturbations, they are string stable with bounded input. 

Proof: (Sketch of the proof) Since each subsystem is ISS, we can get (26),(27) when 
the interconnections are viewed as inputs to subsystem k ( )1,k N= L . When adding 

the input ku , we can achieve: there exist class KL  functions 3α  and class K  function 

σ , and the input of each subsystem satisfies: 

( )( )
( ) ( )

1 1 1 1 1 1

2
3 1

1,

, , , , , , , ,k
k j ij j j N j N k

k
N

k k kj j
j j k

V
f x x h x x x x x x u

x

x u xα σ α

− − + +

= ≠

∂
∂

≤ − + +

L L L L

 
 

(31) 

Condition 1) ensures the subsystems k ( )1,k N= L  are string stable in sense of 

Lyapunov when they are viewed as reduced subsystems. Then the condition 2) im-
plies the following conditions: 

( )( )1 1 1 1 1 1

2 2
2

1,

, , , , , , , ,0
kjk k

k j ij ij j j N j N
k k k

N
k kj kj j j

j j k

hW W
f x x y h x x x x x x

x y x

x y y xδ δ δ

− − + +

= ≠

∂∂ ∂
− +

∂ ∂ ∂

≤ + +

L L L L

 
 

(32) 

with 0δ > , 0jδ > and 2 0δ > .These conditions ensure the subsystems k ( )1,k N= L are 

string stable in sense of Lyapunov when they are viewed as boundary layer systems. 

+
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When all the interconnected subsystems 1 NL  (Figure 2. the dashes) satisfy the 

conditions (26)-(32), the string stability with bound input of the entire system is as-
sured. This conclusion can be deduced from the same analogy of Theorem 2. For 
example, consider the 1i−  as the perturbation to the l . If the l  and 1i−  satisfy 

the conditions of Theorem 2, we can conclude that the interconnections between l  

and 1i−  are string stable with bounded input. So given countable interconnections 

between the subsystems, the entire system is string stable with bounded input. 

5   Concluding Remarks 

In this paper, we have presented the analysis of string stability of interconnected sys-
tems from the input to state view. The sufficient conditions of string stability for weak 
coupling directed circular interconnected systems are given. Moreover, we expand 
string stability to more complicated interconnected nonlinear systems. In future work, 
we will be further incorporating the graph theory into the research of string stability. 
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Abstract. Due to the difficulty in describing the nonlinear characteristics of a 
movable propeller turbine, this paper introduces the construction and simulation 
of the movable propeller turbine neural network model ZZ587. The 
convergence speed of the offline training is fast and the accuracy of the model 
is high when using the Levenberg-Marquardt algorithm. Matlab and Simulink 
are used for the nonlinear simulation of the movable propeller turbine neural 
network model ZZ587. The variability of the different inner parameters of the 
system and the turbine can be attained quickly and with integrity. It provides a 
good base for the research of control policy of the movable propeller turbine 
governing system.   

1   Introduction 

Movable propeller turbine governing system is a complex control system[1], and the 
digital simulation is an effective method to analyze its dynamic transition process. 
The accuracy of the movable propeller turbine model is the key to its nonlinear 
simulation[2]. The variety of movable propeller turbine moment and flow is difficult to 
describe by analysis equation. It is usually represented by a numerical table or curve 
based on the synthetic characteristic curve of the movable propeller turbine model. 
However, since the accuracy of the function relation represented by the curve or table 
is not high enough, the calculation is complicated. So, the reliability of the simulation 
result is affected because it is difficult to construct a relatively exact simulation 
model. The neural network can fully approximate any complex nonlinear system and 
study dynamic system behavior of any serious undetermined system. It has a high 
parallel calculation ability, strong robustness and fault tolerance[3]. Therefore, using 
the neural network is a very effective way to construct the nonlinear simulation model 
of a movable propeller turbine[4]. 

2   Construction of the Movable Propeller Turbine Neural Network  

The movable propeller turbine neural network model ZZ587 includes the integrated 
characteristic neural network model NZZM, the coordinate characteristic neural 
network model NZZC and some other calculation blocks as shown in Fig.1. 
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Fig. 1. The movable propeller turbine neural network model ZZ587 

2.1   The Integrated Characteristic Neural Network Model NZZM 

The nonlinear characteristic of a movable propeller turbine can be expressed by two 
equations as follows[5]: 

Mt=Mt (H, n, α, ϕ) (1) 

Q=Q (H, n , α, ϕ) (2) 

In this equation, Mt is movable propeller turbine moment, Q is flow, H is water 
head, n is speed of rotation,  is guide vane opening, ϕ is vane corner. 

The functions in equation (1) and (2) are nonlinear relations. The movable 
propeller turbine is nonlinear in essence. It is possible to describe the multivariable 
nonlinear characteristic of the movable propeller turbine using a neural network. The 
integrated characteristic neural network model NZZM can be constructed firstly. 

The value η and Q1′ under different values α,ϕ and n1′ can be obtained from the 
integrated characteristic curve of the movable propeller turbine[6]. So the integrated 
characteristic neural network model NZZM uses the three-layered feed forward neural 
network where the inputs are guide vane opening , vane corner ϕ and unit speed of 
rotation n1′ and the outputs are efficient η and unit flow Q1′. The structure of the 
integrated characteristic neural network model NZZM is shown in Fig.2.  

.
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Q
′

1n

ηα
′

1Q

 

Fig. 2. The structure of the integrated characteristic neural network model NZZM 

The Levenberg-Marquardt algorithm is used to train the above three-layer feed 
forward neural networks[7]. The Levenberg-Marquardt algorithm was designed to 
approach second-order training speed without having to compute the Hessian matrix. 
This algorithm appears to be the fastest method for training a moderate-sized feed 
forward neural network. It also has a very efficient MATLAB implementation. 
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The training samples of the integrated characteristic neural network model NZZM 
can be obtained from the integrated characteristic curve of the movable propeller 
turbine. However the small opening characteristic which is the key component of the 
digital simulation is usually lacking in the integrated characteristic curve. This part of 
the characteristic is often obtained by extension or interpolation of the big opening 
characteristic. The specific methods are graphical method, listing function 
interpolation method, approximation polynomial calculation method etc. The small 
opening characteristic is accurate when using the extension method with a control 
condition. The control point is no-load opening αx. The compensation relation of no-
load opening and small opening is shown in Fig.3. 
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Fig. 3. The compensation relation 

Fig.3 illustrates that the small opening characteristic of the movable propeller 
turbine is also nonlinear. So it is very suitable for compensating the small opening 
characteristic using feed forward neural network. The integrated characteristic neural 
network model NZZM can fully describe the efficient and flow characteristics of the 
movable propeller turbine under both big opening and small opening.  

Thus the training samples of the integrated characteristic neural network model 
NZZM includes the big opening samples, control point extending to small opening 
and zero point. The big opening samples are the value η and Q1′ under different 
values α,ϕ and n1′ which are obtained from the integrated characteristic curve of the 
movable propeller turbine. The control point extending to the small opening can be 
obtained from the runaway characteristic and no-load characteristic of the movable 
propeller turbine. The runaway characteristic and no-load characteristic are also 
nonlinear so that the runaway characteristic neural network can be constructed. 

2.2   The Runaway Characteristic Neural Network Model 

It is possible for the hydrogenerator unit to suddenly throw away a whole load 
accidentally. If the governing mechanism moves into runaway mode at this time, then 
the guide vane can’t close in time and the speed of rotation will increase incessantly 
until it reaches the highest possible value. This is called the runaway phenomenon of 
hydro turbine. The mode at this time is runaway mode and the highest speed of 
rotation is runaway speed of rotation. Obviously, the water moment is zero, the output 
power is zero and efficiency is also zero under runaway mode. 

The no-load mode is the mode when the output power is zero under the rated 
speed of rotation. At this time, the water moment and the efficiency are zero. So we 
can say that the no-load mode is the mode when the runaway speed of rotation equals 
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the rated speed of rotation. The runaway opening is no-load opening αx at this point, 
and the flow under no-load mode is no-load flow Qx. 

Known from the no-load characteristic and runaway characteristic, the unit no-
load flow Q1x′ and the efficient η are zero under unit rated speed of rotation n1r′, no-
load opening αx and vane corner ϕ. This is the control point extending to the small 
opening. The control point can be accurately and rapidly obtained from the runaway 
characteristic neural network of the movable propeller turbine. 

The runaway characteristic neural network of the movable propeller turbine 
considers two situations of the runaway characteristic as follows: 

1) Keep coordinate relation: The runaway speed of the rotation characteristic 
neural network is NZZNB. The inputs are unit runaway speed of rotation n1r′ and unit 
speed of rotation n1′ and the output is guide vane opening . The runaway flow 
characteristic neural network is NZZQB. The inputs are guide vane opening and unit 
speed of rotation n1′ and the output is the unit runaway flow Q1r′. The structure of the 
NZZNB and NZZQB is shown in Fig.4.  
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Fig. 4. The structure of the runaway characteristic neural network model NZZNB and NZZQB 

2) The coordinate relation is broken-down: The runaway speed of the rotation 
characteristic neural network is NZZN. The inputs are unit runaway speed of rotation 
n1r′ and vane corner ϕ and the output is guide vane opening . The runaway flow 
characteristic neural network is NZZQ. The inputs are guide vane opening and vane 
corner ϕ and the output is unit runaway flow Q1r′. The structure of the NZZN and 
NZZQ is shown in Fig.5.  
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Fig. 5. The structure of the runaway characteristic neural network model NZZN and NZZQ 

The runaway speed of rotation characteristic neural network of the movable 
propeller turbine is also trained using three-layered feed forward neural network and 
LM algorithm. After the neural network is trained, the no-load opening αx can be 
obtained when the unit rated speed of rotation n1r′ obtained from Equation (3) is the 
input of neural network NZZNB (or NZZN). Then the no-load unit flow Q1x′ is 
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obtained from neural network NZZQB (or NZZQ) and the no-load flow is obtained 
from equation (4). 

n1r′= HDnr /1  (3) 

Qx=Q1x′D1
2 H  (4) 

The training samples of the integrated characteristic neural network model NZZM 
are the control point (n1r′,αx,ϕ Q1x′,0) extending to the small opening obtained from 
the runaway characteristic neural network of the movable propeller turbine, zero point 
and big opening samples. After the NZZM is trained, the efficient η and the unit flow 
Q1′ can be obtained when the inputs are guide vane opening , vane corner ϕ and unit 
speed of rotation n1′ no matter whether under big or small opening. The guide vane 
opening and vane corner ϕ of the movable propeller turbine keep the coordinate 
relation. The nonlinear relation of the coordinate characteristic can also be described 
by neural network.  

2.3   The Coordinate Characteristic Neural Network Model NZZC 

The coordinate part of the movable propeller turbine governor carries the coordinate 
task governing the guide water machine and vane machine. Only under the coordinate 
mode can maximum efficiency of the hydro turbine unit be guaranteed, that is when 
the guide vane opening and vane corner ϕ  keep the best coordination. 

Under the condition of certain water head, the coordinate relation curve of guide 
vane opening and vane corner is a single variable function. Strictly speaking, the 
coordinate relation of the movable propeller turbine is a nonlinear function with two 
variables such as:  

ϕ=f (α, h) (5) 

The coordinate characteristic neural network model NZZC can be constructed 
according to the coordinate relation curve of the movable propeller turbine. NZZC is 
also trained by three-layered feed forward neural network and LM algorithm. The 
inputs of the NZZC are the guide vane opening and relative working water h and the 
output is vane corner ϕ. The structure of the NZZC is shown in Fig.6.  
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Fig. 6. The structure of the coordinate characteristic neural network model NZZC 

3   Nonlinear Simulation 

After the integrated characteristic neural network NZZM and the coordinate 
characteristic neural network NZZC of the hydroturbine ZZ587-LJ-330 are trained, 
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they and some other calculation blocks consist of the movable propeller turbine neural 
network model ZZ587 shown in Fig.7.  
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Fig. 7. The structure block diagram of the nonlinear simulation system 

3.1   Construct and Train the Neural Network  

There is a movable propeller turbine which type is ZZ587-LJ-330 in a certain 
hydroelectric power station. The relevant parameters are: 

Nr= MW    Hr= m     nr=214.3r/min 
Qr=71.1m/s   D1=4.1m    Ta=8.86s    Tw=1.45s 

The samples of the runaway characteristic neural network model NZZN and 
NZZQ are obtained according to the runaway characteristic curve of hydroturbine 
ZZ587-LJ-330. The structure of the neural network NZZN is 2-10-1 and the structure 
of the neural network NZZQ is 2-8-1. The two neural networks are trained using LM 
algorithm and obtain a group of the optimal weight values respectively. So the no-load 
opening α  and no-load flow Q1x′ which is the control point extending to the small 
opening under a different vane corner and rated unit speed of rotation are obtained.  

The training samples of the neural network NZZM are the samples obtained from 
the integrated characteristic curve and control point. The structure of the neural 
network NZZM is 3-10-2. The integrated characteristic neural network NZZM of 
hydroturbine ZZ587-LJ-330 is obtained after being trained using LM algorithm. Its 
training process is shown in Fig.8. 
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Fig. 8. The training process of NZZM 
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Fig. 9. The training process of NZZC 
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From Fig.8 we know that the convergence speed is fast and the accuracy of the 
model NZZM is high for using LM algorithm. 

The training samples of the neural network NZZC are obtained from the 
coordinate curve of hydroturbine ZZ587-LJ-330. The structure of the neural network 
NZZC is 2-10-1. The training process of the coordinate characteristic neural network 
NZZC is shown in Fig.9. The coordinate characteristic curve obtained from the 
trained NZZC is shown in Fig.10. 

In Fig.10, ‘+’ expresses the training samples of the coordinate characteristic neural 
network NZZC. From Fig.9 and Fig.10 we know that the convergence speed is fast 
and the accuracy of the model NZZC is high from using the LM algorithm. 

3.2   Nonlinear Simulation of the System 

Given an initial mode of operation as: α0=30mm, H0=29mm, ϕ0=10mm, 
η=0.818, the ZZ587 is simulated under load disturbance using Simulink according to 
Fig.2[8]. The responding process curves are shown in Fig.11 when the rated load is 
suddenly decreased by 10% and Ty=0.1s. The parameters of the governor are: 
KI=0.4, KP=2, KD=2.4.  
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(b) The process curve of unit speed of 
rotation, guide vane opening and vane corner 
response 
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efficiency response 
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Fig. 11. The responding process curves 

4   Conclusions 

Due to the nonlinear characteristic of the movable propeller turbine, the calculation of 
producing the model is very complex using traditional methods such as table, curve or 
polynomial. This paper takes advantage of the powerful nonlinear approximate ability 
of the feed forward neural network to construct the runaway characteristic neural 
network model, the integrated characteristic neural network model NZZM, the 
coordinate characteristic neural network mode NZZC and the movable propeller 
turbine neural network model ZZ587. The Levenberg-Marquardt algorithm is used to 
train the above neural networks. The simulation results show that the convergence 
speed of the offline training is fast and the accuracy of the model is high. 

Big opening samples, zero point and the control point extending to small opening 
obtained from the runaway characteristic neural network are the training samples for 
the integrated characteristic neural network model NZZM of the movable propeller 
turbine. The NZZM can fully describe the efficiency and flow characteristic of the 
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movable propeller turbine under both big opening and small opening. It simulates the 
real situation of the hydroelectric power station. 

The movable propeller turbine governing system is simulated using Simulink of 
Matlab which is more simple and flexible than the simulation method of facing 
differential equations directly or by discrete link. The variability of the different inner 
parameters of the system and the turbine can be obtained quickly and with integrity. It 
provides a good base for the research of control policy of the movable propeller 
turbine governing system.  
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Abstract. Chaos and its application in an electrical system are studied in this pa-
per. The simulation of chaos is presented. Some measures against the harm caused 
by chaos of ferroresonance are summarized. A utility scheme of chaos in the elec-
trical system for steel smelting is proposed on the base of chaos controlling. 

1   Introduction 

In the past decades, chaos was misinterpreted in industrial practice: it was deemed a 
noise when the bounded range of chaotic behavior was narrow, whereas it was classi-
fied as an unstable phenomenon when the bounded range was wide. Since the late 
1980s, chaos has been identified to be a real phenomenon in power electronics. 

Ferroresonance is a complicated non-linear electrical phenomenon which can lead 
to dangerous over-voltage on electrical transformers, potential transformers (PT), and 
can sometimes result in the collapse of a large range of electrical networks. Ferrore-
sonance occurs when a non-linear inductor, usually a transformer with a saturated 
magnetic core, is excited through a linear capacitor from a sinusoidal source, particu-
larly in the presence of long lines or capacitive power cables [1][2]. It is usually initi-
ated by a system disturbance of some form, such as the disconnection of transformer 
feeder lines or the opening of a circuit breaker in series with a voltage transformer. 
Although ferroresonance is by no means a widespread or dominant phenomenon, it is 
still necessary to research it deeply for the purposes of analyzing, controlling and 
utilizing. 

Three types of ferroresonant behaviors in electrical systems are possible.  These are 
fundamental frequency ferroresonance, sub-harmonic ferroresonance, and chaotic 
ferroresonance [3][4]. In the chaos of ferroresonance, oscillations appear to be ran-
dom, and the transformer circuit shows universal chaotic behavior, being driven into 
chaos through a series of period doubling bifurcations [2][5][6]. In this paper, only the 
chaos phenomenon of ferroresonance in electrical power networks is discussed. In the 
second part of this paper, the chaotic characters of ferroresonance in electrical net-
works are presented. In the third part, the occurring conditions and performance of 
chaos in ferroresonance are analyzed and simulated. In the fourth part, some measures 
of limiting and controlling the chaos in electrical systems are summarized, and a 
scheme of chaos utility in the electrical system for steel smelting is proposed on the 
basis of chaos control. 
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2   Chaotic Characters in Ferroresonance  

2.1   Chaos Circuits  

The necessary condition of chaotic phenomenon occurring in a circuit or electrical 
power system is the existence of a non-linear negative resistance unit, for example, 
the Zener diode. As far as an electrical power system is concerned, a unit with non-
linear negative resistance is indispensable for chaos. The transformer or potential 
transformer (PT) in electrical networks has a saturated magnetic core, and the induc-
tive voltage UL would be equal to the capacitive UC with the increase of current as 
shown in Figure 1. 

This equal point is the resonance point. However, the ΔU cannot be zero com-
pletely in practice, because power loss in the core and none sine wave in the wind-
ings. In this process, the voltage-current curve shows apparent non-linear negative 
resistance, so the occurrence of chaos in ferroresonance is possible when other condi-
tions are satisfied. 

 U 

IO 
inductive capacitive 

ΔU=ABS(UL-UC)

UC(I)

UL(I)

 

Fig. 1. Nonlinear negative resistance in saturated core 

2.2   Strange Attractor and Spectrum  

Chaos phenomenon is a special behavior in a non-linear dynamics system, while there is 
no condition for chaos in a linear system. Decades ago, the non-linear performance in an 
electrical power system was always simplified into a linear system for easier research. 

However, there occurred some strange failures in ferroresonance, in which 25Hz 
and even 17Hz signals were found. This was unexplainable by linear or common non-
linear theory, and only the chaotic theory in non-linear dynamics could give the an-
swer. The conception and principles of strange attractor, spectrum and bifurcation 
provide a reasonable explanation for these behaviors. 

2.3   Sensitivity to Initial Conditions 

Chaos shows strong sensitivity to initial conditions. An effective way to eliminate 
ferroresonance in an electrical system is to shunt an adjustable inductor on the two 
open connectors of the secondary triangle winding on the three-phase five-core PT. 
Shortcutting a set of low power triangle windings on the main transformer at the pos-
sible time of ferroresonance is also effective. Compared to the high voltage and strong 
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current, the trigging power is very small, even trivial, however, it limits the occur-
rence of chaos in ferroresonance. It presents strong sensitivity to the initial conditions 
and it is effective at utilizing this sensitivity to control the chaos in electrical systems. 

3   Ferroresonance Simulation 

3.1   Chaotic Ferroresonant Circuit 

There are three standards for judging chaotic phenomenon; spectrum, Lyapunov ex-
ponents and fractal dimension. The chaos phenomenon can be identified with any one 
of these three conditions. In this paper, the first manner is used to judge the chaotic 
ferroresonance via simulation. If the solution or waveform of a system is continuous, 
then the system is in chaos state. 

The basic chaotic ferroresonant circuit used in this paper is shown in Figure 2 
[2][4]. The mathematic model would be built and simulated according to it to testify 
to chaos phenomenon. Figure 2a shows the circuit arrangement of a practical substa-
tion in the electrical power system. PT is a potential transformer isolated from sec-
tions of bus bars via disconnector DS2. CCB is the grading capacitance of circuit 
breaker CB. ferroresonance might occur upon closing DS1 with both the circuit 
breaker and DS2 open. This leads to a system fault caused by failure of the voltage 
transformer’s primary winding. 

As shown in Figure 2b, e is the phase voltage and the frequency ω is 50Hz. C1 is 
the circuit breaker grading capacitance and C2 is the total phase-to-earth capacitance, 
including bus bar capacitance to earth and transformer winding capacitance. The 
resistor R represents transformer core losses shown previously to be an important 
parameter in determining the behaviors of the system. The non-linear transformer 
magnetization curve is modeled by a single valued seventh order polynomial obtained 
from the measured transformer magnetization curve, as shown below. 

 

a) Basic ferroresonant circuit 

DS2 DS1 

CB

CCB

PT 

Bus bar

e 

e
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C2 R
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b) Equivalent circuit  

Fig. 2. Chaotic ferroresonant circuit 
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where φ is transformer flux linkage. The mathematic model of the equivalent circuit is 
shown below. 
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dv ω
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where a is equal to 3.42, and b is equal to 0.41, the power supply frequency ω is 314, 
g and 1/q are the driving force amplitude and damping factor, respectively, which are 
given by 
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So the behavior of a basic ferroresonant circuit in time domain can be described as 
equation (5) 

tgba
q

R

q
ωφφφφ

ω
cos)(

11 7 ⋅=+++⋅ &&&  (5) 

3.2   System Analysis  

The simulation according to the circuit model is made in Matlab. As shown in Figure 
3 and Table 1, different working states occur in various conditions. These are the 
normal state, the fundamental frequency ferroresonance, the subharmonic ferroreso-
nance, and the chaotic ferroresonance, respectively. When the system comes into 
chaotic state, the transformer flux linkage is not in balance any more, and appears to 
be a random mass of activity. The circuit equations do not have the periodic solution, 
but a chaotic solution with continuous spectrum. Moreover, the practical data of the  
 

Table 1. Different States of Ferroresonance 

No. R 
Power 
loss in 
core 

g 1/q 
Transformer flux 
linkage 

States 

1 100MΩ 250W 2 10 Closed period orbit Normal 

2 210MΩ 120W 2 1 
Distorted period 
orbit 

Fundamental fre-
quency ferroreso-
nance 

3 245.5MΩ 99W 2 0.007 
Multi-orbit, period 
doubling bifurca-
tions 

Subharmonic fer-
roresonance 

4 3500MΩ 8W 2 0.0007 
Random chaotic 
oscillations 

Chaotic ferroreso-
nance 
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ferroresonance occurring in the electrical power system also shows 25Hz and 17Hz 
sine wave, which is 1/2 and 1/3 of the normal 50Hz frequency. So both the simulation 
and practical data prove the existence of chaos in ferroresonance.  

 

      a) Normal status                   b) Fundamental frequency ferroresonance 
 

 
c) Subharmonic ferroresonance                d) Chaotic ferroresonance  

Fig. 3. Simulation Results 

4   Control and Utilization of Chaos in an Electrical System 

4.1   Obviating Chaos 

According to the theory of chaos control, many measures can be taken to eliminate 
the chaos in ferroresonance, such as OGY, feedback control, etc. 

Utilizing sensitivity of chaos to initial conditions, the measures are shown as fol-
lows:  

− shunting an adjustable inductor on the two open connectors of secondary triangle 
windings on the three-phase five-core PT , 
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− shortcutting a set of low power triangle windings on the main transformer, 
− temporarily grounding the neutral point of the transformer, 
− any style files, templates, and special fonts you may have used, 
− connecting damped resistance in a zero-sequence circuit.  

 
It should also be noted that the special characters of chaos can provide a trigging 
signal for relay protection units, for example the 25Hz sine wave in the system. 

4.2   Utilization of Chaos  

Chaos was once misinterpreted as a harmful phenomenon. Later, chaos found great 
use in masking military communications and other fields. However, chaos and fer-
roresonance in power systems is still considered a harmful factor, and the attitude to it 
is still negative. The research on chaos mainly concentrates on obviating, not utilizing 
it. In philosophical opinions, there are advantages and disadvantages, good and bad 
aspects for everything. Chaos is no exception. According to the results of research in 
this field, chaos is not uncontrollable. As a result, the chaotic high over-voltage and 
strong current in ferroresonance could be utilized for some special purposes. 

A scheme of chaos utility in the electrical system for steel smelting is presented be-
low on the basis of chaos controlling. The traditional way for electrical smelting is via 
short circuit curl current. Great heat is produced in the short circuit for smelting 
metal. However, the short circuit process cannot be satisfied in many aspects, such as 
the response time, transient state and stability. While in chaotic circuit, a control order 
with small power can change different periodic orbits of the system in a stable way. 
These periodic orbits are a solution of system dynamics equations. The control of it 
needs only small, continuous signals. That is to say, the control of chaos is not like the 
control of a short circuit, in which always only two output orders, on and off, can be 
taken.  

A chaotic steel-smelting furnace regulates its heating current according to the 
chaos control theory. The small change in initial conditions can drive the current into 
the desired state during a short transient process by using the sensitivity of chaos, 
while it would exhaust large quantities of power for controlling in a longer transient 
process in the traditional way.  It is consistent with the basic idea of using weak elec-
tric signals to control the strong electrical actuators in computer control technology. 
On the contrary, in the traditional short circuit steel-smelting furnace, the heat is con-
trolled in the way of pulse width modulation, which limits the performance of regula-
tion. Chaotic high voltage generator can also be made in the use for verifying the 
quality of high voltage electrical apparatus in the manufacturing laboratory.  

5   Conclusions 

The chaos phenomenon caused by ferroresonance in power systems was misinter-
preted for many years. However, following extensive research on the subject, it is 
now possible to control and utilize it in an active way. In this paper, on the basis of 
analyzing the chaos of ferroresonance in an electrical system, some measures on  
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obviating and controlling chaos are summarized. The main contribution of this paper 
is the idea of a chaotic steel smelting furnace. 
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Abstract. As more and more real-time data is sent to databases by DAS, large 
amounts of data are accumulated in power plants. Abundant knowledge exists 
in historical data but it is hard to find and summarize this in a traditional way. 
This paper proposes a method of operation optimization based on data mining 
in a power plant. The basic structure of the operation optimization based on 
data mining is established and the improved fuzzy association rule mining is in-
troduced to find the optimization values from the quantitative data in a power 
plant. Based on the historical data of a 300MW unit, the optimal values of the 
operating parameters are found by using data mining techniques. The optimal 
values are provided to guide the operation online and experiment results show 
that excellent performance is achieved in the power plant. 

1   Introduction 

Data mining, sometimes referred to as knowledge discovery from databases, is a non-
trivial process of identifying implicit, valid, novel, potentially useful and ultimately 
understandable patterns in data. Data mining is used to improve decision-making 
ability, find regular patterns and predict future trends based on the archived data. Data 
mining is already widely used for commerce, finance, telecom and enterprise man-
agement. The researchers and engineers who have attempted to apply it to industrial 
monitoring and process control have achieved great success. McGreavy and Wang X 
Z used the KDD techniques to identify the status of the chemical industrial process in 
Britain [1]. Tony Ogilvie and B W Hogg put forward the idea of using data mining 
techniques [2] to establish the running and operating models in a power plant. 

As the electricity industry develops, more and more real-time data is sent to data-
bases by DAS and large amounts of data are accumulated. Abundant knowledge ex-
ists in historical data and it is hard to find and summarize this in a traditional way due 
to mass, high dimension and strong coupling of the data in the electric industrial proc-
ess. Data mining technique provides a novel and effective method to help solve these 
difficulties. It can acquire useful knowledge and rules from the mass of data to pro-
vide better decision support and better adjustment guidance in industrial processes. It 
is significant to find knowledge and modes from historical data to improve the  
performance in power systems. This paper proposes a new method to improve the 
performance and efficiency of electricity industry processes by combining the data 
mining technique with operation optimization in a power plant. 
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2   The Basic Structure of Operation Optimization System Based 
on Data Mining 

To keep the operating status optimized in an electric industrial process, two issues 
should be considered simultaneously: (1) The important process parameters must be 
controlled at high precision. (2) The optimization values must be properly decided. 
Generally, the advanced control techniques are partially emphasized, while the opti-
mization target values are ignored. The improvement of the performance by feedback 
control can’t exceed the condition decided by the target values. The optimization 
values reflect the reachable optimal parameters and status under a certain load, which 
is the basis for energy-loss and economical analysis. The decision regarding the opti-
mization value is a very important question for operation optimization in a power 
plant and is decided by considering accuracy, real-time and feasibility [3]. Acquiring 
the optimization value from historical data by data mining technique is a novel and 
efficient method. It reflects the actual operating state and can be achieved in practice. 

From the angle of data mining, the industrial process data in electricity production 
manifests stronger orderliness than the commercial process because the industrial 
process is less affected by uncertain factors. So we can design the artificial intelli-
gence assistance system based on the results of data mining and make optimal options 
and decisions by computer to guide the industrial process. The operation optimization 
basic structure based on data mining is shown in Fig. 1. 

 

Fig. 1. The basic structure of the operation optimization system based on data mining 

The architecture of operation optimization based on data mining includes three 
sub-parts: data warehouse, model base and knowledge base. The data warehouse is 
the base for data mining and decision-making and it collects data from MIS and SIS 
databases. The operation area is represented by several running models, which are 
obtained by data preprocessing, characteristic pick-up and clustering analysis. A se-
ries of dynamic models is established and the reasoning rules are formed. The  
real-time data is collected, preprocessed and identified. According to the results of 
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identification and utilizing the knowledge and rules from previous data mining, the 
optimal model sets are obtained and used to guide the operation. The MB and KB 
systems store the algorithm and knowledge for advanced application that are retrieved 
by data mining. They have the self-study and self-organizing ability to work harmoni-
ously together. The operator and manager can add or modify the model and knowl-
edge to extend and perfect the function for all kinds of advanced applications. 

3   Fuzzy Association Rule Mining 

The goal of association rule mining is to discover important relations among items. 
Agrawal and his co-workers proposed Apriori algorithm based on the concept of large 
item sets to find association rules from transactions [4]. Apriori algorithm is used for 
mining Boolean association rules. Quantitative association rule mining involves sepa-
rating the domain of quantitative attributes into intervals. The values of quantitative 
attributes were mapped to a set of contiguous integers, then the algorithm for finding 
Boolean association rules can be used on the transformed database to discover quanti-
tative association rules [5][6]. However, distinct partition will exclude those potential 
elements which are neighboring the boundary.  

To solve this problem, the fuzzy sets theory was introduced into the association 
rule mining process. The fuzzy concept is better than the partition method because 
fuzzy sets provide a smooth transition between members and non-members of a set. 
Therefore, we propose the use of fuzzy association rule mining to decide the opera-
tion optimization value in an electric industrial process. 

3.1   Determining the Data Mining Target 

Knowledge relevant to the object should be learned sufficiently before the data mining 
process commences. The coal consumption rate can reflect the economic performance 
in a power plant and is selected as the target of data mining. The parameter values that 
are relevant to the coal consumption rate are collected for the data mining process. 

The economic operation of a unit is affected by many factors; for example the load, 
coal, equipment status and the operation level of the operators. In this paper the mainly 
controllable parameters related to the operation optimization are mined to find the opti-
mization values. When the process parameters run at the optimization values, the coal 
consumption rate is minimized. The heat consumption is calculated according to the 
turbine power and the heat quantity and the boiler efficiency is calculated by the re-
verse-balance method. The coal consumption gB ( kW.h/g ) is calculated as [7]: 

)1(31.29 0 ξηη −
= rt

g
H

B  . (1) 

where rtH  is turbine heat consumption, h).kJ/(kW . η  is boiler efficiency, %. 0η  is 

pipeline heat preservation efficiency, assigned to be 99%. ξ  is electricity consumption, 

%. gB  is coal consumption, h)./(kWg . The coal consumption gB  is the performance 
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index to operation optimization. The aim of data mining is to acquire the quantitative 
association rules between parameter values and the optimal performance index. 

3.2   Data Selection and Data Transformation 

The running state in a power plant is often a dynamic process. When the unit state is 
far from the stable state, the performance index calculated from the process parame-
ters cannot reflect the actual state of the unit [8]. So the data in the stable state is se-
lected and analyzed when deciding the optimization values by data mining method. 
When the main steam pressure keeps stable for a period of time, the running state is 
defined to be a stable state because the main steam pressure is the most sensitive pa-
rameter to load change. The running state is stable when the variance of the main 

steam pressure )(
main

iP  is less than a certain threshold ξ  in the time period [t-d, t]. The 

formula is as follows: 
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where main

_

P  is the average value of the main steam pressure )(
main

iP . 

The data which satisfies the conditions mentioned above is selected, verified and 
transformed before data mining. The data is transformed into [0, 1]. The formula is  

)))(min())(/(max()))(min()(()(' iviviviviv −−=  . (3) 

where the minimum and maximum of v are calculated over a data aggregate or esti-
mated by the domain expert. This data is expressed in the form of <x l u> . For 
example, the load is expressed by <Me, 0, 1>, and the excess air ratio is expressed by 
<a, 0, 1>. 

3.3   Improved Fuzzy Association Rule Mining Algorithm 

In this paper the fuzzy sets theory was introduced into the association rule for mining 
quantitative data in the electricity industry. The proposed fuzzy mining algorithm first 
transforms each quantitative value into a fuzzy set using membership functions. The 
algorithm then calculates the scalar cardinality of each linguistic term on all the trans-
action data using the temporary set. The linguistic term with the maximum cardinality 
was used in later mining processes only, thus keeping the number of items the same 
as that of the original attributes. The mining process based on fuzzy counts is then 
performed to find fuzzy association rules [9]. In this paper the concept of interest is 
introduced to the fuzzy association rule mining to reduce invalid and redundant asso-
ciation rules. Interest is a judgment criterion to measure the novelty and importance of 
rules. The definition of interest is as follows. 
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where s(X) is the support of item X. The association rule is more important and novel 
when the interest is higher. 

The improved fuzzy association rule mining algorithm is described as follows. 
Input: A body of n transaction data, each with m attribute values, a set of member-

ship functions, a predefined minimum support value and a predefined confidence 
value. The p-th attribute in the j-th (j=1, 2, …, n) transaction can be described by k 

membership functions )...,,2,1)(( ksR p
s

j
p =μ , )...,,2,1( ksR p

s =  as a fuzzy set. 

Output: A set of fuzzy association rules. 

Step 1: Transform the quantitative value )...,,2,1( mpt j
p =  of each transaction 

)...,,2,1( njT j =  in D into a fuzzy set j
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where )...,,2,1( ksR s
p =  is p-th fuzzy region of attribute )...,,2,1( njT j = , and jT  is 

j-th transaction in D. 

Step 2: Build a temporary set 1C  including all the pairs ( s
pR , )( p
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p Rμ ) of data, 

where p=1, 2, …, m, s=1, 2, …, k. For each region s
pR  stored in 1C  calculate its sca-

lar cardinality for all transactions: 
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=
= , for p=1 to m, where k is the number of 

fuzzy regions for transaction )...,,2,1( njT j = . max
pweight  will be used to represent 

this attribute in later mining processes. 

Step 4: Check whether the max
pweight  of each )...,,2,1(max mpR p =  is larger than or 

equal to the predefined minimum support. If )...,,2,1(max mpR p =  is equal to or greater 

than the minimum support, insert it into the set of large 1 item sets ( 1L ). That is: 

}1,|{ maxmax
1 mpminsupportweightRL pp ≤≤≥=  . (7) 

Step 5: Set r=1, where r is used to represent the number of items kept in the current 
large item sets. 

Step 6: Generate the candidate set 1+rC  from rL . Restated, the algorithm joins rL  

and rL  under the condition that 1−r  items in the two items sets are the same and the 

other one is different. The item sets which have all their sub-r-item sets in rL  are put 

into 1+rC . 
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Step 7: Perform the following substeps for each newly formed (r+1)-item set 
)...,,,( 121 += rtttt  in 1+rC : 

(a) For each transaction jT , calculate its fuzzy value on )1...,,2,1( += rt εε  as: 

)(...)()( maxmaxmax
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where j=1 to n. If the minimum operator is used for the intersection, then: 
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μ  using 1+rC . 

(c) If 
εt

weight  is larger than or equal to the predefined minimum support, put 

)...,,,( 121 += rtttt  into 1+rL . 

Step 8: If 1+rL  is null, then perform the next step; otherwise, set r=r+1 and repeat 

Steps 6 to 8. 
Step 9: Construct the association rules for all large q-item set t with items 

)...,,,( 21 qttt , 2≥q  using the following substeps: 

(a) Form all possible association rules as follows: 

qkttttt kqkk ...,,2,1,...... 111 =∧∧∧∧∧ +− . (10) 

(b) Calculate the confidence values of all association rules using: 
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(c) Obtain the rules with confidence value larger than or equal to the predefined 
minimum confidence.  

Step 10: Calculate the interest values of all association rules by formula (4). Output 
the rules that satisfy the requirements of interest. 

After Step 10, the rules constructed are output and can act as the meta-knowledge 
for the given transaction. It is an expression based on reasoning and is easily under-
stood. 

4   The Application of Fuzzy Association Rule Mining in Operation 
Optimization 

Based on the historical data of the 300MW unit in Zhangjiakou Power Plant, the  
typical parameters which are related to process optimization are analyzed. These 
parameters include load, main steam pressure, main steam temperature, re-heated 
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temperature, feed water temperature, flue gas temperature, excess air ratio and so on. 
The quantitative association rules are acquired by analyzing the historical data. For 
example, Load ( nLL ...1 ), Parameters ( nPP ...1 ), Parameters ( mTT ...1 ) Coal consumption 

( gng BB ...1 ). In a given typical load range, the parameters related to a low coal con-

sumption rate are chosen as optimization values to optimize the electric industrial 
process. The rule to determine the optimal parameter values is expressed as: 

)...(),...()...( 111 nnn TTParameterPPParameterLLLoad  . 

By this method, the optimal operation parameters are decided according to load and 
other related conditions. The optimal values achieved from data mining are attainable 
and can reflect the actual optimal state in operation.  

According to the method mentioned above, the historical data from three recent 
months is analyzed. A total of 4,136 transactions of the operation parameters in a typical 
stable state are obtained. These transactions are standardized to the range [0, 1] by for-
mula (3). The parameters in these transactions are separated into fuzzy sets by the mem-
bership function. The membership function of the parameters is shown in Fig. 2.  

 
Fig. 2. The membership function 

The gradient and distribution are determined according to the characteristic of the 
actual object. The minimum support is set at 30% and the minimum confidence is set 
at 75%. The improved fuzzy association rule mining algorithm is applied to find the 
optimization values of important procedure parameters. 

Let’s take the fuzzy mining process of excess air ratio and the flue gas temperature 
as an example. The records of excess air ratio and flue gas temperature are taken from 
historical data when the unit is in 300MW stable load. The data is then standardized 
and is mined by a fuzzy mining algorithm. The following rule is output: 

81%)46%,(68.0,64.0,,32.0,30.0,30.0,20.0,,1, ==><><><>< csTBM gge α . 

where Me  is load, Bg is coal consumption rate, a is excess air ratio and Tg is flue gas 
temperature. This rule has a support value of 46% and a confidence value of 81%. It 
satisfies the requirements of minimum support and minimum confidence. The interest 
requirement is also satisfied (Interest=2.1). The corresponding range is: 

81%)46%,(2.147,6.145,,296.1,290.1,330,326,,300,298, ==><><><>< csTBM gge α .  
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This rule means that when the load is in 100% load range (298MW~300MW) and the 
coal consumption is low (lower than 328g/kW.h), the optimal range of excess air ratio 
is 1.290~1.296 and that of flue gas temperature is 145.6~147.2 degrees centigrade. 
The midpoint of the interval can be adopted as the optimal point. Then the optimiza-
tion value of excess air ratio a is 1.293 and that of the flue gas temperature is 146.4 
degrees centigrade when the load is in the 100% load range. According to the method 
mentioned above, by utilizing the improved fuzzy association rule mining algorithm 
to mine the optimization value in a typical load range of 70%, 90% and 100%, a set of 
optimization values is obtained. The optimal values obtained from fuzzy data mining 
and the reference values obtained in the traditional way are listed in Table 1. 

Table 1. The comparison of reference value and optimal value of a 300MW power unit 

210MW 270MW 300MW Parameters 
Reference Optimal Reference Optimal Reference Optimal 

Main steam pressure MPa 12.96      13.24 16.67      16.66 16.67      16.71 
Main steam temperature  537.0      537.2 537.0      538.1 537.0      538.3 
Reheat temperature  537.0      535.4 537.0      537.4 537.0      537.8 
Feed water temperature  248.9      254.6 264.6      270.4 270.9      276.2 
Flue gas temperature  135.2      132.4 150.3      142.8 155.2      146.4 
Excessive air ratio  1.450      1.482 1.354      1.321 1.328      1.293 

Table 2. The comparison of experiment results between the data mining (DM) method and the 
traditional method (TM) under typical load ranges 

Experiment results comparison Processing parameters 
TM DM TM DM TM DM TM DM 

Load (MW) 210.6 211.2 241.5 240.8 270.7 271.3 301.2 298.7 
Feed water temperature ( ) 246.9 252.4 254.1 256.3 262.5 273.2 269.3 275.8 
Flue gas temperature ( ) 136.1 134.2 145.4 138.5 151.6 142.4 156.8 147.2 
Unburned carbon in fly dust (%) 4.02 3.45 3.85 3.34 3.54 3.07 4.16 3.62 
Unburned carbon in slag (%) 5.13 5.21 5.42 4.42 4.11 3.12 4.48 3.25 
Excess air ratio 1.448 1.481 1.402 1.396 1.351 1.317 1.334 1.294 
Heat loss due to flue gas (%) 5.92 5.78 5.71 5.70 4.93 4.62 5.32 5.16 
Unburned carbon loss (%) 1.68 1.49 1.53 1.47 1.51 1.42 1.76 1.54 
Electricity consumption rate (%) 4.82 4.58 4.13 4.08 3.75 3.68 3.43 3.34 
Boiler efficiency (%) 91.83 92.13 92.21 92.44 93.16 93.38 92.45 92.82 
Coal consumption rate  (g/kW.h) 351.5 350.1 346.2 345.3 338.6 336.2 332.4 330.7 

 
Table 1 shows that the optimization values are close to the reference value, and the 

optimization values determined by data mining are inclined to reduce the coal con-
sumption based on the theory analysis. The newly found rules and knowledge can be 
added to the model base or the knowledge base to optimize the industry process. 

The optimization values are set online to examine the effects of optimization in 
Zhangjiakou Power Plant. The process parameters are optimized based on the results 
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of the improved fuzzy association rule mining. The experiment results returned be-
tween traditional method (TM) and data mining (DM) method under different load 
ranges (70%, 80%, 90%, 100%) are shown in Table 2. It can be seen that the per-
formance of the boiler improved noticeably. The average boiler efficiency improved 
by about 0.28% and the coal consumption reduced by about 1.6g/kW.h. The operation 
optimization based on data mining is an effective method to improve the efficiency in 
the power plant. The coal consumption and the emission of pollution also decreased 
greatly. 

The optimal curves can be obtained by regression analysis of the optimization val-
ues that were determined by data mining. Taking the excess air ratio and the flue gas 
temperature as an example, the optimization value curves obtained by data mining 
and the reference value curves are shown in Fig. 3. 

 

Fig. 3. The comparison of curves between optimization value and reference value of important 
controllable parameters 

Fig. 3 shows that the optimization values of excess air ratio based on data mining are 
higher in low load range and lower in high load range than the reference values, with 
their values being close in 80% load. The higher excess air ratio is adopted in the lower 
load range for stable burning and safety, while the lower excess air ratio is adopted in 
higher load for reducing the heat loss in flue gas. The lower flue gas temperature is 
conducive to reducing heat loss and coal consumption. The optimal curves determined 
by data mining are inclined to improve the economic performance by theory analysis. 
Therefore, they can be used to guide the operation in industrial process. 

5   Conclusion 

The operation optimization is the main method to improve the performance in a 
power plant and the decision of optimization value is the key point in operation opti-
mization. In this paper we proposed the process control and optimization based on 
data mining and applied the improved fuzzy association rule mining to find the opti-
mization values in a power plant. The determination of optimization values based on 
data mining has several virtues over the traditional methods: (1) The optimization 
value can be dynamically regulated according to different decision requirements such 
as low coal consumption or low contamination emissions. (2) The target value which 
is determined from historical data is attainable and reasonable in practice. (3) The 
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optimization value is presented in an interval, so the operator has more choices 
when optimizing the industrial process. Experimental results in a 300MW power 
plant show that the optimization value based on data mining performs very well and 
can be used to guide the operating process to achieve an efficient performance. 
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Abstract. Recently, negative association rule mining has received some
attention and proved to be useful. This paper proposes an extended form
for negative association rules and defines extended negative association
rules. Furthermore, a corresponding algorithm is devised for mining ex-
tended negative association rules. The extended form is more general and
expressive than the three existing forms. The proposed mining algorithm
overcomes some limitations of previous mining methods, and experimen-
tal results show that it is efficient on simple and sparse datasets when
minimum support is high to some degree. Our work will extend related
applications of negative association rules to a broader range.

1 Introduction

Association rule mining, as an important problem in data mining, was originally
proposed in [1]. It is intended to discover implicit and interesting associations
among data items in a dataset.

The originally proposed rules are positive association rules, which are impli-
cations of the form X → Y , where X, Y ⊂ I (I = {i1, i2, ..., im}, which is called a
set of items). Most of the existing work has concentrated on positive association
rules. Recently, mining for negative association rules has received some attention
and proved to be useful.

1.1 Negative Association Rules

Logically speaking, a negative association rule is a rule with the connective “¬”,
which corresponds to the absence or negative attribute of an item or an itemset.
For example, a ∧ ¬b ∧ ¬(c ∧ d) → e is a negative association rule. Negative
association rules are introduced since there exist many cases where negative
attributes of items or itemsets need to be considered in the real world.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 159–168, 2006.
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1.2 Related Work

Negative correlation in association rules was first mentioned in [3]. Since then, to
the best of our knowledge, three typical forms and three corresponding mining
methods have been proposed. For convenience, we will denote the three forms
by F1, F2, F3, and the corresponding methods by M1, M2, M3 respectively.

The first form F1 [6] is defined as an implication of the form X �→ Y , whose
intuitive meaning is that X → Y does not hold. The basic idea is: if εp(Y |X)
(expected value) is high to some degree, and p(Y |X) (actual value) is significantly
lower, then X �→ Y is an interesting negative rule. In M1, the expected value is
computed based on taxonomy.

The form F2 [9,10] extends X → Y to four basic types: X → Y , X → ¬Y ,
¬X → Y and ¬X → ¬Y , where X → Y is a positive rule and the other three
are negative rules. In M2, rules are generated based on observations: if minsup is
high, sup(X∪¬Y ) ≥ minsup would mean that sup(X∪Y ) ≤ minsup. Therefore,
if minsup is high, negative rules are extracted from infrequent itemsets.

The form F3 [7] can be represented as X ∧ N → c, where X ⊂ I, N ⊂
NI, c ∈ I or NI (NI = {¬i1,¬i2, ...,¬im}). The essence of M3 is to extend
GRD (generalized rules discovery) approach [8] from generating positive rules
to generating both positive rules and negative ones.

1.3 Motivation

We note that the three existing forms have some limitations. Obviously, F1 is too
vague to precisely describe the actual relationship between itemsets X and Y .
Although F2 and F3 further refine F1, they are not general enough. To sum up,
none of the three forms can represent such a general form as: “a∧¬b∧¬(c ∧ d) →
e ∧ ¬f ∧ ¬(g ∧ h ∧ i)”, which is sometimes used in cases in the real world.

One example is prevention or diagnosis of new infectious diseases such as
SARS. Diagnosis of SARS is so complicated that, perhaps, we should consider
three attributes (absence, presence and non-simultaneous presence) of symptoms
to identify patients with SARS. In this case, the form of a rule may be:

s1∧ ...∧si∧¬sj ∧ ...∧¬sj+t ∧¬(sr ∧ sr+1)∧ ...∧¬(sr+q ∧ sr+q+1) → SARS (1)

Another example is the analysis of certain chemical reactions. If we want to
find out how a chemical compound is produced, we sometimes have to precisely
consider conditions of reactions: what substances are present, what substances
are absent and what substances are not simultaneously present.

To handle these cases, a general form for negative association rules should
be proposed, and a corresponding mining algorithm should be devised. This is
what this paper aims at. In addition, the proposed mining algorithm tries to
overcome the limitations of the previous mining methods.

The rest of this paper is organized as follows. Section 2 defines an extended
form for negative association rules and extended negative association rules. Sec-
tion 3 proposes a corresponding mining algorithm. Experimental results are pre-
sented in Section 4. Section 5 contains our conclusion and future work.
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2 Extended Negative Association Rules

This section proposes an extended form for negative association rules and defines
extended negative association rules.

We observe that the general form mentioned above comprises three basic
components as follows.

– a: Positive item, which denotes the presence of item a.
– ¬b: Negative item, which denotes the absence of item b.
– ¬(c ∧ d): Negation of positive itemsets, which denotes the non-simultaneous

presence of items c and d (Note: in this paper, ¬(c ∧ d) = ¬(cd) = ¬{c, d}).
Theoretically, a general form should permit the three basic components to

occur in both the antecedent and the consequent of a negative rule. The extended
form (EF) that we propose is such a form.

2.1 Concepts and Notation

In this study, the three basic components are referred to as a “pattern”. Note
that our use of pattern differs from that of the literature. A set of patterns is
denoted by Pa (Pa = I ∪ NI ∪ NS), where I, NI and NS refer to the sets of
the three basic components respectively. They are defined as:

– I = {i1, i2, ..., im}(m = 1, 2, ...)
– NI = {¬i1,¬i2, ...,¬im}(m = 1, 2, ...)
– NS = {¬X |X ⊆ I, |X | ≥ 2}

Thus, pattern is the basic element of the EF that we propose.
A pattern p is frequent if a) sup(p) ≥ minsup and b) 1 − sup(p) ≥ minsup

if p ∈ NI or p ∈ NS. k − patternset is denoted by psk, which is defined as:

psk = {{p1, ..., pk}|∀i, j = 1, ..., k, pi, pj ∈ Pa, atoms(pi) ∩ atoms(pj) = ∅} (2)

where i �= j and atoms(pi) is the set of atoms appearing in pi. For example, if
pi = ¬(c ∧ d), then atoms(pi) = {c, d}. Patternset is denoted by ps (ps = ∪kpsk).
Other related notations are defined as follows.

– PS (PSk): a set of patternsets (k-patternsets)
– L (Lk): a set of frequent patternsets (k-patternsets)
– NSL: a set of frequent negations of positive itemsets
– PL (PLk): a set of frequent positive itemsets (k-itemsets)
– NL1: a set of frequent negative items (NL1 ⊆ NI)

2.2 Definitions

Definition 1. (EF) The extended form for negative association rules is an im-
plication as follows:

p1 ∧ p2 ∧ ...pn1 → q1 ∧ q2 ∧ ...qn2 = {p1, p2, ..., pn1} → {q1, q2, ..., qn2}

= Antecedent(Ant) → Consequent(Cons) (3)
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where, 1 ≤ n1, n2 < m; ∀i ∈ {1, ..., n1}, pi ∈ Pa, ∀j ∈ {1, ..., n2}, qj ∈ Pa;
Ant ∪ Cons ∈ PSn (n = n1 + n2 is the size of the rule).

The form EF has the following five special cases:

– Case 1: X → Y when Ant ⊂ I, Cons ⊂ I
– Case 2: X → ¬Y when Ant ⊂ I, Cons ∈ NS or NI
– Case 3: ¬X → Y when Ant ∈ NS or NI, Cons ⊂ I
– Case 4: ¬X → ¬Y when Ant ∈ NS or NI, Cons ∈ NS or NI
– Case 5: X ∧ N → c when Ant ⊂ (I ∪ NI), Cons ∈ I or NI.

Clearly, positive rules, F1, F2 and F3 all fall within the special cases of EF.

Definition 2. Rules of the form EF are called extended negative association
rules (ENARs)

Definition 3. (An Interesting ENAR) Given minsup, mininterest and
minconf , an extended negative association rule r: Ant → Cons is interesting iff

1. Ant ∪ Cons ∈ Ln

2. interest(r) = sup(Ant ∪ Cons) − sup(Ant)sup(Cons) ≥ mininterest
3. conf(r) = [p(Cons|Ant) − p(Cons)]/[1 − p(Cons)] ≥ minconf

3 The Proposed Mining Algorithm

In this section, we propose an algorithm for mining extended negative association
rules (AMENAR).

The main framework of AMENAR is Apriori-like [2], i.e., the mining problem
is decomposed into two subproblems: a) Finding the set of frequent patternsets
L; b) Generating all interesting ENARs from L. To avoid too many scans of the
dataset, we select a highly compact data structure, Patricia trie [5], to represent
dataset D, so that D fits in the main memory. Note that L1 is the base for
generating L. According to the definition of L1, before L1 is generated, the set
of frequent positive itemsets, PL, must be found. The FP-growth algorithm [4]
is used to find PL since it is an efficient FP-tree-based algorithm for generating
frequent positive itemsets. Before moving on to the AMENAR algorithm, we
review the Patricia trie roughly.

3.1 Patricia Trie

The Patricia trie [5] is a simple modification of the FP-tree [4] by combining
unary branching nodes. The main reason for choosing the Patricia trie is that its
high reduction ratio enables a moderate-sized dataset to fit in the main memory.
It must be remarked that, in this study, we focus on only those cases where
the Patricia trie fits in the main memory, and AMENAR is a memory-based
algorithm.
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Table 1. Dataset D and ordered frequent positive items

TID Items bought (Ordered) frequent positive items

01 f, d, b b, f
02 a, b, c, f b, c, a, f
03 b, e, f b, f
04 a, f, c c, a, f
05 f, b, c b, c, f
06 c, a c, a
07 a, c, b b, c, a
08 c, e, a c, a
09 d
10 b b

3.2 The AMENAR Algorithm

In AMENAR, all interesting ENARs are generated by the following four phases:

– Phase 1: Construct a Patricia trie for dataset D.
– Phase 2: Find the set of positive frequent itemsets PL by using the FP-

growth algorithm; then generate the set of frequent 1-patternsets L1.
– Phase 3: Starting from L1, find the set of frequent k-patternsets Lk by using

a strategy of candidate-generation-and-test iteratively (L = ∪kLk).
– Phase 4: Generate all interesting ENARs from L.

The four phases are illustrated by Example 1 below.

Example 1. Let dataset D be the first two columns of Table 1. Let I = {a, b, c, d,
e, f}, minsup = 0.4, mininterest = 0.1, minconf = 0.5. We examine how
AMENAR generates all interesting ENARs from D.

Phase 1. The Patricia trie is constructed as follows: a) Scan D once and collect
the set of frequent positive items F , then sort F in support-descending order as
FList; b) Scan D again and insert the ordered frequent positive items in each
transaction into the Patricia trie. In this example, FList = {b : 6, c : 6, a : 5, f :
5}. The ordered frequent positive items are shown in the last column of Table
1, and the Patricia trie is shown in Fig.1.

Phase 2. First, find PL by using the FP-growth algorithm. After PL has been
found, NL1 and NSL can be generated directly according to their definitions.
In this example, they are:

– PL = {{b : 6}, {c : 6}, {a : 5}, {f : 5}, {(bf) : 4}, {(ca) : 5}}
– NL1 = {{¬b : 4}, {¬c : 4}, {¬a : 5}, {¬f : 5}}
– NSL = {{¬(bf) : 6}, {¬(ca) : 5}}
– L1 = PL1 ∪ NL1 ∪ NSL
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Fig. 1. Patricia trie for Dataset D

Phase 3. This phase implements two major operations: candidate-generation
and test. For ensuring the correctness of the two operations, patterns are ordered
according to FList.
In essence, the candidate-generation operation is a join operation, i.e., a set of
candidate k-patternsets Ck is generated by joining Lk−1 with Lk−1.

The test operation counts the support of each candidate as soon as a can-
didate c (c ∈ Ck) is generated. If the support is larger than minsup, then c is
added to Lk, or else c is pruned. The key operation is the counting of support,
which is illustrated by Example 2 below.

Example 2. Examine the dataset in Table 1 and the Patricia trie in Fig.1. Let
minsup = 0.3, l1 = {c,¬b}, l2 = {c,¬(a ∧ f)}, c′ = l1 join l2 = {c,¬b,¬
(a ∧ f)}. sup(l1) = 0.3, sup(l2) = 0.4, l1, l2 ∈ L2, c′ ∈ C3. We focus on the
counting of sup(c′).

Note that sup(c′) = sup(l1) − count(l)/10, where l = {c, a, f,¬b}. Now count(l)
needs to be counted. First, we introduce three notations: a) I − P (l): part I of
l; b) NI − P (l): part NI of l; c) NS − P (l): part NS of l. In this example,
I − P (l) = {c, a, f}, NI − P (l) = {¬b}, NS − P (l) = ∅. Count(l) is counted as
follows: choose the last element of I − P (l) (denoted by LastI − P (l)), f , as a
base, then travel each path (from the parent node of f to the root) to identify
whether l − {f} is on the path. If l − {f} is on the path, then f.num is added
to count(l). The paths are shown in Fig.1, where path1 = {b}, path2 = {a, c, b},
path3 = {c, b}, path4 = {a, c}. The sup(c′) is computed as follows.

count(l) =
4∑

i=1

count(pathi) = 0 + 0 + 0 + 1 = 1 (4)

sup(c′) = 0.3 − 1/10 = 0.2 < minsup (5)

In addition, to avoid generating conflicting patternsets and too many candi-
dates, two candidate-pruning strategies are implemented before sup(c′) is
counted.



Extended Negative Association Rules 165

– Candidate-pruning1: A new candidate c′ (c′ ∈ Ck) is pruned if there exists
an infrequent (k − 1)-subset in c′.

– Candidate-pruning2: A new candidate c′ (c′ ∈ Ck) is pruned if it conflicts
with an existing frequent patternset l (l ∈ Lk′ , k′ = k or k′ = k − 1), e.g.,
c′ = {b, a,¬d}, l = {b, a, d}, or c′ = {b, c, f,¬a}, l = {b,¬a,¬(c ∧ f)}.

Phase 4. This phase generates the ENARs that satisfy the constraints: minsup,
mininterest and minconf from L. To avoid generating redundant rules, we
consider two kinds of redundant rules and adopt two corresponding rule-pruning
strategies, which are illustrated by Example 3 as follows.

Example 3. (adapted from [3]) Given a dataset D of 100 transactions, let minsup
= 0.2, mininterest = 0.13, minconf = 0.38. We focus on the purchase of tea
(t) and coffee (c). Their counts are shown in Table 2. Consider three nega-
tive rules: r1: ¬c → t[0.42, 0.1384, 0.874], r2: ¬t → c[0.34, 0.1384, 0.874] and r3:
t → ¬c[0.42, 0.1384, 0.386] (The three values behind each rule refer to support,
interest and confidence of the rules respectively).

Table 2. Tea and coffee

c ¬c
∑

row

t 22 42 64
¬t 34 2 36∑

col 56 44 100

First, consider a pair of equivalent rules: r1 and r2. Logically, r1 is equivalent
to r2, therefore the rule with lower support, r2, can be pruned.

Second, consider a pair of reverse rules: r1 and r3. Clearly, the rule with lower
confidence, r3, can be pruned. Moreover, we observe that, in a pair of reverse
rules, the rule with higher antecedent’s support has lower confidence (the proof
is omitted). The above pruning strategies are summarized as follows.

– Rule-pruning1: In a pair of equivalent rules, the rule with lower support is
pruned.

– Rule-pruning2: In a pair of reverse rules, the rule whose antecedent has
higher support is pruned.

We apply AMENAR, M2 and M3 to dataset D in example 1. The rules found
by the three methods are compared in Table 3.

Remark 1. a) In Table 3, “Y ” means the rule is included in the results; “N”
means the rule can not be represented by the form; “Miss” means the rule is
missed by the method, although it is an interesting rule by the definition; b)
Redundant rules r′1 : ¬c → ¬a, r′′1 : c → a and r′′′1 : ¬a → ¬c are pruned
in AMENAR; c) Some negative rules are missed in M2 since the observations
it is based on are inaccurate; d) M1 is not included since it is dependent on
taxonomy.
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Table 3. Rules found by AMENAR, M2 and M3

AMENAR/EF M2/F2 M3/F3

r1 : a → c Y (r1′, r1′′, r1′′′) Y (r1′, r1′′, r1′′′)
r2 : a ∧ ¬(b ∧ f) → c N N
r3 : c ∧ ¬(b ∧ f) → a N N
r4 : c ∧ a → ¬(b ∧ f) Miss N
r5 : f → b Y Y
r6 : ¬a → b Y Y
r7 : ¬b → ¬(b ∧ f) Miss N

3.3 Advantages of AMENAR

Compared with M1, M2 and M3, AMENAR has the following advantages:

– Mining power: a) As shown in Table 3, AMENAR is more powerful than M2

and M3, since it finds not just a subset but all interesting ENARs; b) Unlike
M1, AMENAR is independent on domain knowledge such as taxonomy.

– Accuracy: AMENAR is more accurate than M2 and M3 since a) it filters
conflicting rules and two kinds of redundant rules; b) it will not miss rules.

– Space efficiency: a) Due to the high compactness of the Patricia trie, AME-
NAR has high space efficiency; b) The pruning strategies used in AMENAR
further reduce the space cost.

– Time efficiency: a) I/O cost: only two scans of the dataset are required in
AMENAR, while (k +1) scans are required in the previous methods; b) The
cost of generation and test: it is related to the characteristics of datasets.
(In Section 4, the time efficiency will be analyzed further by experimental
results).

4 Experimental Results

To study the effectiveness of the AMENAR algorithm, we have performed AME-
NAR, M2 and M3 on two synthetic datasets and compared their effectiveness.

4.1 Experiment Design and Environment

We use Visual C++ programming language to implement the algorithms. The
algorithms are performed on a personal computer of an Intel Pentium processor
with a clock rate of 2.6GHz and 512MB main memory.

4.2 Datasets

The experiments are conducted on two synthetic datasets: one is T10I4D100K,
which is a simple and sparse dataset downloaded from [11], and the other is
Dtest, which is a complex and dense dataset produced by a synthetic data
generation program [2]. Table 4 shows the characteristics of the datasets.
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Table 4. The characteristics of the datasets

Dataset |R| |T | |MaxFP | |r|

T10I4D100K 987 10 4 98376
Dtest 18490 43 10 87045

Remark 2. |R|: the number of items that occur in dataset D, |R| = |I| = m. |T |:
the average number of items in each transaction. |MaxFP |: the size of maximal
frequent positive itemsets. |r|: the number of transactions.

4.3 Experimental Results and Analysis

Figure 2 (a) shows the run time of the three algorithms on T10I4D100K with
the variation of minsup. When minsup is lower than 2%, AMENAR is slower
than M2 and M3. This is because when minsup is low, too many candidates
are generated. When minsup is over 2%, AMENAR is more efficient than M2

and M3 since the number of candidates generated is not too large, and the main
overhead is searching the Patricia trie in main memory for frequent patternsets.

Figure 2 (b) shows the run time on dataset Dtest. We see that AMENAR is
not efficient on complex and dense datasets with too many items (|R| = 18490)
and long frequent patternsets (|MaxFP | = 10), since too many frequent items
are generated in Phase 2 and too many candidates are generated in Phase 3.

According to our experimental experience, AMENAR is efficient when a)
|PL1| has a magnitude of O(102); b) |MaxFP | < 5; c) minsup is high to some
degree. Furthermore, the experimental results show that AMENAR has a linear
scalability against the number of transactions.

Fig. 2. (a) Run time on T10I4D100K (b) Run time on Dtest

5 Conclusions and Future Work

In this paper, we proposed an extended form for negative association rules
and a corresponding mining algorithm AMENAR. The extended form is more
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expressive than the previous forms. The AMENAR algorithm is efficient on
simple and sparse datasets, and has overcome some limitations of the previous
methods.

Our work will extend related applications of negative association rules to a
broader range, such as the prevention or diagnosis of some new infectious diseases
and the analysis of some chemical reactions.

However, some problems remain unsolved in our current work. Furthermore,
we intend to carry out the following work: first, we will improve the efficiency
of AMENAR on complex and dense datasets and second, we will extend the
form EF to quantitative, multilevel and multidimensional forms, and propose
the corresponding mining methods.

Acknowledgements

We would like to thank Qiang Yang and Jiahuai You for their useful comments
and suggestions. We would also like to thank Wu Chen and Yisong Wang for
their helpful discussions.

References

1. R. Agrawal, T. Imielinski, A. Swami: Mining Association Rules between Sets of
Items in Large Databases. Proceedings of the ACM SIGMOD Intl. Conf. on Man-
agement of Data (1993) 207-216

2. R. Agrawal, R. Srikant: Fast Algorithm for Mining Association Rules. Proceedings
of VLDB (1994) 487-499

3. S. Brin, R. Motwani, C. Silverstein: Beyond Market Basket: Generalizing Associa-
tion Rules to Correlations. Proceedings of the ACM SIGMOD (1997) 256-276

4. J. Han, J. Pei, Y. Yin, R. Mao: Mining Frequent Patterns Without Candidate
Generation: A Frequent-pattern Tree Approach. Data Mining and Knowledge Dis-
covery, Vol. 8 (2004) 53-87

5. A. Pietracaprina, D. Zandolin: Mining Frequent Itemsets Using Patricia Tries.
Proceedings of IEEE FIMI (2003)

6. A. Savasere, E. Omiecinski and S. Navathe: Mining for Strong Negative Associa-
tions in a Large Database of Customer Transactions. Proceedings of ICDE (1998)
494-502

7. D.R. Thiruvady, G.I. Webb: Mining Negative Rules in Large Databases Using
GRD. Proceedings of PAKDD (2004) 161-165

8. G.I. Webb, S. Zhang: Beyond Association Rules: Generalized Rule Discovery. Pro-
ceedings of KDD (2002) 14-17

9. X. Wu, C. Zhang, S. Zhang: Mining Both Positive and Negative Association Rules.
Proceedings of ICML (2002) 658-665

10. X. Wu, C. Zhang, S. Zhang: Efficient Mining of Both Positive and Negative As-
sociation Rules. ACM Transactions on Information Systems. Vol. 22, No. 3 (2004)
381-405

11. Frequent Itemset Mining Dataset Repository, http://fimi.cs.helsinki.fi/data//



D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 169 – 178, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

An Ant Clustering Method for a Dynamic Database  

Ling Chen 1,2, Li Tu1, and Yixin Chen3 

1 Department of Computer Science, Yangzhou University, Yangzhou 225009, China 
2 State Key Lab of Novel Software Tech, Nanjing University, Nanjing 210093, China 

lchen@yzcn.net 
3 Department of Computer Science and Engineering, Washington University in St. Louis, 

St. Louis, MO 63130, USA 
chen@cse.wustl.edu 

Abstract. We propose an adaptive ant colony data clustering algorithm for a 
dynamic database. The algorithm uses a digraph where the vertices represent 
the data to be clustered. The weight of the edge represents the acceptance rate 
between the two data connected by the edge.  The pheromone on the edges is 
adaptively updated by the ants passing through it. Some edges with less phero-
mone are progressively removed under a list of thresholds in the process. Strong 
connected components of the final digraph are extracted as clusters. Experimen-
tal results on several real datasets and benchmarks indicate that the algorithm 
can find clusters more quickly and with better quality than K-means and LF. In 
addition, when the database is changed, the algorithm can dynamically modify 
the clusters accordingly to maintain its accuracy. 

1   Introduction 

Clustering aims to discover sensible organization of objects in a given dataset by 
identifying similarities as well as dissimilarities between objects. Without any prior 
knowledge, it classifies a mass of data into clusters which are clear in space partition 
outside and highly similar inside. Cluster analysis has found many extensive applica-
tions including classification of coals [1], toxicity testing [2], discovering of clusters 
in DNA nucleotides [3], etc.  

Recently, inspired by the swarm intelligence [4-5] shown through the self-organizing 
behavior of social insects (e.g. birds, bee, fish, ants etc.), researchers created a new type 
of artificial ant to imitate the natural ants’ behaviors, and named it artificial ant colony 
system. By simulating the ants’ swarm intelligence, M. Dorigo et al. first advanced the 
ant colony optimization algorithm (ACO) [6-8] to solve several discrete optimization 
problems. In ACO, artificial ants are created to emulate the real ants in the process of 
seeking food and information exchange. The successful simulation has been applied to 
the traveling salesman problem (TSP) [9], system fault detection [10], sequential order-
ing [11], and other combinational optimization problems [12-13].   

Researchers also have applied artificial ant colony to data clustering by simulating 
the behavior of ants’ corpses piling. Deneubourg et al advanced a basic model (BM) 
[14] to explain the ants’ corpses piling phenomenon and presented a clustering  
algorithm based on this model. By modifying BM algorithm, Lumer and Faieta [15] 
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presented a formula to measure the similarity between two data objects and designed 
the LF algorithm for data clustering. In BM and LF, the ants consume large amounts 
of computation time and memory space since the data items cannot move directly and 
efficiently.  

We propose an adaptive ant colony data clustering algorithm for a dynamic data-
base. The algorithm uses a digraph where the vertices represent the data to be clus-
tered and the weighted edges between the vertices represent the acceptance rate 
between the two data the algorithm connects. The ants travel in the digraph and 
update the pheromone on the edges as they pass through.  Some edges with less 
pheromone are progressively removed under a list of thresholds in the process. 
Strong connected components of the final digraph are extracted as clusters. Experi-
mental results on several real datasets and clustering benchmarks indicate that the 
algorithm is able to find clusters faster with better clustering quality and is easier to 
implement than K-means and LF. When the database is changed after inserting or 
deleting some records, the algorithm can dynamically modify the clustering accord-
ingly to maintain its accuracy. 

2   Ant Clustering with a Digraph 

2.1   The Framework of the Algorithm Ant-Cluster 

The framework of the proposed algorithm Ant-Cluster is as follows. 

Algorithm 1. Ant-Cluster 

1. Initialize parameters; h=1; 
2. Initialize the pheromone digraph (V,E); 
3. Place ants at randomly selected data sites; 
4. while  (iter-num<maxnum)  do  // maxnum=500  
5.     for each ant k do 
6.    while not (∀ v∈V have been visited) do 
7.         Select the next edge in E to visit ac 
                   cording to probability function p ; 
8.    end do  
9.     end for       
10.     Update the pheromone on edges in E;  
11.     if  (iter-num%10==0) then 
12.    for each edge(i,j) in E do 
13.        if ijτ  < gh  remove (i,j) from E; 

14.    end for 
15.    Adaptively update the value of βα , ; 
16.    h=h+1;  
17.   end if 
18.      iter-num=iter-num+1; 
19. end do 
20. Compute the strong connected components of the final 

digraph to form the clusters. 
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2.2   The Acceptance Rate Between Data Objects  

Line 2 in the algorithm constructs a weighted digraph where the weight of the edges is 
the acceptance rate between the two data it connects. The acceptance rate can be com-
puted from the similarity between the data objects.  

Definition 1. The Set of Data Items  
We use ),( AOS =  to denote a set of n data items here 

 },....,{ 21 nOOOO =  represents the set of data objects,  

 },....,{ 21 rAAAA =  represents the attributes of data objects, where 

),...2,1(, nii ∈∀ , ),...2,1(, rkaik ∈∃  denotes the attribute Ak of Oi , therefore Ak 

could be denoted as a r-dimensional vector ai1,ai2,…air , },...2,1{ ni ∈ . 

Definition 2. The Difference between Data Items 
The difference between two data items Oi and Oj  is defined as: 

njiaajidif
r

k
jkik ,...2,1,,),(

1
=−=

=
 . (2.1) 

Definition 3. The Similarity between Data Items  
For two data items Oi and Oj , we use ),( jiSim  to denote their similarity:  

dif

jidif
jiSim

max

),(
1),( −=  . (2.2) 

Here, ),(maxmax
,1

jidifdif
nji ≤≤

= denotes the largest difference among the data items. 

We use )(iavesim and )(max isim to denote the average and maximum similarity of 

Oi with all the other data items. 

Definition 4. The Acceptance Rate 
We use accept(i ,j) to denote the acceptance rate of data item Oi  to Oj : 

))(max)((
2

1
),(),( isimiavesimjiSimjiaccept +−=  . (2.3) 

The more similar two data objects are, then the greater the acceptance rates to each 
other will be. Where the value of accept(i ,j) is below zero, it will not be included in 
E. Using accept(i ,j) as the initial pheromone ijτ of the edge (i,j), we can form a 

weighted digraph. The value of ijτ  will be updated in each step of clustering by the 

pheromone deposited by the ants passing this edge. The set of edges E will be updated 
in the process of the algorithm since some of the edges with pheromone less than a 
certain threshold can gradually be deleted from the graph. 

In Ant-Cluster, the proposed initial pheromone values are set on the edges of the 
digraph, while in the traditional ant colony algorithm initial values of the pheromone  
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at all edges are set as zero. This initial pheromone value of Ant-Cluster is very impor-
tant for the ants’ latter movements and for the efficiency of the algorithm’s execution. 
It will help to update the digraph for the final clustering. 

2.3   The Probability Function 

In Ant-Cluster, artificial ants are used for visiting data items represented by the verti-
ces in the digraph. A certain probability function is computed for the antk to select the 
next vertex, namely the next data object, to move to. To select the most similar data 
item, the ant on data item i should select the next data item j according to the follow-
ing formula:  

} ≤
= ∈

otherwisetpyprobabilitbyselected

qqwhent
j

k
ij

iuiu
allowedu k

)(

,])([maxarg 0
βα ητ

 . (2.4) 

where allowedk is the set of vertices that can be chosen by the k-th ant, and constant q0 
is a threshold for the vertex connected by the edge with the largest amount of phero-
mone to be chosen. In each iteration, a random number ]1,0[∈q  is generated and 

compared with q0. When q>q0
 , data item j is chosen by the probability function de-

fined as (2.5), otherwise the ant selects the vertex connected by the edge with the 
largest amount of pheromone. 

∈=
∈

otherwise

allowedj
tt

tt

tp k

allowedr irir

ijij
k
ij

k

0

)()(

)()(

)( βα

βα

ητ

ητ
 . (2.5) 

Here, we adopt the common probability formula form in ACO, but an adaptive strat-
egy is applied on α and β  which will be introduced in section 2.5. 

2.4   Heuristic Function and Pheromone Updating 

In (2.5), ijη  is the heuristic function which reflects the preference of the edge (i, j) to 

be selected by the ants. Obviously, the greater the similarity between the two con-

nected data objects, the more preference the edge should receive. Therefore, ijη  is 

defined as:  

 ),( jiSimij =η  . (2.6) 

Different from pheromone ijτ , ijη  is static and unidirectional heuristic information. 

After each iteration, line 10 in Ant-Cluster updates the pheromone of the edges on 
the paths the ants just passed through according to the following formula:  
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( ) ( )
=
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In (2.7), ( )1,0∈ρ  is a constant called coefficient of evaporation.  At each iteration, 

the pheromone on each path will be evaporated by a rate of ρ . The increment of ijτ by 

ant k is denoted as k
ijτΔ  and can be computed by (2.8) where Q  is a constant.  

=Δ
otherwise

jipathpasseskantifjiSimQk
ij ,0

),(,),(.
τ  . (2.8) 

 It can be clearly seen from (2.8) that the more ants that pass through an edge, the 
more pheromone will be deposited on it, thus increasing the probability that it will be 
included in the same strong connected component of the weighted digraph con-
structed in the last part of the algorithm.  Hence the two data items connected by this 
edge are more likely to be classified into one cluster.  

2.5   Adaptively Update the Parameters βα ,  

In (2.5), βα ,  determine the relative influence of the trail strength ijτ  and the heuris-

tic information ijη .. At the initial stage of the algorithm, the pheromone value on 

each edge is relatively small. To speed up the convergence, the ants should select the 

path mainly according to the heuristic information ijη . Therefore, the value of β  

should be relatively large. After some iterations, the pheromone values on the edges 
are increased, their influence becoming more and more important. Therefore the value 
ofα should be relatively large. Since the adjustment of the values of α and β should 

be based on the distribution of pheromone on the edges, in (2.9) we define aveτ as the 

average amount of pheromone on the pheromone digraph and in (2.10) define ψ  as 

the pheromone distributing weight to measure the distribution of pheromone on the 
graph.  

E
Eji
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∈Eji
ijaveE
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Here E is the set of valid edges in the digraph. 
Using the pheromone distributing weightψ , the algorithm updates the value of 

βα ,  as follows:  
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α
βα ψ 1

, == −e  . (2.11) 

The algorithm can accelerate the convergence and can also avoid local conver-
gence and precocity by adjusting the value of βα ,  adaptively. Furthermore, since the 

amount of pheromone is an important measure for data clustering, the pheromone 
distributing weight ψ  is also a critical factor in terminating the iterations of the  

algorithm. 

3   Experiment Results 

The algorithm Ant-Cluster is tested on Windows XP, P1.7G, Matlab 6.0 with the 
basic parameters set as m=n/2, c=1, ρ =0.05, q0=0.95. We not only test on the ant-

based clustering data benchmark but also on several real datasets. To compare the 
performance of our method with that of other clustering algorithms, we also test on 
these datasets using the K-means and LF algorithm.  

3.1   Test on Ant Based Clustering Data Benchmark 

We test a dataset with five data types, each of which consists of 10 two-dimensional 
data (x, y) which belong to five classes as shown in Figure 1. The five types of data 
(x, y) are [N(0.2,0.12),N(0.2,0.12)], [N(0.5,0.12),N(0.5,0.12)], [N(0.8,0.12), 
N(0.2,0.12)], [N(0.2,0.12),N(0.8,0.12)] and [N(0.8,0.12),N(0.8,0.12)] respectively, 

which obey normal distribution ),( 2σuN . 

The initial pheromone digraph of this dataset of 50 data items is shown in Fig. 2. 
Fig. 3 shows the modified pheromone digraph obtained after 60 iterations of Ant-
Cluster.   

 

Fig. 1. The initial distribution of datasets 

 

Fig. 2. The initial pheromone digraph 
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Fig. 3. The transferred pheromone digraph 
after 60 iterations 

 

Fig. 4. The final clusters (strong connected 
components) 

Five strong connected components of the transferred digraph are found as shown in 
Fig. 4. The final clusters are represented by these strong connected components. 

Two more datasets which have 300 and 600 data items are also tested to compare 
the performance of Ant-Cluster with LF and K-means. Each dataset has two attributes 
and three classes where data items are generated at random in  distributions of 
[N(0.3,0.12),N(0.3,0.12)], [N(0.8,0.12),N(0.3,0.12)] and [N(0.5,0.12),N(0.8,0.12)] 
respectively. Table 1 shows the average results of 50 trails on these two types of data 
using Ant-Cluster, LF and the classical K-means algorithm.  

Table 1. The results of three algorithms on artificial studies 

300 data items 600 data items  
Clustering 
Algorithms Error rate Time cost(s) Error rate Time cost(s) 

LF 0 135.08 1.98% 322.55 
K-Means 0 112.30 2.57% 243.12 

Ant-Cluster 0 53.27 0.38% 101.73 

It can be clearly seen from Table 1 that although all the algorithms can get clusters 
on 300 data items without error, Ant-Cluster costs much less computational time than 
K-means and LF algorithm. For the test on 600 data items, Ant-Cluster performs 
much better than the other two methods in terms of error rate and time cost.  

3.2   Test on Real Database Benchmarks 

We also test on the real database benchmarks of Glass and Soybean (small) using 
Ant-Cluster, LF and K-means. Large numbers of experiment results show that the 
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clustering results of Ant-Cluster after 500 iterations are mostly better than those of LF 
after 10,000 iterations. Therefore, we set the number of the maximum iterations of LF 
as 10,000, and those for Ant-Cluster as 500. Average results of 50 trials of each algo-
rithm on the two datasets are shown in Tables 2 and 3. 

Table 2. Comparison of the results on Glass datasets 

Algorithms 
Parameters 

K-Means LF Ant-Cluster 
iterations k=6 10,000 500 

number of clusters 6 6 6 
max error numbers 17 14 11 
min error numbers 9 7 6 

average error numbers 12.15 10.31 7.82 
average error rate 5.67% 4.68% 3.65% 

time cost (s) 92.42 115.54 40.24 

Table 3. Comparison of the results on Soybean datasets 

Algorithms 
Parameters 

K-Means LF Ant-Cluster 
iterations k=4 10,000  500  

number of clusters 4 4 4 
max error numbers 5 7 2 
min error numbers 0 1 0 

average error numbers 2.48 3.21 0.78 
Average error rate 5.27% 6.83% 1.66% 

time cost (s) 29.37 38.25 9.33 

From Tables 2 and 3, we can see that Ant-Cluster requires less iterations and hence 
less computation time than K-means and LF. The reason for low speed of LF algo-
rithm is that it is very difficult for ants carrying an isolated data object to find a proper 
position to drop it. LF also lacks adaptive adjustment of parameters and can not speed 
up the process of clustering. The K-means algorithm has lower speed than Ant-
Cluster because it is unsupervised and sensitive to the initialization. The tables also 
show that the error rates of Ant-Cluster are much lower than that of K-means and LF. 

4   Maintaining the Clustering in a Dynamic Data Base 

When a database is changed after inserting or deleting some records, the clustering 
should be dynamically modified accordingly to maintain its accuracy. In a large data 
base, adding or deleting a single record will not have much effect on the clustering; we 
do not re-cluster the database when only a single change occurs. Instead, we re-cluster 
the database when the number of such modifications exceeds a threshold thresh. To 
maintain the clustering, the digraph should be modified whenever a record is inserted or 
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deleted. When a record is inserted, its distances to the other records are computed and it 
is assigned to a cluster where it has the least average distance to the other records. Then 
it is allocated into the digraph as a new vertex and the directed edges from it to the other 
vertices are also added. When a record is deleted, its vertex and the related edges are 
simply removed from the digraph.  When the number of such changes exceeds the 
threshold thresh, we re-cluster the database on the modified digraph using the algorithm 
Ant-Cluster.  Since in the digraph most of the vertices are properly clustered and the 
pheromone information on the edges is still useful, it takes little time to complete the re-
clustering.   Each time a new change occurs on the database, the following algorithm is 
executed where change_num is the number of changes on the database.  

Algorithm 2. Modification 

1. if delete a record then  
2.     Remove the vertex and related edges from the  

digraph; 
3. else  if  insert a record then  
4.     Compute its distances to the other records;  
5.    Find  a cluster where it has the least average  

  distance to the records;  
6.      Add it into the digraph as a new vertex; 
7.      Add the directed edges from the new vertex  to 

the other vertices; 
7. endif 
8. change_num=change_num+1;   
9. if change_num mod thresh=0 then  
10.     Re-cluster the database by  Ant-Cluster; 
11. endif. 

5   Conclusion 

In this paper, we propose an adaptive ant colony data clustering algorithm Ant-Cluster 
for a dynamic database. Different to other existing clustering algorithms, Ant-Cluster 
makes full use of the ant colony system to transform a weighted pheromone digraph 
and abstracts the strong connected components of the final digraph as the clusters. We 
proposed effective strategies for the ants selecting the edge, updating the pheromone, 
and adjusting the parameters adaptively to speed up the clustering procedure and to 
improve the clustering quality. Compared with K-means and LF algorithm, Ant-
Cluster is direct, easy to implement, and self-adaptive. It produces higher quality 
clusters, and is much more computationally efficient than previous methods. In addi-
tion, when the database is changed, the algorithm can dynamically modify the cluster-
ing accordingly to maintain its accuracy.  
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Abstract. Mining of sequential patterns is an important issue among the various 
data mining problems. The problem of incremental mining of sequential patterns 
deserves as much attention. In this paper, we consider the problem of the 
incremental updating of sequential pattern mining when some transactions and/or 
data sequences are deleted from the original sequence database. We present a 
new algorithm, called IU_D, for mining frequent sequences so as to make full use 
of information obtained during an earlier mining process for reducing the cost of 
finding new sequential patterns in the updated database. The results of our 
experiment show that the algorithm performs significantly faster than the naive 
approach of mining the entire updated database from scratch. 

1   Introduction 

Sequential patterns are often occurred patterns based on a time stamp or other 
sequences. Mining of sequential patterns is an important issue among the various data 
mining problems. The concept of sequential patterns was first introduced by 
R.Agrawal[1] in 1995, and it can be applied in many fields, such as transaction 
database analysis, web access logs, gene project, medicine and so on. 

The problem of sequential pattern mining has been studied extensively. Agrawal and 
Srikant presented a generalized sequential pattern mining algorithm GSP[2], which 
follows the candidate generation and test philosophy. It starts with discovering frequent 
1-sequences, and then generates candidate (k+1)-sequences from the sets of frequent 
k-sequences. Another algorithm, called SPIRIT[3], was presented by Garofalakis, and 
is based on regular expression constraints. The core of the algorithm is similar to GSP;
the main difference is that the candidate generation must be restricted by constraints. 
Consequently, Jia-Wei Han presented Freespan[4] and Prefixspan[5] algorithms, which 
are based on projected databases, for mining sequential patterns. The algorithms apply 
a divide-and-conquer strategy, and generate many smaller projected databases of the 
sequence database, and then the frequent sequences are mined in each projected 
database by exploring local frequent patterns. However, none of this research deals 
with the incremental updating problem of sequential patterns. 

In real applications, a sequence database is always updated with changing time. In 
this circumstance, a portion of the old sequential patterns may no longer satisfy the 
minimum support threshold. Meanwhile, some new sequential patterns may appear in 
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the updated database. Therefore, there is a need to update and maintain the results of 
sequential pattern mining in time, so that the current database state can be reflected 
correctly. A naive approach is to re-run previously presented algorithms on the whole 
updated database from scratch. Clearly, this concept lacks efficiency in that it does not 
make use of the information obtained from prior mining processes. Many specialists 
and scholars working in the data mining community have presented various algorithms 
for the incremental mining of sequential patterns. An incremental maintenance 
technique of mining sequential patterns based on SPADE[6] was presented by Zaki. In 
this algorithm, all the frequent sequences and their negative borders build up a 
sequence lattice. When the incremental data arrives, the incremental parts are scanned 
and the sequence lattice is updated. Then, we can determine which parts of the original 
database should be scanned according to the sequence lattice. Masseglia presented 
ISE[7] algorithm for incremental and interactive sequence mining. The algorithm 
utilizes the results obtained from prior mining processes to generate a set of candidate 
sequences, which reduces the number of candidate sequences. Later, some researchers 
presented the FAST[8] algorithm for solving the maintenance problem of sequential 
pattern mining when the minimum support threshold changed and the sequence 
database didn’t change. 

So far, the researches on incremental mining of sequential patterns focus on two 
aspects: on the one hand, when new transactions and new data sequences are appended 
to the original database, how to deal with the incremental mining of sequential patterns; 
on the other hand, when the minimum support threshold changes, how to deal with the 
maintenance problem of sequential pattern mining. But in the fields of electronic 
commerce and web usage mining, we often delete information from a sequence 
database, in order to save storage space or because some information is no longer 
relative or become invalid. 

In this paper, an algorithm called IU_D is presented to solve the problem of how to 
update discovered sequential patterns when some transactions and/or data sequences 
have previously been deleted from the original database. Our algorithm makes full use of 
the information obtained from prior mining processes, and stores the set of discovered 
frequent sequences in a database for further mining. It adopts a new candidate generation 
technique, which reduces the size of candidate sets to some extent. 

The rest of the paper is organized as follows: In Section 2 we formulate the basic 
concept of sequential pattern mining and present the incremental mining problem of 
sequential patterns when a portion of the information is deleted from sequence 
databases. Section 3 presents the IU_D algorithm for the incremental mining problem 
of sequential patterns. The proposed algorithm is evaluated and exampled in Section 4. 
The experiment is described and evaluated in Section 5 and Section 6 concludes our 
study.  

2   Statement of the Problem 

2.1   Mining of Sequential Patterns 

Let I={i1, i2 , , in} be a set of all items. An itemset is a non-empty set of items. A 
sequence is an ordered list of itemsets. A sequence is denoted by<s1,s 2, ,sl>, where sj
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is an itemset, i.e., sj ⊆ I for 1 j l. sj is also called an element of the sequence, and 

denoted as (x1x2 xm), where xk I for 1 k m. For brevity, the brackets are omitted if 
an element has only one item. That is, element (x) is written as x. An item can occur 
once at the most in an element of a sequence, but can occur multiple times in different 
elements of a sequence. The number of instances of items in a sequence is called the 
length of the sequence. A sequence with length l is called an l-sequence. A sequence a
=<a1,a2, ,an>is called a subsequence of b=<b1,b2,…,bm> and b a super sequence of a,
denoted as a ⊆ b, if there exist integers 1 j1 j2 jn m such that a1 ⊆ bj1 , a2 ⊆ bj2

, , an ⊆ bjn. A sequence database D is a set of tuples sid, s , where sid is a 

sequence-id and s is a sequence. A tuple sid, s is said to contain a sequence a, if a is
a subsequence of s, i.e., a ⊆ s.

The support for a sequence is defined as the fraction of total data sequences that 
“contain” this sequence. A data sequence contains a sequence s if s is a subsequence of 
the data sequence. 

Given a database DB of sequences, and some user specified minimum support m, a 
sequence is frequent if it is contained in at least m sequences in the database. The 
problem of sequential pattern mining is to find all the sequences whose support is 
greater than a specified minimum support m. Each of these represents a sequential 
pattern, also called a frequent sequence. 

2.1   Incremental Mining of Sequential Patterns 

Let DB be an original sequence database and s be the minimum support threshold. Let 
dd be the deleted sequence database (some deleted transactions and/or data sequences) 
and U=DB dd be the updated database after deleting dd. Let k Lk be the set of 
frequent sequences in DB.

The incremental mining problem of sequential patterns is to find frequent sequences 
in U, denoted by LU, with respect to the same minimum support threshold, s. When the 
database is updated, the incremental mining technique must utilize previously found 
information ( k Lk) to avoid re-mining the whole updated database from scratch. The 
objective of incremental mining of sequential patterns is to respond to each mining 
quickly when we delete information from sequence databases, and to minimize the 
overall runtime for the whole process accordingly. 

3   IU_D Algorithm 

3.1   An Overview 

Let DB be an original sequence database, s be the user specified minimum support 
threshold, D be the size of DB, k Lk be the set of frequent k-sequences in DB, dd be the 
database consisting of deleted information (dd ⊂ DB) and d be the number of deleted 
data sequences in DB. The support of sequence x is denoted by x.sup. The updated 
sequence database is denoted by DB dd.
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When information is deleted from the database, the incremental updating problem of 
sequential patterns can be illustrated by the following two scenarios:  

(1) Only some transactions (but not data sequences) are deleted from the sequence 
database, i.e. the minimum support count remains constant, but the database has 
changed. 

Because some transactions are deleted, the support count of some sequences that 
contain these deleted items may diminish and not satisfy the minimum support count. 
They may become infrequent sequences. In this case, we can deal with it easily by 
deleting the infrequent sequences from the old set of sequential patterns. The method 
can be described as follows: Scanning the updated database DB-dd only once, we can 
obtain the support count of the sequences in kLk. Then, infrequent sequences are 
filtered out from kLk and the frequent ones remain. In this case, it is obvious that 
we can obtain the set of new sequential patterns without any mining operations. 

(2) Let us now consider the problem when some data sequences and some transactions 
are deleted from the original database. The size of the database will be reduced, which 
will result in a smaller minimum support count. That is to say, both the minimum support 
count and the database have changed (the minimum support count will be s*(D-d)). Now 
that some formerly frequent sequences have become infrequent ones, new frequent 
sequences may appear. Let DB and DB dd be the original database and the updated 
database, respectively, k Lk and k Fk are the corresponding sets of frequent 
k-sequences, and C1 is the set of all the 1-sequences in DB. 

For the case that the formerly frequent sequences become infrequent ones in  
DB dd, we first scan the updated database DB dd and obtain the new support count 
of the originally old frequent sequences in k Lk. After that, the sequences that don’t 
satisfy the new support count s*(D-d) will be filtered from k Lk, and the frequent 
sequences will still be preserved. This case is the same as the abovementioned. 

Sequences embedded in DB could become frequent since they have sufficient 
support. In order to find all new frequent sequences, we should first discover the 
candidate sets containing these new frequent sequences. This paper adopts a new 
candidate generation approach. 

First, by scanning the updated sequence database DB dd once, we can count the 
support of the new candidate 1-sequences, denoted by NC1, which are not contained in 
L1. Obviously, the new set of candidate 1-sequences can be written as NC1=C1 L1,
thus the new frequent 1-sequences, denoted by NL1, is NL1={x|x NC1

x.sup s*(D-d)}. The new frequent 1-sequences NL1 and the originally old frequent 
1-sequences L1 make up all the frequent 1-sequences, denoted by F1, in DB dd, i.e. F1

NL1 L1, obviously, NL1 L1 ∅  (here, L1 is the set of frequent sequences which 
have been filtered out of infrequent sequences). 

Let us now consider the problem of how to search for the set of frequent k-sequences 
Lk when k 2. In order to improve the efficiency of incremental mining, we should try to 
reduce the number of candidate sequences. Take k=2 for example; because of F1 NL1

L1 and NL1 L1 ∅ , according to a basic Apriori[9] property: “Any subsequences of 
a frequent sequence must be frequent sequences.” The new candidate 2-sequences NC2

are generated by the sequences in NL1 or are generated by a sequence from NL1 and a 
sequence from L1 (refer to the following function new_gen). (This part of NC2 can be 
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labeled as NC k
2) Another part of NC2 can be denoted by C2 L2(labeled as NCk

1). Here, 
C2 is generated by the sequences in the updated L1. It is obvious that the two parts of 
NC2 (NCk

1 and NC k
2) are mutually exclusive. Scanning the updated database DB dd

once for counting the support of the sequences in NC2, and then choosing the frequent 
sequences, we can obtain the new frequent 2-sequences,denoted by NL2. The updated 
sequential patterns are F2 NL2 L2. When k 3, we execute the above operations 
iteratively, until Fk-1 ∅ .

3.2   The Updating Algorithm IU_D

Based on the above discussion, we shall now describe the IU_D algorithm. 

Algorithm IU_D

Input: DB the original database, kLk the set of frequent 
k-sequences in DB, s user specified minimum support 
threshold, D the size of DB, dd the deleted database, d the 
number of deleted data-sequences, C1 the set of all the 
1-sequences in DB and n1 the length of the longest frequent 
sequences in kLk.

Output: The set kFk of all frequent sequences in DB dd.

Method:

//filter out the infrequent sequences in kLk and preserve 
the frequent ones 

for(k=1; k n1; k++)

Lk={x| x Lk  and x.sup s*(D-d)};

endfor

//scan the updated database DB dd once, count the support 
of all the new candidate 1-sequences, denoted by NC1, which
are not contained in L1, and then find the new frequent 
1-sequences NL1

NC1 C1 L1;

NL1={x|x NC1 x.sup s*(D-d)};

//the new frequent 1-sequences NL1 and the originally old 
frequent 1-sequences L1 make up all the frequent 1-sequences
F1

F1 NL1 L1;

//when k•2, the generation of new candidate k-sequences can 
be considered as two parts: NCk

1 and NCk

2

k 2;
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while Fk-1 ∅ do

{

generate Ck from the frequent (k-1)-sequences in Lk-1;

NCk

1 Ck Lk;

NCk

2 new_gen(NLk-1, Lk-1);  //user-defined function

NCk NCk

1 NCk

2;

forall data sequences ds in database DB dd do 

 for each candidate sequence x NCk do

    increase the support of x if x is contained in ds;

 endfor 

endfor

NLk {x|x NCk x.sup s*(D-d)};

Fk NLk Lk;

k++;

}

Answer kFk;

//user-defined function used to generate one part of the 
new candidate sequences (NCk

2)

new_gen(NLk-1, Lk-1)

{

generate T1 from the frequent (k-1)-sequences in NLk-1;

generate T2 from the frequent (k-1)-sequences p and q

(p NLk-1, q Lk-1);

NCk

2 T1 T2;

forall sequences S NCk

2 do

forall (k-1)-subsequences s’ of S do 

if (s’∉NLk-1 Lk-1) or (s’ Lk-1)

delete S from NCk

2;

endif;

endfor;

endfor;

}
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4   Example and Performance Analysis 

Let us now consider the problem that occurs when a portion of information is deleted 
from the original sequence database (Table 1 and Table 2). Table 1 illustrates the 
original sequence database DB and Table 2 the deleted sequence database dd. We 
assume that the minimum support threshold is 50%. Now we show the mining process 
using the IU_D algorithm. 

Consider the deleted database dd in Table 2; we can obtain the updated database   
DB dd illustrated by Table 3. A sequence is frequent in DB if it is contained in at least 
three data sequences in DB. In the original database DB, we can find the following 
frequent sequences: L1 {<a>, <b>, <c>, <d>, <e>}, L2 {<ab>, <ac>, <ad>, <(bc)>} 
and L3 {<a(bc)>}. A sequence is frequent in the updated database DB dd if it is 
contained in at least two data sequences in DB dd.

Table 1. An original sequence database (DB)

Sequence-id  Sequence 
C1                <a(bc)e> 
C2              <e(ab)(bc)dd> 
C3              <(aef)(bc)dd> 
C4                 <adcb> 
C5                <abc(ef)> 

Table 2. A deleted sequence database (dd)

Sequence-id  Sequence 
C2                 <e(bc)> 
C3                  <dd> 
C4                 <adcb> 
C5                   <c> 

Table 3. An updated database (DB dd)

Sequence-id          Sequence 
C1                <a(bc)e> 
C2                <(ab)dd> 
C3               <(aef)(bc)> 
C5                 <ab(ef)> 

Here, some transactions and a data sequence are deleted from DB. For example, 
transactions (e) and (bc) are deleted from the second data sequence; (d) and (d)are 
deleted from the third data sequence, and the fourth data sequence is deleted from the 
original database. The mining processes of IU_D algorithm are performed as follows:  
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By scanning the updated database DB-dd only once, we find that <d> and <ad> in 
the old set of frequent sequences have become infrequent, so they have to be filtered out 
from kLk. The updated kLk ={<a>, <b>, <c>, <e>, <ab>, <ac>, <(bc)>, <a(bc)>}. It 
is obvious that NC1={<d>, <f>}, only <f> satisfies the minimum support count, i.e., 2, 
so NL1={<f>}. All the frequent 1-sequences give that F1= NL1 L1={<a>, <b>, <c>, 
<e>,<f>}. From L1, we can obtain that NC2

1={<(ab)>, <(ac)>, <(ae)>, <ae>, …, 
<(ce)>, <ce>}, and from L1 and NL1, calling the function new_gen, we can find that 
NC2

2={<af>, <(af)>, …, <ef>, <(ef)>, <ff>}. From NC2
1 and NC2

2, NL2={<ae>, <be>, 
<(ef)>} can be obtained. All the frequent 2-sequences give that F2= NL2 L2={<ae>,
<be>, <(ef)>, <ab>, <ac>, <(bc)>}. From NL2 and L2, we can obtain NC3

2={<abe>}.
From L2, we can obtain NC3

1= ∅ . So the new frequent 3-sequences NL3 ={<abe>}. All 
the frequent 3-sequences in the updated database are F3= NL3 L3={<abe>, <a(bc)>}. 
After updating the database, all the frequent sequences in DB dd are F1 F2

F3={<a>, <b>, <c>, <e>,<f>, <ae>, <be>, <(ef)>, <ab>, <ac>, <(bc)>, <abe>, 
<a(bc)>}. It should be noted that the results obtained by our approach are consistent 
with the results obtained by re-running the mining algorithm on the updated database 
from scratch. 

When information is deleted from sequence databases, IU_D algorithm makes full 
use of the set of sequential patterns obtained from previous mining processes, which 
improves the mining efficiency and reduces the runtime. This can be evidenced by the 
following aspects: 

(1) If only some transactions but not data sequences are deleted from the data 
sequences, we just scan the updated sequence database once and count the support of 
the sequences in kLk, and then filter the infrequent sequences, preserving the frequent 
ones. No mining operation is required to obtain the new set of sequential patterns in this 
method. Obviously, this approach is much more efficient than the naive idea of 
re-running the sequential pattern mining algorithm from scratch. 

(2) If some data sequences and some transactions are deleted from the original 
database, some new sequential patterns may appear. It should be noted that the 
minimum support count would become correspondingly smaller. In order to utilize 
the information obtained from the old sequential patterns to find the set of all the  
new sequential patterns, we use a new approach to generate all the candidate 
k-sequences, denoted by NCk. NCk can be divided into two parts (NCk

1 and NCk
2) in 

this approach: 
On the one hand, the candidate k-sequences Ck generated by the sequences in the Lk-1

may contain new frequent sequences. So, NCk
1 Ck Lk. For example, in the third 

iteration in the above tables, there is only one candidate sequence generated, i.e. <abe>.
If we use GSP algorithms to mine the updated data from scratch, there will be two 
candidate sequences, i.e., <abe> and <a(bc)>.

On the other hand, the new candidate k-sequences NCk2 are generated either by the 
sequences in NLk-1 or by a sequence from NLk-1 and a sequence from Lk-1.

Obviously, the number of the candidate sequences generated in our approach is 
much smaller than the one in the naive idea; therefore, the mining efficiency can be 
improved to some extent. But the approach still requires repeated scanning of the 
updated database, and, consequently, this should solve the problem. 
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5   Experiment Results 

Our proposed algorithm was implemented in Java language on a Pentium IV-2.4G 
Windows-XP system with 512MB of main memory and JBuilder 8.0 as the Java 
execution environment. The dataset for our experiment was generated by the program 
developed by Agrawal and his co-worker[1]. 10,000 data sequences were generated at 
random. In our synthetic dataset, the number of items is set to 1,000. The average 
number of elements in a sequence is set to 8. The average number of items within 
elements is set to 8. The average length of maximal patterns is set to 8 and the average 
length of maximal frequent transactions is also set to 8. These values were chosen in 
order to follow closely the parameters usually chosen in other studies. After some 
transactions and sequences are randomly deleted from the initial synthetic dataset, we 
can obtain the updated dataset Update_Dataset.

First, we use GSP algorithm to mine sequential patterns with different minimum 
support thresholds on the initial synthetic dataset. Then, IU_D algorithm utilizes the 
results obtained in the first GSP mining processes to mine sequential patterns on the 
updated datasets. And GSP algorithm mines sequential patterns on the updated dataset 
from scratch with a corresponding minimum support threshold. Table 4 compares the 
relative performance of IU_D and GSP on the updated dataset Update_Dataset using 
corresponding minimum support thresholds. 

Table 4. The runtime comparison of IU_D and GSP on the updated dataset Update_Dataset

Minimum Support Runtime 
(sec) 0.10 0.15 0.20
GSP 3208 157 50
IU_D 646 98 32

From Table 4, it is easily seen that the runtime of the proposed algorithm IU_D is 
much less than that achieved by algorithm GSP on the updated dataset Update_Dataset
for deletion of transactions and data sequences with a different minimum support 
threshold. 

  Conclusions 

An important issue in data mining is to find the set of frequent sequences. The high cost 
of the process of finding sequential patterns requires deep research on incremental 
mining techniques of sequential patterns. In this paper, we discuss the problem of 
incremental mining of sequential patterns when some transactions and/or data 
sequences are deleted from an original database, and present the IU_D algorithm as a 
solution to the problem. Our algorithm adopts a new candidate generation approach and 
reduces the size of the candidate sequences set. Theory analysis and experiment results 
show that the algorithm has favorable performance. 

6
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Abstract. A new type of clustering algorithm called CADEKE is presented in 
this paper. CADEKE creates an extended density kernel structure for every 
cluster by using its neighborhood coefficient. Those unprocessed objects 
found in current kernel structure are added to extend the kernel structure until 
no new object is found. Each density kernel structure is regarded as one  
cluster. CADEKE requires only one input parameter as the initial radius of 
finding the density kernel and has no limitation on density threshold. Other 
characteristics include the capacity of discovering clusters with arbitrary 
shapes and processing the noise data. The results of our experiments demon-
strate that CADEKE is significantly more accurate in discovering density-
changeable clustering than the algorithm DBSCAN, and that CADEKE is less 
sensitive to input parameters. 

1   Introduction 

With the rapid increase of data production and storage, cluster analysis has become a 
key technique in data mining.  It can be viewed as the process of grouping a set of 
physical or abstract objects into classes of similar objects. Clustering belongs to an 
unsupervised method and is mostly used to divide an unknowingly-distributed data set 
which has no transcendental knowledge or experiences and no class label attributes. 
Recently, density-based clustering methods [1], such as DENCLUE[2], DBSCAN[3], 
OPTICS[4] and DILC[5], have attracted extensive concern due to their capability for 
discovering clusters of arbitrary shapes in databases with noise. 

DENCLUE is a clustering method based on a set of density distribution func-
tions. The process of clustering depends on the identification of density attractors 
which are the local maxima of the sum of density influence functions from all data 
points. DENCLUE has effective clustering properties for data sets with large 
amounts of noise. However, the method is sensitive to input parameters and noise 
threshold.  

DBSCAN, which requires two input parameters, namely radius of the -
neighborhood and the minimum number of objects, can quickly discover different 
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clusters of arbitrary shapes according to the connectivity of density. Actually, high-
dimensional real data sets often have very skewed distributions such that DBSCAN’s 
global density parameters may not characterize their intrinsic clustering structure. 
This causes sensitivity to the parameter values.  

To avoid DBSCAN’s global density parameters, OPTICS method computes an 
augmented cluster ordering which represents the density-based clustering structure of 
the data. Therefore, two values need to be saved for each object; core-distance and 
reachability-distance. OPTICS provides greater flexibility than the DBSCAN algo-
rithm for discovering intrinsic structure by reason of its changeable radius of the -
neighborhood and unchangeable minimum number of objects. 

Density isoline clustering (DILC) starts from the density isoline figure of objects, 
and locates relatively dense regions. During the clustering process, the number of 
objects within the radius of the -neighborhood for each current object should be 
computed. DILC could be regarded as similar to algorithms based on an unchangeable 
radius of neighborhood and changeable minimum number of objects. 

Density-based clustering methods mentioned above set two parameters: the ra-
dius of the neighborhood and the density threshold. These methods are put forward 
by three means: observing the density distribution by using an unchangeable radius 
of the neighborhood; investigating the changeability of the radius of the  
neighborhood; and adopting an unchangeable radius of the neighborhood and an 
unchangeable density threshold. The fixed input parameters put some constraint on 
algorithms and can’t effectively reveal the true distribution of objects. A new kind 
of clustering algorithm called CADEKE (Clustering Algorithm based on Density 
Kernel Extension) is presented in this paper. CADEKE detects every density kernel 
object, which will be extended according to the local density’s fluctuation until no 
new object is added, such that every generated tree structure is regarded as one 
cluster. On building the density tree, the radius of the neighborhood may increase to 
an inappropriate value from a low density region to a high density region. Our algo-
rithm automatically computes the allowed maximum radius of the neighborhood by 
investigating the global density distribution of samples. The details of CADEKE are 
described in Section 2. Experimental results are presented in Section 3, followed by 
discussion. Finally, in Section 4, we present our conclusion and describe some top-
ics for future work. 

2   CADEKE Algorithm 

2.1   Definitions 

Definition 1. (point density) The number of objects within -neighborhood of a given 
object P is called the -neighborhood’s density of object P, denoted by Density (P, ). 

Definition 2. (density kernel point) The object which is called density kernel object 
must have the maximal point density value in all unprocessed objects. Actually, the 
density kernel object denotes the root node of every cluster. 
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Definition 3. (neighborhood coefficient) If object Q is within the p-neighborhood of 
object P, then the neighborhood coefficient of object Q is defined by: 

) Density(P,

) Density(Q, P

Qε
εη =  

(1) 

Figure 1 shows how to compute the radius of a neighborhood. Following definition 
1, Density(P, P)=4, Density(A, P)=2, Density(B, P)=4, Density(D, P)=5, then A 

=0.5, B =1, D =1.25. The radius of the neighborhood of Objects A, B and D can be 
calculated by the following expression: 

PPAA εεηε •=•= 5.0  

PPBB εεηε =•=  

PPDD εεηε •=•= 25.1  

 

The broken line in Figure 1 shows the calculated radius of the neighborhood of 
each object. Objects 1 and 2 are added into the neighborhood of Object D. 

 
Fig. 1. Calculation of the radius of neighborhoods 

2.2   Establishing Adjacency 

For the purpose of making sure no object can be disposed of more than once, we 
establish the adjacent order of all objects by creating a density-based tree structure; 
the current object is regarded as the father node whose sons are other objects in the 
radius of its neighborhood. These sons on the same level rank from left to right ac-
cording to the distance from their father. If a son node has several fathers, we choose 
the leftmost node as its father. By use of such transformation, a son’s nodes’ radius of 
neighborhood is computed only from its father node. Furthermore, the processed 
sequence of nodes is breadth-first. 

As shown in Figure 2, Objects A, B and C are direct sons of Object P, and as 
|PA|<|PB|<|PC|, then Objects A, B, C are on the same level, and arranged by the dis-
tance |PA|, |PB| and |PC|. Object D exists in the neighborhood of Objects A and B, but 
A is at the left of B, so A is the father of D, not B.  
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Fig. 2. Generation of tree structure 

2.3   The Algorithm 

In this section, we will present the details of CADEKE. This algorithm can be divided 
into five steps. 

Step 1: calculate the distance array Dist(i, j) among all objects. 
Step 2: calculate the allowed maximum radius of the neighborhood. 
Step 3: extend the density kernel object according to its dynamic generating ra-

dius of the neighborhood. 
Step 4: delete “noise” clusters containing one object or very few objects. 
Step 5: merge those “closer” clusters to improve clustering accuracy. 

In the following, we introduce the adopted data structure while generating tree 
structure, and then describe the five steps one by one. 

Data Structure 
Each object has the same data structure: the distance from its father node; the identi-
fier of itself; radius of neighborhood of its father node; and point density of its father 
node. 

Calculating Dist (i, j) 
Similarity matrix Dist(i, j) is computed from the distance function which is defined 
according to similarity. Its computational complexity is O (n2), where n is the number 
of objects. The other steps of CADEKE simply search this similarity matrix. 

Calculating the Allowed Maximum Radius of the Neighborhood 
This process is divided into three steps: first, search Dist(i, j) and compute point den-
sity of each object according to the radius of neighborhood, denoted by 0, where 0 is 
determined by users, and also taken as kernel objects’ radius of neighborhood; sec-
ond, rank objects with descending sequence by  point density, recording correspond-
ing identifiers into vector array Desc(n), and then compute median value of point 
density, denoted by Density(m, m); and third, compute average value of point density, 
denoted by Density(Ave, Ave), and adopt Density(m, m) as the allowed maximum 
radius of the neighborhood: 
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),(
),(

0max Ave

m
AveDensity

mDensity
ε
εεε •=  (2) 

Generating Tree Structure 
Generating the tree structure is the main process of CADEKE algorithm, which is 
divided into two steps: sequentially set unprocessed objects in the array Desc(n) as 
density kernel points, then call the function “Searching_For_Sons” and iterate until no 
new object is added. 

Creating_Tree_Structure(Desc(n), ) 
  Begin 
    For i from 1 to n do 
      If unprocessed(Desc(i))=TURE 
        Step1: initialization of some parameters 
        Step2: adding Desc(i)to the Queue of the  
               Current Cluster 
        Step3: increasing length of the Queue by one 
        Step4: Searching_For_Sons(Desc(i), );  
      End If 
    End For 
  End 
 
Searching_For_Sons(Desc(i), )  
  Begin 
    j=0;  
    While j< QueueLength 
      Step1: calculating the density of the object in 
             the Queue sequentially according to its 
             father’s radius of neighborhoods  
      Step2: calculating the  of the current point. 
      Step3: set  to  if  is larger than 
             .  
      Step4: adding unprocessed new sons of the current 
             point to the Queue by the distance of the 
             farther and the son in ascending way. 
      Step5: set unprocessed sign to FALSE for each 
             point which is added to the Queue.  
      Step6: increasing length of the Queue 
    End while 
  End. 

Fig. 3. Creating Tree Structure procedure 

The procedure “Creating Tree Structure” creates a density tree through the func-
tion “Searching_For_Sons” by building a queue for each potential cluster. The func-
tion “Searching_For_Sons” sequentially sets objects into the queue as father nodes. 
The unprocessed son nodes will also be added into the queue. An unprocessed object 
with  high point density is firstly set as the density kernel object of each potential 
cluster by reading array Desc(n). 
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Deleting Clusters Containing One Point or Very Few Points 
The algorithm CADEKE has the capability of finding all potential clusters. However, 
some noise objects will be marked as clusters.  For those clusters containing one point 
or very few points, the algorithm directly deletes them if users predefine a “noise” 
threshold. 

Merging The Closest Clusters to Improve Clustering Accuracy 
The reserved clusters will be merged into larger clusters according to the distance 
between density kernel points until termination conditions are satisfied. Although a 
larger input parameter could be predefined to avoid merging clusters, the number of 
clusters which satisfies users’ requirements couldn’t be achieve easily. The process of 
merging the closest clusters provides the flexibility of predefining the number of 
clusters, especially in the case of a small input parameter. The results of our experi-
ments on a real document set show that CADEKE is significantly more accurate than 
DBSCAN. 

Computational complexity. Suppose n is the number of objects with d dimension, 
and m is the number of density kernel points. In the previous step, the computa-
tional complexity of Dist(i, j) is O(n2). Its computational time will be longer when d 
becomes larger. The other parts of our algorithm only index the distance array 
Dist(i, j), without being affected by the number of dimensions. In computing the 
allowed max-radius of the neighborhood, a typical sorting algorithm has the com-
putational complexity of O(n·logn) when ranking objects according to point density. 
The computational complexity of merging clusters is O(m2). Therefore, the whole 
algorithm has the complexity of O(n2)+O(n·logn)+O(m2). Generally speaking, 
m<<n and O(n·logn) could be ignored when n is larger, meaning the complexity of 
CADEKE is O(n2). 

3   Performance Analysis 

Four different test data sets are used to evaluate the performance of CADEKE. DB1 is 
the database3 used by DBSCAN; DB2 is the imitating data according to database2 in 
DBSCAN by Dr Jörg Sander; DB3 is generated randomly by obeying normal distri-
bution; DB4 is the original document set re0 from the website [6]. The programs, 
DBSCAN and CADEKE, are written in MatLab. All experiments have been run on a 
DELL 2600 server. 

     (1)DB1                 (2) DB2             (3) DB3 
 

Fig. 4. Data sets 
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3.1   Comparison of Clustering Accuracy 

We compare CADEKE with the performance of DBSCAN for they are algorithms 
based on density. Figure 5 and Figure 6 show the clustering results of DBSCAN and 
CADEKE respectively. 

 
 
 
 
 

(a) Radius=3      (b) Radius=2.2   (c)Radius=1.5 
Minpts=4           Minpts=4          Minpts=3 

Fig. 5. Clustering results of DBSCAN 

 
(a) Radius=3      (b) Radius=2.5   (c)Radius=3.5 

Fig. 6. Clustering results of CADEKE 

The experiments show that CADEKE delivers the same results as DBSCAN for 
data sets DB1and DB2, which have such features as existing obvious cluster bound-
ary, a uniform distribution for each cluster, characterization by global parameters, 
arbitrary shapes for clusters, and noise data in DB2. For test data DB3, which has 
different density thresholds for clusters, DBSCAN is obviously unable to obtain satis-
factory results. However CADEKE achieves optimized clustering qualities. 

DB4 includes 1,054 documents classified into 13 clusters. Each document is 
viewed as one point in vector space mode. The similarity between two documents is 
calculated according to the cosine function [7]: 

ji

j
t
i

ji
dd

dd
dd =),cos(  (3) 

In our experiments, F-measure is used to evaluate the result of the clustering quali-
ties. Table 1 shows the main result on DB4. 

The 3rd column reveals that CADEKE takes on the tendency of generating more 
small clusters with tight coupling before they are merged. This characteristic provides 
some flexibility for improving the clustering result. F-measure values on the 4th col-
umn display that our algorithm is more accurate than DBSCAN at a large range of 
parameter settings. For other document sets, CADEKE obtained similar results. Of 
course, adjustment of input parameters is needed for improving F-measure values. 
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Table 1. F-measure values on DB4 with different input parameters 

algorithm Input parameters cluster number 
before merge 

F-measure 

Radius=0.6    Minpts=6 12 0.317 
Radius=0.65  Minpts=6 9 0.332 

DBSCAN 

Radius=0.6    Minpts=5 14 0.313 
Radius=0.85 9 0.330 
Radius=0.8 20 0.347 

CADEKE 

Radius=0.75 22 0.268 
 

3.2   Input Parameters 

CADEKE requires only one input parameter for its initialization. Different input pa-
rameters affect the clustering qualities. Assume that P and Q are two clusters, and P is 
generated prior to Q, then the condition for identifying P from Q is: the minimal dis-
tance of any two objects respectively from P and Q is larger than the current object’s 

radius of neighborhood, that is, 
ipji qp ε>)min( , where ip P(i=1,2,…m), jq Q 

(j 1,2,…n , m is the number of cluster P, and n is the number of cluster Q. Assume 
there is a path from 0p to ip : 0p 1p 2p …… ip ……, 0p is the root node 

of P, ip is the current object, if the radius of the neighborhood along this path is no 

larger than the allowed maximum radius of neighborhood max , then: 
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The function above shows the radius of object ip is relational to 0 and to the point 

density of all objects along this path, and then CADEKE has a wider range of parame-
ter settings. The accuracy of CADEKE is determined by distribution of objects and 
the root node’s radius of neighborhood. CADEKE achieves acceptable clusters when 
the root node’s radius of neighborhood reveals distribution expressed by point density 
of objects. 

3. 2   Comparison of Effectiveness 

We implemented CADEKE and DBSCAN based on generating array Dist(i,j) without 
adopting correlative optimizing techniques. The run time comparison of CADEKE 
and DBSCAN is show in Figure 7. Obviously, CADEKE spends more time in index-
ing the array Dist(i,j) than DBSCAN. Optimizing techniques are required when dis-
posing of large amounts of data. 
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Fig. 7. Performance comparison 

4   Conclusions 

Most algorithms with global parameters can’t effectively discover the true clustering 
structure due to deflective density distributions on real data sets. CADEKE computes 
the clustering radius of a current object according to the local density of its father. To 
establish father-son relations, we build a tree structure for every density kernel point 
in the clustering queue until no new object is added. CADEKE requires only one 
input parameter as its initial root nodes’ radius of neighborhood, with the capability of 
discovering clusters of arbitrary shapes in databases with noise. The result of our 
experiments on synthetic data sets and real document sets demonstrates that 
CADEKE is significantly more accurate in discovering clusters and less sensitive to 
input parameters than the well-known algorithm DBSCAN. 

Another important characteristic of CADEKE is to deal with different types of data 
sets by defining different “distances” for its similarity measure. Some optimizing  
techniques need to be taken when disposing of large scale data for its computational 
complexity of O(n2). Future research will consider how to reduce its computational 
complexity and how to get appropriate input parameters automatically on real data sets. 
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Abstract. Associative classification which uses association rules for classifica-
tion has achieved high accuracy in comparison with other classification ap-
proaches. However, the confidence measure which is conventionally used for 
selecting association rules for classification may not conform to the prediction 
accuracy of the rules. In this paper, we propose a measure called prediction 
confidence to measure the prediction accuracy of association rules. In addition, 
a probabilistic-based approach for estimating prediction confidence of associa-
tion rules is given and its performance is evaluated. The use of prediction con-
fidence helps improve the performance of associative classifiers. 

1   Introduction 

Associative classification (AC) uses association rules [1], which contain the relations 
between data items and its class labels, for predicting the class labels of unknown data 
samples [2]. The confidence value, which measures the degree of implication of asso-
ciation rules, is used as the goodness measure for selecting rules for classification. 
However, the confidence value of a rule does not imply directly to its prediction  
accuracy. The reason is that association rules are mined and measured based on the 
training set while the prediction is carried out on data samples of a test set. Thus, to 
classify a data sample, the association rules with the highest confidence values may 
not imply the best accuracy.  

In this paper, we propose a measure called prediction confidence to measure the 
prediction accuracy of association rules. A probabilistic-based approach for estimat-
ing prediction confidence of association rules is presented and its performance is 
evaluated. The use of prediction confidence instead of the confidence measure helps 
select better association rules for AC. As a result, a more accurate associative classi-
fier can be constructed using the prediction confidence measure.  

2   Association Rules for Classification 

An association rule R is an implication X  Y occurring in a transactional database, 
where X and Y are sets of items or itemsets [1]. The support of the rule supp(R) is the 
percentage of transactions containing X and Y with respect to the number of all trans-
actions. The confidence of the rule conf(R) is the percentage of transactions that con-
tains Y among the transactions containing X. Association rule mining aims to generate 
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all rules of which the support and confidence values are greater than or equal to the 
predefined support and confidence thresholds respectively. 

Associative classification [2,3,4] uses association rules for classification. It gener-
ally consists of three major processes: rule generation, rule selection and classifica-
tion. Firstly, in the rule generation process, a set of association rules is mined from a 
training dataset based on the support and confidence thresholds. Next, the rule selec-
tion process evaluates the set of association rules and selects a subset of rules, which 
gives the best classification accuracy, to form a classifier. Finally, in the classification 
process, new data samples in a test dataset are classified using the classifier.  

The set of association rules is generated in the form of iset  cl where iset is an 
itemset and cl is a class. These association rules are referred to as class association 
rules [2]. Let RS be the set of association rules selected from the rule selection proc-
ess. In the classification process, to classify a test sample d, the rule R: iset  cl in RS 
with the highest confidence value that matches with d (i.e. d contains iset) is selected. 
The test sample d is then assigned to class cl of R [2]. The AC approach is based 
mainly on the implication relationships of the association rules. The rule iset  cl 
means that if a given test sample contains iset, then it will probably belong to class cl. 
The confidence measure, say 80%, guarantees the reliability of the classification deci-
sion. The test sample is classified into class cl as most of the transactions (80%) in the 
training dataset that contain iset fall into class cl.  

The AC approach was first introduced in [2] with the Classification Based on  
Associations (CBA) algorithm. In [3], Liu et al. suggested the use of multiple class 
support thresholds that produce a more balanced numbers of association rules over 
different classes during the rule generation process. In [4], Li et al. used multiple rules 
instead of a single rule in the classification process. In this approach, all the rules that 
matched with a test sample are collected and grouped according to their class labels in 
order to classify the test sample. The test sample is then assigned to the class from the 
best group based on a statistical measure called maxχ2. This multiple rule classifica-
tion approach is similar to single rule classification in the sense that higher confidence 
rules are given higher weights in classifying unknown test samples.  

3   Prediction Confidence 

Let us consider the classification process in which association rules are used to clas-
sify test data samples. Let R: iset  cl be a rule selected for the classification process. 
For a given test data sample d, if d matches with R (i.e. d contains itemset iset), then it 
will be predicted as belonging to class cl using R. Suppose there are x test samples 
containing iset and y test samples containing both iset and cl in the test set. The classi-
fication process, therefore, will predict correctly y among x test samples (i.e. y/x) 
using rule R. Thus the accuracy of the prediction is the confidence value of R in the 
test set. We call it as prediction confidence. The prediction confidence of a rule shows 
the accuracy when the rule is used to predict unknown test data samples.  

Definition 3.1. Prediction confidence of an association rule is the average prediction 
accuracy when the association rule is used to predict the class labels of unknown data 
samples in associative classification. 
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Note that, the confidence value of a rule is conventionally counted from the training 
set. Given the sets of training data TR and test data TS, we denote the confidence of R 
as confTR(R) and the prediction confidence of R as confTS(R) (see Figure 1). Obvi-
ously, the prediction confidence should play a major role in selecting and ranking 
association rules for AC. A rule should be considered more important with higher 
weight than rules that have lower prediction confidence values during the classifica-
tion process. Currently, the confidence measure is considered as the goodness meas-
ure of association rules in AC. Associative classification uses the confidence measure 
to generate and select rules, and to predict class labels for data samples. 

 

Fig . 1. Confidence and prediction confidence 

In order to compute the prediction confidence, we examine the difference between 
confidence and prediction confidence. We refer the difference between confidence 
and prediction confidence of a rule R as confidence decrease (denoted as decr(R)) of 
R. The confidence decrease indicates the decrease in confidence of the same rule 
counted in the training set, from which the rules are mined, and the test set, to which 
the rules are applied for data prediction. Note that if a rule has prediction confidence 
higher than confidence, then the confidence decrease of the rule will be negative.  

 )()()( RconfRconfRdecr TSTR −=                                   (3.1) 

We consider the following scenario of AC for a dataset D which is divided into the 
training set TR and test set TS. Let N and n be the numbers of data samples, S and s be 
the numbers of data samples containing iset, and C and c be the numbers of data sam-
ples containing both iset and cl respectively in D and TR. The other numbers of sam-
ples related to R that can be computed from N, S, C, n, s and c are shown in Table 1. 

Table 1. Numbers of data samples related to rule R 

R: iset  cl D TR TS 
Number of samples N n N-n 
    - containing iset S s x = S-s 
    - containing both iset and cl C c y = C-c 
    - containing iset but not cl S-C s-c S-C-(s-c) 
    - not containing iset  N-S n-s N-S-(n-s) 
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We call s and c as the support and confidence numbers of rule R. They represent 
the absolute values of support and confidence of R on the training set. The confidence 
and prediction confidence values of R can be calculated as  

   confTR(R) = c/s        (3.2) 

 confTS(R) = (C-c)/(S-s)    (3.3) 

The conditions for support and confidence numbers (i.e. s and c), and the number of 
training data samples (i.e. n) are listed below: 

 cond1(s,c) = 1 ≤ s ∧ s ≤ S-1    (3.4) 
 cond2(s,c) = 0≤c ∧ c≤C ∧ 0≤ s–c ∧ s–c ≤ S–C   (3.5) 

 cond(n) = 0≤n ∧ n≤N ∧ 0≤ n–s ∧ n–s ≤ N–S  (3.6) 
 cond(s,c) = cond1(s,c) ∧ cond2(s,c)    (3.7) 

The condition (3.4) ensures that rule R may play some roles in AC. The first expression 
(i.e. 1 ≤ s) means there is at least one data sample matching with R so that the rule may 
be generated during the rule generation process. The second expression (i.e. s ≤ S-1) 
shows that there is at least one test sample matching with R so that it may be used in 
classifying data samples. The other conditions are implied from the fact that all the 
numbers in Table 1 must be non-negative. The conditions for s and c are combined to 
cond(s,c) in (3.7). Here, the tight constraints for s, c and n are needed because we need 
them to examine all possible combinations of s, c and n subsequently.  

Problem 3.1. Given an association rule R and a dataset D, determine the average value 
of confidence decrease of R when D is arbitrarily divided into training and test sets.  

To obtain the confidence decrease value of rule R, we will examine all possible divi-
sions of N data samples of dataset D into training set TR and test set TS. Each division 
of D corresponds to a combination of n data samples for TR and the remaining N-n 
data samples for TS (0 ≤ n ≤ N). For each combination, the confidence and prediction 
confidence are determined. The average value of confidence and prediction confi-
dence are respectively the average values of the confidence and prediction confidence 
values of all possible combinations.   

Given R and D, the numbers of data samples N, S and C can be obtained. For each 
combination of s, c and n, the number of different combinations of the training set TR 
can be calculated from (3.8). Here, n samples in TR include c out of C samples  
containing both iset and cl, s-c out of S-C samples containing iset but cl, and n-s out 
of N-S samples that do not contain iset. Then, for each pair of s and c, the number of 
different combinations of the training set TR can be computed from (3.9) using 
comb(s,c,n) with all possible values of n satisfying the condition (3.6) 
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Corresponding to each combination of n data samples in the training set, there will 
be one combination of N-n data samples in the test set (i.e. the remaining N-n data 
samples). For each combination, the confidence and prediction confidence values of R 
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can be calculated from s and c using the formulas in (3.2) and (3.3). Thus, the average 
values of confidence, prediction confidence and confidence decrease of rule R can be 
calculated as 
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Table 2 shows the values of the confidence decrease of rule R calculated using 
(3.12) with different values of S, C and N. The support and confidence numbers S and 
C are set such that conf(R) = C/S = 80%. As shown in Table 2, the confidence de-
crease is very close to zero. It means that, in the classification process, if we arbitrar-
ily choose a rule in RS (the set of rules of the classifier mentioned in section 2), the 
confidence and prediction values of the same rule will probably be the same. 

Table 2. Average values of confidence decrease 

 S=5, C=4 S=10, C=8 S=100, C=80 
N = 100 -1.11E-16 3.33E-16 1.11E-16 

N = 1000 -1.11E-16 -1.11E-16 -4.88E-15 

N = 10000 2.22E-16 4.44E-16 -1.73E-14 

In AC, however, rules contributing to the classification process depend on their 
confidence values. We refer the contribution or effect of a rule during the classifica-
tion process as classification weight of the rule. In single rule classification, classifi-
cation weight represents the probability with which if the rule matches with a data 
sample, then it is chosen for classifying the data sample. In multiple rule classifica-
tion, the classification weight represents the weight of each rule when multiple rules 
matching with a data sample are used together to decide the class label for the data 
sample. For both cases of AC using single and multiple rules, the classification weight 
of a rule is proportional to its confidence value. In other words, the classification 
weight of a rule is a monotonic function f(confTR(R)) of its confidence value (i.e. f(x)  
f(y) for x  y). We call f as classification weight function. The classification weight 
function should also return a non-negative value that should not exceed 1 (i.e. with 
probability of 100% in single rule classification). Simple examples of classification 
weight function are f(x) = x and f(x) = x2. 
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Considering the classification weight, the average values of the confidence and 
prediction confidence of the rules used in classification are recalculated below: 
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Note that confTR(S,C) and confTS(S,C) in (3.13) and (3.14) respectively are not 
purely the average confidence and prediction confidence values of the set of the se-
lected rules. The frequencies of the rules that are used for classification are also in-
cluded. Table 3 gives the confidence decrease of rule R with different values of N, S 
and C with the classification weight functions f(x) = x and f(x) = x2 using (3.15).  

From Table 3, we have the following observations. Firstly, association rules used 
for the classification process have a positive confidence decrease. It means that pre-
diction confidence has a smaller value than confidence. Secondly, confidence de-
crease depends on the support and confidence numbers. The confidence decrease is 
higher with a smaller support and confidence number. Thirdly, confidence decrease 
also depends on the classification weight function. For example, when f(x) = x2, the 
confidence decrease is approximately 19.36% for C = 4, S = 5. It means that if a rule R 
with confidence value of 80% occurs only in 5 data samples of the dataset D, then the 
average prediction confidence value is only 80% - 19.36% = 60.6%. And with a con-
siderable large support number, the confidence decrease will be closed to zero. And 
finally, confidence decrease is the same for different numbers of data samples (i.e. N). 
In other words, the confidence decrease depends on support number (i.e. S) rather 
than the support (i.e. S/N) of association rules. However, it is important to know that 
support is directly proportional to the support number for the same dataset. 

Table 3. Average values of confidence decrease of classification rules 

Classification weight function S=5, C=4 S=10, C=8 S=100, C=80 

N = 100 12.15% 5.09% 0.41% 

N = 1000 12.15% 5.09% 0.41% 

f(x)=x 

N = 10000 12.15% 5.09% 0.41% 

N = 100 19.36% 9.44% 0.81% 

N = 1000 19.36% 9.44% 0.81% 

f(x)=x2 

N = 10000 19.36% 9.44% 0.81% 
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4   Estimation of Prediction Confidence  

Once the confidence decrease is determined, the prediction confidence value in the 
test set can be obtained from the confidence value in the training set using (3.1). How-
ever, there are still problems need to be resolved: 

• The classification weight function (i.e. f(x)) has not been determined yet. 
• In practical AC, we can only obtain the support and confidence values (i.e. s and 

c) for each rule in the training set. The whole dataset of N data samples with the 
support and confidence numbers of rule R (i.e. S and C) are unknown. 

• The calculation of the confidence decrease is quite computationally expensive 
with huge numbers of possible combinations of data samples. 

4.1   Determining Classification Weight Function 

To determine the classification weight function, we use the following assumptions: 

• Rules are independent in matching with data samples. That is, given a data sam-
ple d and two rules R1 and R2, the two events, R1 matches with d and R2 matches 
with d, are independent. Therefore,  

P[R1 match_with d ∧ R2 match_with d] 
= P[R1 match_with d] x P[R1 match_with d]     (4.1) 

• Rule distribution is even. For a data sample d, let P(x,y) be the probability that 
there is at least a rule R matching with d, and R satisfies x ≤ conf(R) and conf(R) 
< y. With even distribution of rules we may imply P(x1,y1) = P(x2,y2) for any x1, 
y1, x2, y2 such that x1 - y1 = x2 - y2. Now, let M be the P(x,y) value in the range of 
1% confidence difference such that M = P(0,1%). The value M is called the 
matching factor. 

Let’s consider a data sample d and a rule R with confidence value x = confTR(R). 
From the assumption on even distribution of rules, the probability in which there is no 
rule with confidence value in a range of 1% confidence difference (e.g. [99%-100%]) 
matching with d is 1 - M. From the assumption on rule independence, the probability 
with which there is no rule with confidence above x (i.e. from 100x% to 100%) 

matching with d is xM 100100)1( −− . This is also the probability in the case of single 

rule classification, with which if R matches with d, then R is selected for classifying d 
(because there is no rule with confidence greater than the confidence value of R (i.e. 
x) matching with d). Therefore, the classification weight function can be defined as 

)1(100)1()( xMxf −−=                  (4.2) 

4.2   Estimating Confidence Decrease and Prediction Confidence 

In the previous section, we have estimated the classification weight function so that 
we can estimate the confidence decrease decr(S,C) of rule R. Unfortunately, the esti-
mation is based on the support and confidence numbers S and C counted in the dataset 
D. In practical AC, we can only obtain the support and confidence numbers s and c 
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counted from the training set TR. We denote decrTR(s,c) as the confidence decrease of 
R with the given support and confidence numbers s and c counted from the training 
set DTR. Now we need to estimate decrTR(s,c) from decr(S,C). 

To estimate the confidence decrease we consider the leave-one-out cross validation 
in which the test set consists of only one data sample. Firstly, we calculate decr(S,C). 
For leave-one-out test, the training set contains n = N - 1 data samples. Thus, from (3.6), 
the expression n – s ≤ N – S is equivalent to N – 1 – s ≤ N – S or S – 1 ≤ s. From condi-
tion (3.4), we have s ≤ S – 1. This means that s = S – 1. Similarly, from s – c ≤ S – C, we 
imply S – 1 – c ≤ S – C or C – 1 ≤ c. Thus we may imply that c = C or c = C - 1. There 
are only two combinations of (s,c) which are (S-1, C-1) and (S-1,C): 
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The formula (3.15) can then be rewritten as  
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With a pair of S and C, the possible values of s and c are (S-1, C-1) and (S-1, C). In 
contrast, with a pair of s and c, the possible values of S and C are (s+1, c+1) and (s+1, 
c). Thus, with the support and confidence numbers s and c counting from the training 
dataset, the required decrTR(R) function can be estimated in between decr(s+1,c+1) 
and decr(s+1,c). We estimate decrTR(R) as the average value of decr(s+1,c+1) and 
decr(s+1,c):  

)],1()1,1([
2
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),( csdecrcsdecrcsdecrTR ++++=    (4.6) 

The prediction confidence can then be obtained using the following formula: 

),(),(),( csdecrcsconfcsconf TRTRTS −=     (4.7) 

or 
).,.().,.()( cRsRdecrcRsRconfRconf TRTRTS −=    (4.8) 

Here, R.s and R.c represent the support and confidence numbers of rule R respectively. 

5   Performance Evaluation 

In this section, we have implemented a simple version of AC [2,3] denoted as AC-S 
for evaluating the effectiveness of the prediction confidence measure. The value of 
the prediction confidence measure is calculated from confidence decrease which is 
estimated using formula (4.8). AC-S consists of only two steps of AC, namely rule 
generation and classification. After the conventional rule generation process, the con-

(4.5) 
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fidence values of the rules are replaced with the corresponding prediction confidence 
values. We use single rule classification in the classification process and there is no 
rule selection process. 

The performance of popular AC approaches is obtained directly from [3,4] for 
comparison purposes. The approaches include Classification Based on Associations 
(CBA) algorithm [2], CBA(2) [3] and CMAR [4]. CBA(2) is an improved version of 
CBA with the use of multiple class support thresholds. CMAR is different from CBA 
in that it uses multiple rules instead of a single rule in the classification process. 

Table 4. Experimental results in error rate 

  CBA CBA2 CMAR AC-S AC-S-Opt 
  1  anneal 3.6 2.1 2.7 4.8 3.8 
  2  australian 13.4 14.6 13.9 14.5 13.6 
  3  auto 27.2 19.9 21.9 22.9 22.0 
  4  breast-w 4.2 3.7 3.6 4.3 4.2 
  5  cleve 16.7 17.1 17.8 18.6 17.6 
  6  crx 14.1 14.6 15.1 14.8 13.9 
  7  diabetes 25.3 25.5 24.2 22.6 22.2 
  8  german 26.5 26.5 25.1 25.8 25.0 
  9  glass 27.4 26.1 29.9 26.1 25.1 
10  heart 18.5 18.1 17.8 17.4 16.7 
11  hepatitis 15.1 18.9 19.5 17.4 15.4 
12  horse 18.7 17.6 17.4 17.1 16.9 
13  hypo 1.7 1 1.6 1.2 0.9 
14  ionosphere 8.2 7.7 8.5 7.4 7.4 
15  iris 7.1 5.3 6 6.7 6.0 
16  labor 17 13.7 10.3 11.0 9.0 
17  led7 27.8 28.1 27.5 28.4 28.3 
18  lymph 19.6 22.1 16.9 19.6 19.6 
19  pima 27.6 27.1 24.9 23.3 21.9 
20  sick 2.7 2.8 2.5 4.5 4.1 
21  sonar 21.7 22.5 20.6 24.0 22.5 
22  tac-toe 0.1 0.4 0.8 1.0 0.6 
23  vehicle 31.3 31 31.2 35.1 34.9 
24  waveform 20.6 20.3 16.8 17.4 17.3 
25  wine 8.4 5 5 7.3 7.3 
26  zoo 5.4 3.2 2.9 12.7 7.8 
Average 15.77 15.19 14.78 15.61 14.77 
Average of the 
first 20 datasets 

16.12 15.63 15.36 15.42 14.68 

The thresholds for mining association rules are set the same as the other ap-
proaches. The total minimum support is set to 1% and minimum confidence is set to 
50%. AC-S has achieved good accuracy with the matching factor M set in the range 
[0 - 0.1]. The best value for M depends on the dataset. We have implemented AC-S 



208 T.D. Do, S.C. Hui, and A.C.M. Fong 

with M setting to 0.04. The AC-S-Opt shows the best accuracy of AC-S with the  
optimal value of M in each dataset. The experiment is carried out using the same set 
of 26 datasets used in [2,3,4] which is obtained from the UCI Machine Learning Re-
pository [5]. The discretization process, which discretizes continuous data into inter-
vals and maps them into items, is performed using the Entropy method from [6].  

Table 4 shows the performance results in error rate for the different approaches. 
The preliminary results have shown that the accuracy of AC-S is better than CBA 
but worse than CBA(2) and CMAR. For the first 20 datasets, AC-S is even better 
than CBA(2) and is comparable to CMAR. When obtaining the best performance 
with optimal matching factor for each dataset, the AC-S-Opt is similar to CMAR  
in the overall accuracy. The very simple but effective implementation of AC-S  
has shown the effectiveness of the proposed prediction confidence for associative  
classification. 

6   Conclusion 

Associative classification takes the advantage from association rule mining in extract-
ing high quality rules that can accurately generalize a dataset. However, as association 
rules and classification are two different tasks, there is always a difference between 
the confidence of an association rule and its prediction capability for classification. In 
this paper, we have proposed a new measure called prediction confidence to measure 
the prediction accuracy of association rules. In addition, an effective probabilistic-
based approach for estimating the prediction confidence measure has also been given 
and evaluated. Currently, we are investigating an approach for determining the most 
appropriate matching factor automatically for individual datasets in order to further 
improve the classification accuracy. 
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Abstract. This paper explores the customized learning from specific to
general for classification learning. Our novel learning framework called
SUPE customizes its learning process to the instance to be classified
called query instance. The data representation in SUPE is also cus-
tomized to the query instance. Given a query instance, the training data
is transformed into a query matrix, from which useful patterns are dis-
covered for learning. The final prediction of the class label is performed
by combining some statistics of the discovered useful patterns. We show
that SUPE conducts the search from specific to general in a significantly
reduced hypothesis space. The query matrix also facilitates the compli-
cated operations in SUPE. The experimental results on benchmark data
sets are encouraging.

1 Introduction

Common eager learning methods eagerly compile the training data into some
concept descriptions. They attempt to seek a particular general hypothesis,
which covers the entire instance space. On the contrary, customized learning,
which is also called lazy learning in some literature, does not involve any model
construction before it encounters the query instance, i.e., the instance to be clas-
sified. Our novel customized learning framework called SUpport Pattern lEarner
(SUPE) tailors its learning process to different query instances, rather than par-
titioning the whole attribute space to obtain a global classifier such as a decision
tree. In SUPE, The training data is also transformed into a binary matrix which
is to be explored for useful patterns. SUPE makes use of Support Patterns (SPs),
which are subsets of the query attributes as learning units. A SP is represented
by a set of attribute values shared by the query instance and, potentially, some
training instances [4, 5]. Another characteristic of SUPE is that it conducts
learning from specific to general, as the contrary of many learning methods
which conduct learning from general to specific. We will demonstrate that for
learning scenarios with large hypothesis space and sparse training data, learning
from specific to general is desirable. By learning from specific to general, SUPE
can make use of the characteristics of the query instance to explore a focused
hypothesis space during classification.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 209–218, 2006.
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2 SUPE Framework

2.1 Query Matrix - A Customized Data Representation

Suppose the learning problem is defined on a class variable C and a finite set
F = {Fi}n

i=1 of random variables, i.e., attributes. Each attribute Fi can take on
values from respective domains, denoted by V (Fi). To simplify the discussion
without loss of generality, we assume that the class variable C is a Boolean
variable since a multi-class variable can be broken into a set of binary variables.
The training data set is denoted by D = {dj}m

j=1. We use dj
i to denote the value

of the jth training instance on the ith attribute.
We consider a learning mechanism where each query instance can be handled

independently in a “customized” learning process. In the learning process of a
query instance, we propose to use a query matrix to represent the attributes
and instances involved. Suppose there are m training instances and n attributes.
Given the query instance t = {ti}n

i=1, we construct a m × n matrix:

A = (aij)m×n, (1)

where

aij = 1, if dj
i = ti,

= 0, if dj
i �= ti (2)

Therefore, the query matrix A consists of n columns and m rows. Each column
represents the corresponding attribute while each row represents a training in-
stance. An element aij inside A is defined as “1” when the jth training instance
shares the same value with the query instance on the ith attribute, and “0” if
otherwise. This (0,1) matrix represents the relationship between attributes and
instances for the learning customized to the query instance.

In the following discussion, we mainly focus on tackling discrete attribute val-
ues because continuous attribute values can be discretized before feeding into the
learning model. We use the weather problem to demonstrate the concept of query
matrix. Consider the attribute set F = {outlook, temperature, humidity, windy}
and the class label C defined on the value domain {yes, no}. The class
attribute represents the fact that whether the weather condition is good for
playing. The training data set consists of 14 instances, as shown in Figure 1.
Consider the scenario of predicting the class label of two query instances, namely,
{sunny, mild, normal, false} and {overcast, cool, high, true} under customized
learning manner, two corresponding query matrices are then generated as shown
in the bottom of Figure 1. Note that attribute and instance dimensions are not
necessarily the same for different query matrices.

A query matrix is a binary relation over the training data set and the at-
tribute set, but this relation is completely customized to the query instance. It
can be viewed as the result of filtering the training instances with the query
instance as a sifter. With the query matrix model of the training data and at-
tribute values, the learning process can focus on local useful patterns and search
more exhaustively to improve the classification performance.
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Fig. 1. Example of two query matrices on the WEATHER problem

2.2 The Concept of Support Patterns

In the learning process of a query instance, we propose to use support patterns
as the basic unit of learning. Generally, a support pattern (SP) can be viewed
as a subset of the query instance. A query instance t is denoted by a full set of
attribute values {t1, . . . , tn} where ti ∈ V (Fi). Therefore, a support pattern At

for the query t can be viewed as a subset of the set {t1, . . . , tn}. The cardinality of
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At is denoted by |At|. Another requirement of a SP is that it must be supported
by some training instances. A SP is valid when there are training instances
matching with it. We denote the set of training instances that match with At by
I(At). If At is valid, then we have |I(At)| > 0. Given the query matrix for t, a
valid SP is always associated with a sub-matrix. We are interested in those all-
ones-sub-matrices, which represent useful SPs with all support instances sharing
the same class label. Such a sub-matrix consists of an arbitrary subset of rows
and columns of the query matrix, among which the permutation is allowed.

For example, suppose the query is to classify whether the weather is suit-
able for playing, given four attributes {outlook = sunny, temperature = mild,
humidity = normal, windy = false}. Generally, the training data might only
deliver a reliable pattern of a more general level, i.e., {sunny, ?, normal, ?} is
good for playing or not. These partially-specified attribute subsets are considered
as SPs, if the corresponding support instance set is not empty. The subset rela-
tionship among SPs represents the “more-general-than” [9] relationship between
their underlying concepts. Given two support patterns, namely, At and Bt, if
At ⊆ Bt, then At is a generalization of Bt and Bt is a specialization of At. For
instance, {sunny, ?, normal, false} is a specialization of {sunny, ?, normal, ?}
while the latter is a generalization of the former. The “more-general-than” rela-
tionship between two SPs implies that I(Bt) ⊆ I(At).

2.3 Reduced Hypothesis Space

In A SP in SUPE can be treated as a classification rule with the major class
label among its support instances as the predictor. Because each attribute Fi

can take on values in V (Fi) or be missing in a classification rule, theoretically
there are

∏
(|V (Fi)| + 1) rules to be explored. Even for the simplest case where

all attributes are binary,
∏

(|V (Fi)| + 1) still equals 3n where n is the number
of attributes. In practice, it is difficult and usually infeasible to examine all
potential rules, considering the large number of combinations of domain values.

A common technique in rule induction algorithms [2,10] is to search with the
guide of heuristics. The Apriori Property, which means “nonempty subsets of a
frequent item set must also be frequent.”, helps to reduce the search space by
pruning the infrequent item set. At each step, the heuristic looks no further than
the next attribute to be selected, which is added into existing classification rules
to produce new rules for verifying. As a consequence, the data space is recursively
partitioned into a number of clusters. In contrast, our proposed SUPE framework
utilizes the query instance and the training data to prune the hypothesis rule
space, since each useful rule should be applicable to the query instance and
supported by some training data. Moreover, the search sequence of SUPE is
from specific to general. Each query or training instance is treated as the most
specific classification rule, then it is generalized to produce more general rules.
Since each instance containing n attribute values can be generalized to at most
2n rules (including itself and the rule without antecedent), the rule space to be
searched is significantly pruned.
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It can be shown that maximal all-ones-sub-matrices of a query matrix D
are one-to-one correspondence with fully connected sub-graphs of a bi-partite
graph with the same binary adjacency matrix D. Therefore, it is a NP-complete
problem since there are (2m − 1)(2n − 1) sub-matrices available. However, since
each given SP can only have one fixed set of support instances, there are 2n −
1 sub-matrices available for a query instance. It is the same as the maximal
number of rules except for the removal of the non-antecedent rule. In real-world
problems, |V (Fi) + 1| is always no less than the minimum value 3. The number
of attributes n might also be very large. Hence our customized learning method
has advantages over common rule-based learning methods. More precisely, when∏

(|V (Fi)| + 1) is very large and the training data is relatively sparse, SUPE
will be more effective and efficient.

Moreover, since each useful rule should be supported by some training in-
stances, all useful rules can be explored in handling all training instances sepa-
rately as query instances. Suppose there are altogether e query instances to be
classified and r training instances, the hypothesis rule space to be searched in
SUPE is at most 2n min(r, e). Equation 3 shows the condition when our SUPE
learning method can have significant computational advantages over common
rule-based learning techniques.

2n min(r, e) <<
∏

(|V (Fi)| + 1) (3)

This condition can be easily met in practice because many real-world problems
have a large attribute set with a relatively sparse training data set. Another
simple but stricter condition is 3n/2n >> r, assuming e >> r and all attributes
are simply binary. The data sets used for evaluation in Section 4 are selected
according to this criterion.

Among all the SPs in the hypothesis space, only those supported by training
data need to be considered, i.e., valid. Moreover, since we only consider patterns
with sufficient support, only a small fraction of those SPs need to be processed.
Therefore, the valid SPs to be processed is far less than 2n min(r, e). Conse-
quently, we can develop pruning operations to discover valid SPs efficiently.

2.4 Searching from Specific to General

The search in our SUPE framework is conducted from specific to general. In
contrast, common rule learning algorithms search for classification rules in a
greedy manner, from general to specific [2,3,7]. Therefore, common rule-based
learning algorithms can be viewed as conducting global “drill down” operations
to produce more concrete rules from the current set of rules. Some techniques
such as post-pruning or boosting are proposed to improve the performance and
avoid overfitting [8,2]. Our method can be viewed as conducting “scroll up”
operations from each training instance to produce more general concepts.

In common rule learning process, we need to find out a sequence of conditions
or a sequence of attributes to discover a useful rule. Moreover, each selected
attribute condition must obtain sufficient information gain value or similar kind
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of measures. However there might be no such sequences at all. If such a situation
happens, that rule cannot be discovered via the common “drill-down” learning
process. A typical scenarios is that the attribute with the largest information
gain is not specified in the most useful rule. Then the partition of the attribute
space will be deviated from that useful rule from the beginning. Returning to
the weather problem described previously as an example, rule learning methods
such as ID3 or J48, which search from general to specific, will return the result
depicted as below:

Outlook

overcast rainysunny

yes (4,0)
normalhigh

No (3,0)                          Yes(2,0)

true false

No (2,0)                    Yes (3,0)

=?

Windy=?Humidity=?

Fig. 2. Result of learning from general to specific on the Weather problem

However, the most useful SP in classifying the query {sunny, mild, normal,
false} is {?, ?, normal, false}. This rule is better than {sunny, ?, normal, ?}
because it has double support instances. Although these two SPs predict the
same class label for the query, {?, ?, normal, false} provides more reliability and
confidence with the prediction. However, this better SP cannot be discovered via
common searching from general to specific rule learning process. The reason is
that the attribute “outlook”, which attains the largest information gain and
hence dominates the searching direction, is not specified in this useful SP.

In contrast, SUPE does not rely on such a sequence to discover useful SPs.
SUPE can discover more useful and customized SPs (classification rules) for the
query, such as {?, ?, normal, false} in the above case. We introduce a search
mechanism, which can be viewed as the inverse of Apriori Property. Suppose
a user requires a useful support pattern to be with p or higher accuracy. If a
support pattern can meet the requirement, all its specialized SPs are also very
likely to have a high expected accuracy and the same majority class. In other
words, the decision on a specific SP can be a reliable indicator of its general
derivations, but not vice versa.

3 Exploring Query Matrix for Useful SPs

3.1 Selecting Useful SPs for Learning

In searching from specific to general, SUPE selects useful SPs, i.e., all-ones-sub-
matrices in the query matrix. Suppose a SP At has x support training instances,
i.e., |I(At)| = x, which is called frequency. Hence the corresponding all-ones-sub-
matrix of At has x rows and |At| columns. Among the x rows, y rows sharing the
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same majority class label is called majority count. Hence this SP becomes a sub-
classifier whose prediction is the majority class label. y/x is called the majority
rate of At. It can also be viewed as the empirical accuracy of classifying all
rows of the corresponding sub-matrix. An ideal all-ones-sub-matrix for learning
should have a large number of rows which all belong to the same class. Since
the given query instance is a specialization of this SP, the query likely belongs
to that class. We select those SPs which are reliable sub-classifiers with high
empirical accuracy. Therefore, we are more interested in all-ones-sub-matrices
with large number of rows and high majority rate. Moreover, the number of
columns of the sub-matrix is also an indicator of the distance between the SP
and the query instance, in terms of “more-general-than” relationship. In practice,
a high majority rate and a high frequency are favorable.

We can explore all valid SPs efficiently, from the largest cardinality to the
smallest cardinality, via scanning the training data. Suppose the largest car-
dinality among all SPs is k. The exploration starts with SPs with the largest
cardinality k. They can be enumerated and explored directly by investigating all
qualified training instances, i.e., sharing k attribute values with the query. Then
all valid SPs with cardinality less than k can be exhaustively enumerated.

With the query matrix, operations on SPs are transformed into operations
on a binary matrix. Each SP can be generated by filtering the original query
matrix with a binary string as a bitwise-AND mask. Rows are ranked according
to their number of ones, which indicates their similarities with the query. Thus at
each step only a small fraction of rows needs to considered. The learning process
usually completes after only examining those rows which have a large number of
ones. For problems with large attribute dimensions but relatively sparse training
data, our method has the capability of exploring all valid SPs exhaustively. Even
for problems with both large attribute dimensions and large number of training
instances, our method can still efficiently reduce the search space and discover
useful SPs with the aid of a set of pruning rules as described in Section 3.2.

3.2 Discovery Process

The complete process of discovering useful SPs has several steps. First the train-
ing data is transformed into a binary matrix according to the query. All valid
SPs are ranked and examined by scanning the rows of the query matrix. Then
we use the selection metric to find useful valid SPs. If a SP is accepted as a
good predictive sub-model, it will be selected as discovered knowledge. If a SP is
rejected, it will be discarded. If a SP is neither selected nor discarded, it is then
stored. The common subsets of stored SPs are used to generate new SPs which
could not be explored directly from the training data. Finally the discovered SPs
are combined to predict the query as described in Section 3.3.

Based on the “more-general-than” relationship, a pruning principle is uti-
lized in the discovery process. Once a SP has been determined to be selected
as useful or discarded as useless, all its generalizations have to be pruned. This
pruning principle shows that SPs can be exploited by analyzing their relationship
and observing their class distributions. The decision of selecting or discarding a
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particular SP will trigger a family of SPs to be pruned. These operations can
significantly accelerate the searching for an appropriate set of useful SPs.

3.3 Combining Selected SPs for Classification

There are various ways to combine selected SPs for predicting the class label.
A straightforward technique is to conduct a majority voting among the training
instances associated with selected SPs. The class with the maximum sum of
frequencies in all discovered SPs is the classification result of the query instance.

The output of SUPE is a weighted summary of the selected SPs. Common
weighting schemes consider the TP/FP ratio of each applicable classification
rule where TP is true positive and FP is false positive. The normalized form of
TP/(FP + g) is usually used as the weight of a rule in the final classification.
In our SUPE method, we design a weighting scheme for selected SPs. Thus the
weighted class frequencies of selected SPs can be combined to classify the query
instance. The class label with the largest weighted sum of frequencies is assigned
to the query instance. The weight W (At) for a SP At is given as follows:

W (At) =
yE(|I(Ø)|)

(x − y + g)E(|I(At)|)
(4)

where E(|I(Ø)|) is the expectation of |I(Ø)|, y/(x − y + g) is actually the em-
pirical estimation of TP/(FP + g). E(|I(Ø)|)/E(|I(At)|) is introduced because
we should take into account the expected frequency of At. Intuitively, we should
consider the similarity between a SP and the query instance in addition to con-
sidering the frequency x and the majority rate y/x. SPs with large cardinali-
ties tend to have less support instances, but they are usually very close to the
query instance. Their importance should be reflected despite their limited sup-
port instances. Therefore, we introduce the inversion of expected frequency as a
weighting factor, which is defined as follows:

E(|I(Ø)|)
E(|I(At)|)

�
∏

|V (Fi)|
e
∑

i Ti(Fi) ln |V (Fi)| (5)

The indicator variable Ti(Fi) in Equation 5 equals 1 when Fi ∈ At, otherwise
it equals 0.

∏
|V (Fi)|/e

∑
i Ii(Fi) ln |V (Fi)| reflects the expected frequency ratio of

training instances matching with At, assuming that all data is evenly distributed
over the attribute space.

4 Experimental Results

4.1 Benchmark Data Sets

To evaluate the classification performance of SUPE, we have conducted exten-
sive experiments on a number of benchmark data sets from the UCI reposi-
tory of machine learning database [1]. These data sets all satisfy (3/2)n/r >
1, as discussed in Equation 3. They were collected from different real-world
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problems in various domains. We partitioned each data set into 10 even
portions and then conducted 10-fold cross-validation. The performance is mea-
sured by the average classification accuracy (in percentage) of 10-fold cross-
validation. In these experiments, we have also investigated the performance of
kNN, Naive Bayesian, Lazy Bayesian Rule (LBR), SVM, and Decision Tree (J48)
provided by Weka-3-2-6 machine learning software package, as mentioned in
the previous section. All these models except for kNN use default settings. For
kNN, we have conducted runs for k = 1,5, and 10. We reported the results
for k = 5 because it achieves the best average classification accuracy among
different k.

Table 1. Classification performance of SUPE and other classifiers on selected group
of UCI data sets

No. of No. of No. of Naive
Data Set Attr.(n) Classes Ins.(r) (3/2)n/r SUPE kNN Bayes J48 SVM
Sonar 60 2 208 176771484.2 87.0 84.6 65.9 74.1 77.8
Annealing 39 5 898 5472.6 99.0 97.1 86.5 98.4 97.9
Ionosphere 34 2 351 2765.6 90.3 84.9 82.4 90.9 88.0
Kr-vs-Kp 36 2 3196 683.4 96.5 94.9 87.6 99.5 95.7
Hepatitis 19 2 155 14.3 90.0 85.8 83.8 79.4 85.8
Labor 16 2 57 11.5 96.5 86.0 94.7 78.7 92.7
Lymph 18 4 148 10.0 83.1 81.8 83.8 77.0 86.5
Zoo 17 7 101 9.8 96.2 95.1 95.2 92.1 92.1
Average 92.3 88.8 85.0 86.3 89.6

In Table 1, data sets are ranked in descending order of (3/2)n/r. On this
group of data sets, our SUPE method obtains the highest average accuracy
92.3% among all classifiers. In particular, on the data set of Sonar, which has
an extremely large (3/2)n/r, SUPE significantly outperforms other classifiers.
As customized learning methods, SUPE and kNN perform similarly well on
data sets such as Sonar and Zoo. On average, SUPE demonstrates advantages
on data sets with high attribute dimension, taking the number of classes into
consideration.

5 Conclusions and Future Work

This paper presents a novel customized algorithm called SUPE. To classify a
query instance, SUPE constructs a query matrix to reduce the hypothesis space,
and searches for useful local SPs from specific to general. The experimental re-
sults demonstrate that SUPE has a prominent learning performance. A promis-
ing future direction is to explore more sophisticated methods for exploring the
query matrix. Moreover, we plan to develop a visualization platform for SUPE
to facilitate interactive learning or online classification.
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Abstract. Rule induction is a data mining process for acquiring knowledge in 
terms of symbolic decision rules that explain the data in terms of causal rela-
tionship between conditional factors and a given decision/outcome. We present 
a Decision Rule Acquisition Workbench (DRAW) that discovers symbolic de-
cision rules, in CNF form, from un-annotated data-sets. Our rule-induction 
strategy involves three phases: (a) conceptual clustering to cluster and generate 
a conceptual hierarchy of the data-set; (b) rough sets based rule induction  
algorithm to generate decision rules from the emergent data clusters; and (c) at-
tribute oriented induction to generalize the derived decision rules to yield high-
level decision rules and a minimal rule-set size. We evaluate DRAW with five 
standard machine learning datasets and apply to derive decision rules to under-
stand optic nerve images in the realm of glaucoma decision support.  

1   Introduction 

All data mining endeavors assume that a data-set inherently embodies interesting 
patter`ns which are discoverable and potentially useful to the domain of its origin. 
The inherent patterns within a database can be discovered through a variety of data 
mining techniques and the discovered knowledge can be manifested in a variety of 
modalities, such as clusters, decision tree, prediction models symbolic rules and so on 
[1]. Discovering knowledge from un-annotated data—i.e. when the class label is not  
available—is a challenging task as the methods need to work without any a priori data 
discriminating information. Furthermore, it is of interest and practical use to acquire 
an objective and understandable description of the knowledge derived from  
un-annotated data—i.e. in terms of symbolic decision rules—to not only provide an 
opportunity for qualitative analysis of the data mining output, but also to get an un-
derstanding of intrinsic behavior of the data-set.  

Rule induction is the process of acquiring knowledge (i.e. symbolic decision rules) 
from a number of specific 'examples' (i.e. the data-set), to explain the cause-and-effect 
relationship between conditional factors and a given decision/outcome. However, rule 
induction algorithms are supervised in nature and typically work on annotated data-
sets, yet there is a case for interpreting un-annotated data-sets in terms of Conjunctive 
Normal Form (CNF) symbolic rules.  This can be achieved by inductively clustering 
the data-sets and then explaining the intrinsic relationships between the attributes, that 
manifest as data clusters, in terms of symbolic decision rules [2].  

In this paper we present a rule induction framework that discovers CNF decision 
rules from un-annotated data-sets. We use rough sets as the base rule-induction method, 
which has been successfully applied for this task [3]. Additionally, we present  
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techniques to (a) reduce the size of the rule-set; and (b) to generalize the rules to high-
level concepts. We present a hybrid rule-induction strategy that uses (i) conceptual 
clustering to cluster the un-annotated data-set (to acquire the underlying class informa-
tion) and to generate a conceptual hierarchy that describes the data at different levels of 
abstraction [4]; (ii) rough sets based rule induction algorithm to generate decision rules 
from the emergent data clusters [5]; and (iii) attribute oriented induction in conjunction 
with the data’s conceptual hierarchy to generalize the derived decision rules to high-
level decision rules [6], and in the process minimizing the rule-set size without com-
promising classification accuracy. The rule induction framework is implemented in 
terms of DRAW (Decision Rule Acquisition Workbench), as shown in figure 1, and is 
evaluated with standard machine learning datasets.  

 

Fig. 1.  The Functional Architecture of DRAW 

We applied DRAW to derive decision rules for classifying Confocal Scanning La-
ser Tomography (CSLT) images of the optic disk for the diagnosis of glaucoma. The 
decision rules are expected to provide: (a) insight into the relationships between optic 
disk’s shape features in relation to glaucoma damage; and (b) a description of five 
different classes (healthy, glaucoma, focal, senile, myopic damage) in terms of the 
features. The derived decision rules can be used for the classification of a new CSLT 
image—i.e. whether the patient is a normal or has a specific type of glaucoma.  

2   Rule Induction and Rough Sets 

Rule induction is an active machine learning research area with a wide variety of 
existing algorithms—to construct, classify and prune the rules—grounded in different 
theoretical principles [7]. Statistical methods, classified as classical and modern (such 
as Alloc 80, CASTLE, Naïve Bayes) methods, are based on linear discrimination and 
estimation of the joint distribution of the features within each class, respectively. 
Decision tree based rule induction methods, such as ID3, CART, C4.5 and CAL5, 
partitions the data points in terms of a tree structure such that the nodes are labeled as 
features and the edges as attribute values [8].  

Rough sets provide an alternative method for rule induction due to their unique ap-
proach to handle inconsistencies in the input data. Rough set based data analysis in-
volves the formulation of approximate concepts about the data based on available 
classification information [3, 9]. Functionally, rough sets based rule induction  
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involves the formation of approximate concepts based on a minimum number of  
features—the approximate concepts, also called dynamic reducts, are capable of dif-
ferentiating the various classes within the data. Rule induction involves the represen-
tation of dynamic reducts as succinct symbolic if then decision rules that potentially 
can inter-attribute dependencies and attribute significance and class information. 
There is no standard approach to rough set based rule induction, hence rough sets can 
be used at different stages a rule induction process. A number of rough set based rule 
induction approaches has been suggested such as System LERS [10]; Discernibility 
matrix [11] leading to a computational kernel of the system Rosetta [12]; RoughDAS 
[13] that allows users to specify conditions; rule induction framework, involving rule 
filtering methods, to generate cluster-defining rules [2]; and so on.  

3   Our Rule Induction Approach 

The featured work is an extension of the rule induction framework proposed by Abidi 
[2], in that we have introduced methods to generate generalized decision rules and to 
minimize the rule-set size. We discover symbolic rules from un-annotated datasets 
comprising an undifferentiated collection of continuous, discrete and nominal valued 
data-vectors }]n,1[i:{S xi

∈= , for which the classification attribute α=)(c xi
 for 

α ∈ [1, k] is unknown [3]. We have developed a hybrid rule induction approach that 
dictates the systematic transformation of un-annotated data-sets to deductive symbolic 
rule-sets via a sequence of phases, as described below: 

3.1   Phase 1 - Data Clustering and Conceptual Hierarchy Generation 

Given an un-annotated dataset, the first step involves the unsupervised clustering of 
the data into k clusters in order to derive classification information that is required for 
subsequent rule induction. We have adapted a Similarity Based Agglomerative Clus-
tering (SBAC) algorithm [4] that is based on a similarity measure from a biological 
taxonomy [14]. The clustering process is driven by two factors 1) the criterion func-
tion for evaluating the goodness of partition structure and 2) the control algorithm for 
generating the partition structure. The similarity measure regards a pair of objects (i, 
j) more similar than a second pair of objects (l, m) iff the object i and j exhibit a 
greater match in attribute values that are more uncommon in the population. This 
similarity measure can be conveniently coupled with a simple agglomerative control 
strategy that constructs a conceptual hierarchy, from which a distinct partition is ex-
tracted by a simple procedure that trades off distinctness for parsimony.  

To derive the conceptual hierarchy, the original algorithm [4, 15] is modified as 
follows: (a) Each attribute of the data-set is applied the SBAC individually such that 
the similarity matrix is calculated based on the similarity measure among the values 
of each attribute instead of the combination of all the attributes; and (b) based on the 
similarity matrix of each attribute, the distinct values of an attribute are clustered 
agglomeratively such that a tree-like structure is formed, where the lowest level is 
made up of the distinct attribute values and the higher level is made up of clustered 
values which contain the values from lower level. The root of the conceptual hierar-
chy recursively contains all the distinct values of the attribute, which provides the 
most general attribute information (as shown in Table 1). 
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The outcome of phase I is two fold: (i) the data is partitioned into k number of data 
clusters; and (ii) a hierarchical concept tree is constructed to form the basis for attrib-
ute-oriented induction and the generalization of the cluster-defining symbolic rules. 

Table 1. Conceptual hierarchy derived from the TGD data set. Attribute values are discretized 
into intervals. Intervals labeled by letters are at the higher level. Intervals labeled by numbers 
are on the lower level of the hierarchy and can be merged to form a more generalozed interval. 

T3r
(10)

Sthy
(5)

Stri
(6)

bTSH
(3)

mTSH
(10)

1 = [ _ , 97)
2 = [97, 100)
3 = [100, 118)
4 = [118, 125)
5 = [125, _ )

a = [ _ , 100)
b = [100, 125)
c = [125, _ )
e = [ _ , 125)
f = [125, _ )

1 = [ _ , 5.7)
2=[5.7, 14.2)
3 = [14.2, _ )

a = [ _ , 14.2)
b = [14.2, _ )

1 = [ _ , 1.25)
2 = [1.25, 3.65)
3 = [3.65, 3.95)
4 = [3.95, _)

a = [ _ , 3.65)
b = [3.65, _ )

1 = [ _ , 4.30)
2 = [4.30, _ )

a = [ _ , _ )

1 = [ _ , 0.35)
2 = [0.35, 0.65)
3 = [0.65, 7.25)
4 = [7.25, 10.5)
5 = [10.5, _)

a = [ _ , 0.65)
b = [0.65, 10.5)
c = [10.5, _)
e = [ _ , 10.5)
f = [10.5, _)

 

3.2   Phase 2 - Symbolic Rule Discovery 

Given an annotated and discretized data-set together with the conceptual hierarchy 
that describes the characteristics of the data-set, the task in phase II is to generate a set 
of symbolic CNF rules that model the data-set in terms of class-membership princi-
ples and complex inter-relationships between the data attributes. In our work, we 
implemented a symbolic rule generation approach based on the Rough Set approxima-
tion [3, 9], as it provides a sound and interesting alternative to statistical and decision 
tree based rule induction methods. Our rule induction methodology is as follows: 

Step 1: Dynamic Reducts Computation 
We use k-fold cross validation to split the data-set into training and test sets. From the 
training data (for each fold), we compute multiple dynamic reduct sets, such that each 
reduct set is found through the identification of minimum attribute sets that are able to 
distinguish a data point from the rest of the data set. This is achieved via (a) vertical 
reduction whereby the redundant data objects are eliminated and (b) horizontal  
reduction whereby the redundant attributes are eliminated since logically duplicated 
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attributes cannot help distinguish a data point from the rest of the data set. At the 
completion of the reduction process we end up with a minimum set of attribute values 
that can distinguish any data point from rest of the data-set—i.e. a reduct set. Dy-
namic reducts are the reducts that have a high frequency of occurrence across all the 
available reduct-sets, and are of particular interest for rule generation purposes. The 
search for dynamic reducts is an NP-hard problem—the time complexity for finding 
the minimum attribute set increases exponentially with respect to the linear increase 
of the data set—and a genetic algorithm based reducts approximation method is used 
to compute the dynamic reducts [16, 17, 18].  

Step 2: Symbolic Rule Generation via Dynamic Reducts 
After computing the dynamic reducts we generate symbolic rules from them. Instead 
of using all the dynamic reducts to generate a large set of symbolic rules, we attempt 
to generate symbolic rules from the shortest possible length dynamic reducts; the 
rationale being that shorter length dynamic reducts have been shown to yield concise 
rule-sets that exhibit higher classification accuracy and generalization capabilities [2]. 
Our rule generation strategy therefore involves: (1) the selection of dynamic reducts 
that have a short length and (2) the generation of rules that satisfy a user-defined ac-
curacy level. Our strategy for generating symbolic rules is as follows [2]: 

Step 1 :  Specify an acceptable minimum accuracy level for the rule set. 
Step 2 : Find dynamic reducts from the sub-samples and place in set DR. Note that 

DR will comprise reducts with varying lengths. 
Step 3 :  From the reducts in DR determine the shortest reduct length (SRL).  
Step 4 :  From DR, collect all reducts that have a length equal to SRL and store them 

as set SHRED. 
Step 5 :  Generate symbolic rules from the reducts placed in SHRED. 
Step 6 : Determine the overall accuracy of the generated rules with respect to the test 

data. 
Step 7 : IF Overall accuracy of the generated rules is lower than the minimum accu-

racy level AND there exist reducts in the DR set with length > SRL 
THEN Empty SHRED AND Update the value of SRL to the next highest re-
duct length in DR AND Repeat from step 6. 
ELSE  
Symbolic rules with the desired accuracy level cannot be generated. 

3.3   Phase 3 – Rule-Set Generalization 

Typically, The rule-set generated in phase II is quite large and might contain low 
quality rules, thereby compromising the classification efficiency of the classifier. In 
phase III, we attempt to minimize the rule-set size by generalizing the induced rules—
i.e. a large number of low level concepts represented in the rules can be generalized to 
fewer higher-level concepts. The conceptual hierarchy derived in phase I is used to 
provide summarization of the induced rules by ignoring redundant differential at 
lower-levels. For rule generalization we have adapted a standard set-oriented induc-
tion method—called Attribute-Oriented Induction (AOI) [6]. We use the below four 
basic strategies for performing attribute-oriented induction on the rule set: 
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Strategy 1. (Concept tree ascension) If there exists a higher-level concept for an 
attribute value of a rule, the substitution of the value by its higher-level concept  
generalizes the rule. Ascending the tree one level at a time enforces minimal 
generalization as the substitution of an attribute value by its higher-level concept 
makes the rule cover more objects than the original one and thus generalizes the rule.  

Strategy 2. (Vote propagation) The value of the vote for a rule is carried to its gen-
eralized rule, next the votes are accumulated when merging identical rules during 
generalization. The vote of each generalized rule registers the number of rules in the 
initial data relation generalized to the current one.  

Strategy 3. (Threshold control on each attribute) If the number of distinct values 
of an attribute in the target class is larger than the generalization threshold value, 
generalization on this attribute is performed. The generalization threshold controls the 
maximum number of tuples of the target class in the final generalized relation.  

Strategy 4. (Threshold control on generalized relations) If the number of rules of a 
generalized relation in the target class is larger than the generalization threshold 
value, further generalization on the relation is performed.  

The AOI based rule generalization algorithm [6] is presented as follows:  

Input: (i) A CNF rule set, (ii) the learning task, (iii) the (optional) preferred con-
cept hierarchies, and (iv) the (optional) preferred form to express learning results 
(e.g., generalization threshold). 
Output. A characteristic rule set generalized from the input rule set. 
Method. Basic attribute-oriented induction consists of the following four steps: 
Step 1. Collect the task-relevant data, 
Step 2. Perform basic attribute-oriented induction 

begin {basic attribute-oriented induction} 
for each attribute Ai (1 ≤ i ≤ n, n = # of attributes) in the generalized relation GR do 

while number_of_distinct_values_in_Ai > threshold do { 
if no higher level concept in the concept hierarchy table for Ai 
then remove Ai 
else substitute Ai ’s by its corresponding minimal generalized concept; 
merge identical rules } 

while #_of_rules in GR > threshold do { 
selectively generalize attributes; merge identical rules } 

end. 
Step 3. Simplify the generalized relation, and 
Step 4. Transform the final relation into a logical rule. 

4   Experimental Results 

The experiments reported evaluate the final classification accuracy of rules discov-
ered by DRAW, and also demonstrate the performance of the individual modules. 
Three experimental scenarios were performed, with standard data-sets, to demonstrate 
the performance of the various combinations of modules (as shown in Figure 1):  

A). Rough set based rule induction (with class information) --> Decision rules  
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B). Conceptual Clustering (without class information) + Rough set based rule induc-
tion  --> Decision rules  

C). Conceptual Clustering (without class information) + Rough set based rule induc-
tion + Attribute-Oriented Induction --> Generalized decision rules 

4.1   Classification Accuracy for Standard Data-Sets 

Standard machine learning data-set—i.e. Thyroid gland data (TGD); Wisconsin 
Breast Cancer (WBC); Balance Scale Weight & Distance (BaS); Iris Plants Database 
(IRIS); Pima Indians Diabetes Database (Pima) were used for our evaluation. Table 2 
shows the classification accuracy for the above experimental scenarios. Also, we 
compared the overall accuracy of our rules with rules derived from C4.5.  

Table 2. Experimental results for scenarios A-C and the baseline C4.5 method 

Accuracy Sensitivity SpecificityData
Sets A B C C4.5 A B C C4.5 A B C C4.5
TGD 0.88 0.89 0.84 0.93 0.97 0.93 0.87 0.97 0.92 0.96 0.95 0.97
WBC 0.93 0.90 0.93 0.92 0.97 0.91 0.96 0.98 0.96 0.99 0.97 0.98
BaS 0.62 0.57 0.64 0.64 0.76 0.75 0.73 0.79 0.82 0.76 0.89 0.79
Pima 0.87 0.89 0.85 0.92 0.94 0.95 0.86 0.96 0.93 0.93 0.99 0.96
IRIS 0.58 0.59 0.63 0.62 0.73 0.74 0.71 0.74 0.81 0.79 0.88 0.74  

From the classification results the following was observed: (a) The overall classi-
fication accuracy offered by DRAW, for both annotated and un-annotated data-sets, 
is quite high and is comparable (in fact better in three cases) with the C4.5 method. 
The classification accuracy for scenario A is largely maintained throughout the 
subsequent stages of the process indicating the robustness of the rough set based 
rule-induction method. We conclude that our rough set based rule induction method 
amicably derives the underlying class structure from the data; (b) The classification 
accuracy for un-annotated data using SBAC conceptual clustering (scenario B) is 
comparable to both scenario A and C4.5, indicating the effectiveness of the concep-
tual clustering approach for rule induction for un-annotated data; (c) The classifica-
tion accuracy for generalized rules (scenario C) is comparable to both scenario A 
and C4.5, indicating the effectiveness of the AOI method for rule generalization. 
Although no significant gain in the accuracy is noted for scenario C, yet the real 
impact of the AOI approach is noted in the minimization of the rule-set size without 
a discernable loss of classification accuracy; (d) Comparison of scenarios B & C 
indicate that the conceptual hierarchy derived in phase I is effective for AOI based 
rule generalization, and the generalized rules do not compromise the classification 
accuracy. This vindicates the role of the conceptual hierarchy and the AOI method 
for rule generalization.  

4.1.2   Rule-Set Generalization 
The application of the AOI based rule generalization method has reduced the rule-set 
size without compromising the classification (see table 3). Furthermore, different 
degrees of rule generalization takes place (as shown in table 4):  
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• Case 1 shows single-level generalization, where a single attribute mTSH is gener-
alized at level 1 of the conceptual hierarchy as [1,2]-> a;  

• Case 2, 3, 4 show multi-level generalization, where attribute mTSH is generalized 
at level 1 of the conceptual hierarchy as [1,2]-> a and [3,4]->b, the generalization 
goes on at the level 2 as [a,b] -> e, and continues until the root of the conceptual 
hierarchy tree is reached;  

• Case 5 shows that generalization can be performed on more than 2 rules, the num-
ber of the rules can be generalized is determined by the number of children that be-
long to the same parent.  

Table 3. Rule-set size comparison for the five different data-sets 

Clustered Rough-Set Based Rules
Before AOI After AOIData

Sets Acc Sens Spec # of
Rules

Acc Sens Spec # of
Rules

Percentage
Reduction

TGD 0.892 0.927 0.962 67 0.836 0.875 0.955 52 22.39%
WBC 0.904 0.915 0.988 103 0.932 0.963 0.968 72 30.10%
BaS 0.573 0.749 0.765 217 0.645 0.728 0.886 194 10.60%
Pima 0.889 0.955 0.931 455 0.849 0.859 0.988 357 21.52%

IRIS 0.589 0.744 0.792 16 0.631 0.711 0.882 15 6.25%  

Table 4. Different degrees of rule generalization achieved via AOI 

Case
Decision Rule

Before AOI

Decision Rule

After AOI
Explanation

1
sthy(3) mTSH(1) -> 2

sthy(3) mTSH(2) -> 2
sthy(3) mTSH(a) -> 2

mTSH(1) and mTSH(2)

generalized to mTSH(a)

2
t3r(3) mTSH(1) -> 1

t3r(3) mTSH(2) -> 1
t3r(3) mTSH(a) -> 1

mTSH(1) and mTSH(2)

generalized to mTSH(a)

3
t3r(3) mTSH(3) -> 1

t3r(3) mTSH(4) -> 1
t3r(3) mTSH(b) -> 1

mTSH(3) and mTSH(4)

generalized to mTSH(b)

4
t3r(3) mTSH(a) -> 1

t3r(3) mTSH(b) -> 1
t3r(3) mTSH(e) -> 1

mTSH(a) and mTSH(b)

generalized to mTSH(e)

5

ucz(2) bn(1) ucp(4) -> 3

ucz(2) bn(2) ucp(4) -> 3

ucz(2) bn(4) ucp(4) -> 3

ucz(2) bn(a) ucp(4) -> 3
bn(1), bn(1)and bn(1)

generalized to bn(a)

 

4.2   Real World Data Experiment 

In our study, we extended our experiment to the medical domain. The Confocal Scan-
ning Laser Tomography (CSLT) data set is used to analyze the damage to optic disks, 
typically in glaucoma patient. The data was collected at the Department of Ophthal-
mology of Dalhousie University. The CSLT data comprises 3574 visual field exami-
nations with 17 morphological features for both normal and glaucomatous patients. 
The data has 5 classes. The features had continuous values and were normalized in the 
range [0, 1] with a linear transformation and discretized using Chi-2 method. The 
classification results (table 5) are promising as given the noise in the image capture 
procedure a classification accuracy of 70% was largely expected and achieved. A 
sample of the generalized rules is given in Table 6, showing the premise and the class. 
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Table 5. Classification results and rule-set size for the CSLT data-set 

Scenario Accuracy Precision Recall Rule-Set Size
A 0.721 0.655 0.986 366
B 0.645 0.611 0.920 374
C 0.721 0.655 0.986 325  

Table 6. Sample of decision rules derived from the CSLT data-set 

Rule
Decision Rule
Before AOI

Decision Rule
After AOI

Explanation

1
CR_G(6) -> 4
CR_G(7) -> 4

CR_G(c) -> 4
CR_G(6) and CR_G(7)
generalized to CR_G(c)

2
CR_TS(0) ST_NI(2) -> 1
CR_TS(1) ST_NI(2) -> 1

CR_TS(a) ST_NI(2) -> 1
CR_TS(0) and CR_TS(1)
generalized to CR_TS(a)

3
CR_TS(2) ST_NI(2) -> 1
CR_TS(3) ST_NI(2) -> 1

CR_TS(b) ST_NI(2) -> 1
CR_TS(2) and CR_TS(3)
generalized to CR_TS(b)

4
CR_TS(a) ST_NI(2) -> 1
CR_TS(b) ST_NI(2) -> 1

CR_TS(e) ST_NI(2) -> 1
CR_TS(a) and CR_TS(b)
generalized to CR_TS(e)  

5   Concluding Remarks 

We have presented an interesting and efficient rule induction strategy that ensures the 
generation of complex and high-level decision rules for un-annotated data-sets. Rule 
granularity has been regarded as being an important factor in the comprehensibility of 
the discovered knowledge in terms of rules—longer and more specific rules do not 
necessarily provide better classification accuracy as compared to shorter and generalized 
rules. Hence, the need for more concise rules and smaller rule-sets. The rule induction 
strategy presented here allows for the generalization of rules whilst maintaining classifi-
cation accuracy via the incorporation of attribute oriented induction—which integrates 
machine learning methodology with relational database operations—with rough sets 
based rule induction methods. The use of a conceptual hierarchy to describe the data is 
an interesting idea as it allows for viewing the data at different levels of abstraction, and 
enables the users to derive rules at a desired level of abstraction.  We also will like to 
point out that the use of the base rough-sets method for rule induction does not impose 
any static statistical parameters or models upon the data, hence minimizing assumptions 
and allowing the data to represent itself. 

In conclusion we will like to point out that the proposed sequential application of 
multiple data mining techniques—i.e. conceptual clustering, rough set based rule 
induction and attribute oriented induction—for symbolic rule generation, appears to 
be a pragmatic methodology for the intelligent analysis of un-annotated data-vectors.  
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Abstract. Automatically determining the number of clusters is an important 
issue in cluster analysis. In this paper, we explore “trial-and-error” approach to 
determining the number of clusters in a given data set. The fuzzy clustering 
algorithm, FCM, is selected as the basic “trial” algorithm and cluster validity 
optimization responses to the “error” procedure. To improve the computation 
speed, we propose two strategies, eliminating and splitting, which allow the 
FCM-based algorithms more efficient. To improve existing validity measures, 
we make use of a new validity function that fits particularly data sets containing 
overlapping clusters. Experimental results are given to illustrate the 
performance of the new algorithms. 

1   Introduction 

Cluster analysis is important issue in data mining. It groups a set of objects into 
classes or clusters so that objects within a cluster have high similarity, but are very 
dissimilar in different clusters. Clustering has its root in many fields, such as 
mathematics, computer science, statistics, biology, and economics. In different 
application domains, a variety of clustering techniques have been developed, 
depending on the methods used to represent data, the measures of similarity between 
data objects, and the techniques for grouping data objects into clusters. Cluster 
analysis plays an essential role in solving practical problems in such areas as 
financing, pattern recognition and image processing. Today, cluster analysis is a very 
active research area. 

One of the major issues in cluster analysis is how to determine automatically the 
number of clusters in a given data set. An intuitive method is “trial-and-error” [1] 
approach. It pre-clusters the data set into c clusters, where c is a possible value of the 
number, and evaluate the result using a cluster validity index, which is related to cluster 
validation problem [2][3]. The pre-clustering often uses a basic clustering algorithm, 
such as the K-Means or FCM. The cluster validity index provides a numeric criterion 
for the possible number of clusters, c, by evaluating the clustering result. The optimal 
value of the index should be obtained at the true number of clusters. 

In this paper, we present two new algorithms for automatic determination of the 
number of clusters. They are based on a basic clustering algorithm and a validity index. 
Among the clustering algorithms considered are K-Means, FCM and PCM [4] [5] as 
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well as their variants. In this work, we are interested in FCM (Fuzzy C-Means) 
algorithm. This is motivated by the concept of fuzzy membership in this algorithm 
that enables the algorithm to effectively deal with outliers and to provide membership 
grading, which is very important in practice. The FCM is also one of the most widely 
used clustering algorithms. On the other hands, the choice of an appropriate validity 
index can have significant impact on the final number of clusters. Although, there are 
a lot of validity indices in the literature, our recent studies show that they do not 
perform well if clusters overlap. In this paper, we make use of our new index 
proposed recently [6]. The focus of this paper is to design efficient elimination and 
splitting strategies to be used with the basic clustering algorithm so that for each 
candidate number clusters, the clustering process can be performed starting from 
previously obtained clusters. 

The paper is organized as follows. In section 2, we will present the pre-cluster 
algorithm, FCM algorithm. In section 3, we will illustrate the FCM-based “try-and-
error” algorithm for determination of the number of clusters. In section 4, we will 
present the new algorithms, one is based on an elimination strategy and another one is 
based on a splitting strategy. We will also introduce our new validity function. 
Finally, in section 5, we present the experimental results. 

2   Pre-cluster Algorithm 

The FCM algorithm dates back to 1973. FCM-based algorithms are the most widely 
used fuzzy clustering algorithms in practice. The basic FCM algorithm can be 
formulated as follows: 
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Euclidean distance). To minimize ),,( XVUJm , the cluster centers (prototypes) iv  

and the membership matrix U need to be computed according to the following 
iterative formula: 
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The cluster centers ,c,,, ivi L21= , are initialized by some method (for example, 

Random initialization and the initial elements of the membership matrix, 

c,,,n, i,,, kuki LL 2121 == , are computed using Equation 2. To refine V and U, 

Equations 2 and 3 are used iteratively until the changes in V or U are sufficiently 

small. For final classification, the largest value of c,,, iuki L21=  is selected to 

any kx , and the corresponding 0i identifies the cluster to which the kx belongs. The 

basic Pre-cluster algorithm (FCM) is as follows: 

Algo1: Pre-cluster algorithm (FCM Algorithm) 
1.Input the number of clusters c, the fuzzifier m and the 

distance function ⋅  and threshold •>0. 

2.Randomly initialize the cluster centers ),,2,1( 0 civi L=  

3.Calculate c,,,n, i,,, kuki LL 2121 == using Equation 2. 

4.Calculate ,c,,, ivi L211 = using Equation 3. 

5.If ( ) ε≤−
≤≤

110

1
/max iii

ci
vvv then go to Step 6; else let 

),,2,1( 10 civv ii L==  and go to Step 3. 

6.Output the clustering results: cluster centers 

,c,,, ivi L211 = •membership matrix U and, in some 

applications, the elements of each cluster i, i.e., all 

kx  such that kjki uu >  for all ij ≠ .  

7.Stop.  
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3   Original Trial-and-Error Algorithm 

The following algorithm indicates the principle of the original trial-and-error 
approach for automatically determining the number of clusters in a given data set. It 
applies the FCM clustering algorithm (Algo1) as the pre-clustering to the data set for 

maxmin ,, CCc L=  and chooses the best value of c based on a (cluster) validity 

criterion, )(cVd , which evaluates the pre-cluster results. Here, minC  and maxC  are 

predefined values that represent, respectively, the minimal and maximal numbers of 
clusters between which an optimal number is sought.  

 
Algo2: FCM-based trial-and-error algorithm 

1.Choose minC  and maxC . 

2.For c = minC  to maxC : 

2.1. Initialize cluster centers (V) randomly; 
2.2. Apply the basic FCM algorithm to update the 

membership matrix (U) and the cluster centers (V); 
2.3. Test for convergence; if no, go to 2.2; 

2.4. Compute the validity value )(cVd ; 

3. Compute Optc  such that the cluster validity function 

)( Optd cV  is optimal. 

4. Stop. 

Several techniques exist for initializing cluster centers (Step 2.1). Random 
initialization is often used because of its simplicity. Other initialization methods could 
be used in many cases. Recently, an empirical comparison of four initialization 
methods for the K-Means algorithm was reported in [7]. According to this study, 
random initialization is one of the best methods as it makes the K-Means algorithm 
more effective and less dependent on initial clustering and order of instances. 
Although it is not clear if these results can be generalized to the case of FCM, it is still 
reasonable to assume that random initialization is a good choice for Algo2. 

4   The New Trial-and-Error Approach for Determining the 
Number of Clusters 

In Algo2, we use random initialization at the beginning of each clustering phase. It is 
easy to imagine that re-initialization at each phase could be a source of computational 
inefficiency. Use of the clustering results obtained in previous phases may lead to a 
better initialization. We propose strategies that yield a new trial-and-error algorithm. 
In this section, we will explain the major steps of the algorithms in detail. 
Experimental results and discussion on the advantages of these algorithms will be 
given in the following section. 

The Trial-Error-Split Algorithm (TESA) described below is called a splitting 
algorithm because it operates by splitting the “worst” cluster at each stage in testing 
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the number of clusters c from minC  to maxC . The major differences between this 

algorithm and Algo2 in the previous section lie in the initialization of cluster centers, 
the validity index used and the process for splitting “worst” clusters. The general 
strategy adopted for the new algorithm is as follows: at each step of the new algorithm 
(TESA), we identify the “worst” cluster and split it into two clusters while keeping 
the other c-1 clusters. 

 
Algo3: TESA (Trial-Error-Split Algorithm)  

1.Choose minC  and maxC  

2.Initialize minC cluster centers (V). 

3.For c = minC to maxC : 

3.1. Apply the Algo1 to update the membership matrix 
(U) and the cluster centers (V); 
3.2. Test for convergence; if no, go to 3.1; 

3.3. Compute a validity value )(cVd ; 

3.4. Compute a score )(iS for each cluster; split the 
worst cluster. 

4. Compute fc such that the cluster validity index 

)( fd cV is the optimal. 

The general idea in the splitting algorithm TESA is to identify the “worst” cluster 
and split it, thus increasing the value of c by one. Our major contribution lies in the 
definition of the criterion for identifying the “worst” cluster. In this paper, we propose 
a “score” function )(iS associated with each cluster i, as follows: 
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here in is the number data in cluster i.  

In general, if )(iS  is small, cluster i tends to contain a large number of data with 

low membership values. The lower the membership value, the farther the data is from 
its cluster center. Therefore, a small )(iS  means that cluster i is large in volume and 

sparse in distribution. On the other hand, a larger On the other hand, a larger )(iS  

tends to mean that cluster i has a smaller number of elements and exerts a strong 
“attraction” on them. This is the reason we choose the cluster corresponding to the 
minimum of )(iS as the candidate to split when the value of c is increased. Fig.1 

illustrates the cluster i with larger )(iS Fig.2 illustrate the cluster i with a small 

)(iS , the cross indicates the center of the cluster and the blue parts means the area 

with dense points. 
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Fig. 1. Cluster with a larger )(iS            Fig. 2. Cluster with a small )(iS  

In order to split the cluster at Step 3.4 of TESA, we have adopted the “Greedy” 
technique [8]. The basic idea is first to select a data point within the cluster that is 
sufficiently far from the initial cluster center and also has a large number of data 
points nearby. This is the first center of the split. The initial cluster center has been 
used here as the competition center. After this step, we eliminate the initial center of 
the cluster and find the second center using the same method except that we use the 
first center as the competition center. After this step, we eliminate the initial center of 
the cluster and find the second center using the same method except that we use the 
first center as the competition center.  

5   Cluster Validity Index 

In our experiments, we found that currently used validity indices (e.g., partition 
coefficient, partition entropy, Xie's, FS validity, Rezaee's validity) behave poorly 
when clusters overlap. This motivated our search for an efficient validity index. In 
[6], we proposed a new validity index having the following form: 
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The cluster number that minimizes WSJV  is considered to be the optimal value for 

the number of clusters present in the data set. This index has proved to be particularly 
efficient in dealing with overlapping clusters (see [6] for more details). Concerning 

the experiments reported here, WSJV  is used in all of Algo2 and TESA. 

6   Experimental Results 

In this section, we show the performance of the new algorithms on several real data 
sets. Among the test data sets, we have used the public data sets X30 and IRIS, a 
number of generated data sets with overlapping clusters and a high dimensional 
data set from G5. There are two aspects of performance to be considered here. One 
concerns the ability of the new algorithm to find the exact number of clusters. The 
other one concerns the computational efficiency of the new algorithms. For the first 
aspect, we have obtained similar results with any of the three algorithms to those 
reported in our previous paper [6]. In other words, the new algorithm (TESA) 
perform similarly as Algo2, i.e. they find very accurately the true number of 

clusters for each of the test data sets with WSJV as validity index. Furthermore, they 

produce almost the same cluster centers when the number of clusters tested are 
close to the true number of clusters. Our extensive experiments have shown that the 

use of WSJV  as validity index is the major factor to guarantee the accuracy of the 

number of clusters determined. This extends the conclusions made in our previous 
paper [6], in which the experimental results were obtained only from Algo2 (with 
different validity indices). Therefore, the elimination and splitting strategies used in 
TESA do an efficient job to circumscribe the search space of the trial-and-error 
algorithm.  

In the follows, we will focus on the computational efficiency of the new algorithms 
as well as on the accuracy of cluster centers obtained. In comparing TESA with 
Algo2, we are particularly interested in reduction in the number of iterations for each 
subsequent value of c tested. We will also compare the cluster centers obtained at the 

optimal number of clusters ( Optc ) with the true centers of clusters when they are 

known. We report here test results on three data sets.  
In all experiments, the fuzzifier m in the algorithm was set to 2, the test for 

convergence in the basic FCM algorithm (Algo1) was performed using 001.0=ε , 

and the distance function ⋅  was defined as Euclidean distance. Choosing the best 

range of the number of clusters is a difficult problem. Here we adopted Bezdek's 

suggestion: 2min =C  and nC =max  [9]. Initialization of cluster centers in TESA 

(step 2) and Algo2 (step2.1) used the random procedure. In order to decrease  
the effect of random initialization in each algorithm, we run each algorithm 20  
times and record the average number of iterations for each c and the CPU  
time. 
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6.1   Tests on Data Set X30 and IRIS 

Test results on the public domain data sets X30, which has three clusters and a total of 
30 data points, and IRIS [10], which has three clusters and a total of 150 data points 
were reported here. The Tables 1 and 2 give the true cluster centers in each data set 
and the computed cluster centers by TESA. Figure 3 and 4 show the average number 
of iterations that Algo2 and TESA need for each value of c and for each test set. The 
last column on these figures shows also the real (average) CPU time taken by each 
algorithm. 

Table 1. Comparison between the true centers and obtained centers by TESA on X30 

 True centers Obtained centers Error 
Cluster1 (1.77, 2.22) (1.771,2.221) (0.001,0.001) 
Cluster2 (11.27,12.05) (11.287,12.053) (0.018,0.003) 
Cluster3 (5.39, 6.07) (5.392,6.074) (0.002,0.004) 

Table 2. Comparison between the true centers and obtained centers by TESA on IRIS 

 True centers Obtained centers Error 

Cluster1 
(6.59,2.97, 
5.55,2.03) 

(6.77,3.05, 
5.64,2.05) 

(0.18,0.02,0. 
09,0.02) 

Cluster2 
(5.00,3.42, 
1.47,0.24) 

(5.00,3.40, 
1.49,0.25) 

(0,-0.02 , 
0.02, 0.01) 

Cluster3 
(5.92,2.77, 
4.26,1.33) 

(5.87,2.76, 
4.36,1.40) 

(-0.05,-0.01, 
0.1, 0.07) 

 
From these results and from the results on similar small size data sets, we could 

make following conclusions: 

− The cluster centers computed by TESA are accurate for small data sets containing 
less than several hundred data points (which is the case for most public domain 
data sets). Even when there are overlapping clusters, which is the case of IRIS data 
set, the new algorithms is still able to produce very good estimates. However, it is 
difficult to carry out these comparisons on real large data sets because the 
information required for the comparison such as the true number of clusters and 
true cluster centers is often not available. 

− In terms of computational efficiency, TESA needs, in general, less number of 
iterations than Algo2.  

− It is easy to understand that the number of iterations for each value of c tends to be 
small when c is close to the true number of clusters. When the value of c moves 
away from the true number of clusters, TESA tend to have a more brutal increase 
in the number of iterations. Another very interesting property of the algorithm is 
that the number of iterations is very stable for each value of c. The good property 
that could be useful if we want to develop a strategy to further limit the search 
range of c. 
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Fig. 3. Comparison of the number of iteration of Algo2 and TESA on the data set X30 

 

Fig. 4 Comparison of the number of iteration of Algo2 and TESA on the data set IRIS 

6.2   Test on Generation 5 Data Set 

To further illustrate the computational efficiency of the proposed algorithm, we report 
here experiments on a real data set from Generation 5 (G5). The data set contains 
10,000 data points and each point has 22 variables. We do not know exactly the 
number of clusters. The number is estimated to be between 4 and 8. The three 
algorithms Algo2 and TESA conclude that the number of cluster is 5, which is 
acceptable. The number of iterations that Algo2 and TESA need for each value of c is 
shown in Figure 5. This is a more convincing example that Algo2 needs more 
iterations than TESA. For the CPU time, TESA is about 50\% faster than Algo2. We 
are obtained constantly similar results with data sets of about same size. 

 

Fig. 5. Comparison of the number of iteration of Algo2 and TESA on the data set of G5 
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7   Conclusion 

The major achievements of this paper are an improved FCM-based algorithm for 
determining the number of clusters. The new algorithm has been tested on many data 
sets, of which some contain strong overlapping clusters. The results obtained have 
shown several clear advantages over other FCM-based algorithms, which benefits 
from the use of a new validity index and strategies to better initialize the cluster 
centers. We are currently working on integration of these algorithms into a data 
mining system. 
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Abstract. In order to get more reliable activation detection result in
functional MRI data, we attempt to bring together the advantages of
the genetic algorithm, which is deterministic and able to escape from
the local optimal solution, and the K-means clustering, which is fast.
Thus a novel clustering approach, namely the genetic K-means algo-
rithm, is proposed to detect fMRI activation. It is more likely to find a
global optimal solution to the K-means clustering, and is independent of
the initial assignments of the cluster centroids. The experimental results
show that the proposed method recognizes fMRI activation regions with
higher accuracy than ordinary K-means clustering.

1 Introduction

Based on the blood oxygen level-dependent (BOLD) principle, functional mag-
netic resonance imaging (fMRI) has become one of the typical tools in the
neurological disease diagnosis and human brain research. Because of the low
signal-to-noise ratio (SNR), the complexity of noise sources, and the diversity in
experiment design, detecting activated regions in fMRI still remains challenging.
The fMRI dataset is a 4-dimensional dataset, which is not only composed of
spatial correlation, but also sharing temporal relationship.

The existing activation detection methods can be roughly categorized into
two families, hypothesis-based and exploratory approaches. The hypothesis-based
methods parametrically fit a prior model (e.g. general linear model [1]) to the
data. A representative of this category is the statistical parametric mapping
(SPM) [2]. Exploratory approaches, on the other hand, aim at revealing the
activation information in fMRI data content without prior knowledge. Principal
component analysis (PCA) [2], independent component analysis (ICA) [3], and
clustering methods are examples of this category.

The most popular clustering method to analyze the fMRI data is the fuzzy
K-means algorithm, the fuzzy version of the simple and popular clustering al-
gorithm, K-means algorithm. K-means algorithm is based on a simple iterative
scheme for finding a locally optimal solution, and thus may converge to a subop-
timal partition. This algorithm starts with a randomly initialization of centroids,
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and iteratively generates new sets of centroids using the existing centroids with
very simple steps.

The basic idea of applying genetic algorithm to clustering is to simulate the
evolution process in nature and evolve clustering solutions from one generation
to the next. In contrast to the K-means algorithm, which might converge to
a local optimum, the genetic clustering algorithm is insensitive to the initial
assignment and always converges to the global optimum eventually [4] [5]. In
this paper, we apply the genetic K-means algorithm to cluster the fMRI time
series, which is expected to converge to the global optimal clustering solution
with higher detection accuracy.

2 Method

2.1 Framework

Fig. 1 gives the framework of fMRI clustering via genetic K-means algorithm.
The first phase is the fMRI data preprocessing. The raw fMRI slices are first
spatially and temporally aligned. Then the time series are normalized and de-
trended so that the resultant data only reflects the variation. Finally, the size of
the dataset is reduced by removing the voxels that are definitely not activated
voxels based on their correlation coefficient with the stimulation.

The second phase is the clustering of the time series by genetic K-means
algorithm. It consists of an initialization step, where the initial population P0

is generated. Then the genetic operators, namely the selection, mutation and
K-means operators, are applied to evolve the next generation Pi+1. This evolu-
tion is performed until a termination condition is satisfied. The clustering result

Fig. 1. Framework of fMRI time series clustering via genetic K-means algorithm
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is considered to be a proper partition that distinguishes the activated voxels
from the non-activated ones. The cluster whose centroid has larger correlation
coefficients with the stimulation paradigm is selected as the activated cluster.

2.2 Chromosome Encoding

Suppose the fMRI dataset consists of N patterns, which corresponds to the N
time series. Each pattern is a D dimensional vector representing D intensity
values recorded on D time points respectively. The goal of the genetic K-means
algorithm is to partition the N patterns into K groups, such that the total within
cluster square error (TWCSE) is minimized. The TWCSE is defined as follows:

TWCSE =
K∑

k=1

∑
Xi∈Ck

‖Xi − zk‖2

where Ck represents the kth cluster. Let X1, X2, · · · , XN be the N samples, and
Xid denotes the intensity of time series Xi in time point d. Each partition is
represented by a string, a sequence of numbers a1a2 · · · aN , where ai is the
index of the cluster that sample Xi belongs in this partition. ai is also called

an allele. The centroid of cluster Ck is calculated by zk = Xi∈Ck
Xi

|Ck| , where
|Ck| denotes the cardinality of Ck. The genetic K-means algorithm maintains
a population of coded solutions. Each solution is called a chromosome, coded
by a string a1a2 · · · aN of length N , where ai takes a value from {1, 2, · · · , K}
representing the cluster index to which the corresponding pattern belongs. For
example, a1a2a3a4a5 = ”11221” encodes a partition of 5 patterns where X1, X2,
and X5 belong to cluster 1, and X3 and X4 belong to cluster 2.

Given a partition Si = a1 · · · aN , let e(Si) be the number of non-empty clusters
in Si divided by K. e(Si) is called the legality ratio. We say chromosome Si is
legal if e(Si) is equal to 1, and illegal otherwise. Hence, an illegal chromosome
represents a partition in which some clusters are empty. For example, given
K = 3, the string a1a2a3a4a5 = ”11222” is illegal since cluster 3 is empty.

2.3 Fitness Function

The fitness value of each solution in the current population is defined as its merit
to survive in the next generation. In the context of fMRI time series clustering,
since our aim is to partition the time series patterns into K clusters according to
their similarities, it is natural to minimize the TWCSE. Partition with smaller
TWCSE should have higher probability to survive and should be assigned with
greater fitness value. As we do not expect to see the partition that contains
empty cluster, illegal chromosomes are less preferred and deserve lower fitness
values. Thus, the fitness value for chromosome Si is defined as

F (Si) =
{

1.5 × TWCSEmax − TWCSE(Si) if Si is legal
e(Si) × Fmin otherwise (1)



242 L. Shi, P.A. Heng, and T.-T. Wong

Note that TWCSEmax is the maximal TWCSE value in previous genera-
tions, Fmin is the smallest fitness value of the legal strings in the current popu-
lation if they exist, otherwise Fmin is defined as 1. This definition simply implies
that a solution with a smaller TWCSE should have a greater fitness value and
has a higher probability to survive. Illegal solutions are allowed to survive too
but with lower fitness values.

2.4 Genetic K-Means Algorithm

The pseudocode of genetic K-means algorithm is presented as follows.

Genetic K-Means Algorithm
Input:

Population size: N
Mutation probability: pm

Maximum number of generation: MAX GEN
Output: Solution chromosome: s∗

Initialize the population P ;
s∗ = S1 (the first chromosome in population P );
for gNo = 1 to MAX GEN

Calculate the fitness values for chromosomes in P ;
Si = selection(Si);
for i = 1 to N , Si = Mutation(Si);
for i = 1 to N , Si =K-Means(Si);
s =chromosome in P that has the highest fitness value;
if (F (s∗) < F (s)) s∗ = s;

end
output s∗;

Selection Operator. The probability of each chromosome Si in the previous
generation to be selected is as follows

p(Si) =
F (Si)∑N

j=1 F (Si)
(2)

Here, F (Si) is the fitness value of chromosome Si in the current population, as
have been defined in 2.3. We use the roulette wheel strategy for this random
selection.

Mutation Operator. The mutation operator changes an allele aj in a chromo-
some Si to a new value a′

j with probability pm, where pm is called the mutation
probability and can be specified by the user. The mutation probability is pre-
ferred to be small because high values may lead to oscillating behavior of the
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algorithm. In order to generate an offspring superior to their parents, to facili-
tate the algorithm escape from the local optimum, and to redirect the algorithm
toward the global optimum solution, the mutation operator is designed in the
following way.

The mutation operator mutates aj to a′
j for all j = 1, · · · , N in the same run.

a′
j is selected randomly from (1, · · · , K) with the probability (p1, · · · , pK), where

pk is computed as

pk =
α × Dmax(X�) − D(X�, zk) + β∑K

k=1(α × Dmax(X�) − D(X�, zk) + β)
(3)

Note that D(X�, zk) is the Euclidean distance between the pattern X� and the
centroid zk of the kth cluster. And Dmax(X�) = maxD(X�, zk). D(X�, zk) is
defined as zero if cluster Ck is empty. α and β are the user specified parameters,
where β �= 0 is introduced in order to avoid divide-by-zero error in the case that
all patterns are equal and are assigned to the same cluster in the solution. In this
definition, we allow illegal chromosomes and have the following considerations.
Firstly, each cluster may be randomly reassigned with a probability. Secondly,
the probability of changing allele value aj to a cluster number k is greater if it
is closer to the centroid of cluster Ck. Thirdly, the empty cluster can be viewed
as the closest cluster.

K-Means Operator. Simply utilizing the mutation operators may take more
time to converge, because the initial assignments are arbitrary and the sub-
sequent changes of the assignments are probabilistic. We adopt the K-means
operator after mutation, which has the advantage of converging very fast.

Assume a chromosome in the current population P is Si . The K-means
operator consists of two steps:

1. Recalculate the cluster centroids using zk = X�∈Ck
X�

|Ck| .
2. Reassign each data point to the cluster with the nearest cluster centroid, i.e.

a′
j = arg mink{D(X�, Ck)}.

Note that we define D(X�, Ck) = ∞ if the kth cluster is empty. And the
purpose of this definition is to avoid assigning all patterns to empty clusters.
Illegal string will still remain illegal after performing K-means operator.

In our experiments, the values of the above parameters are: population size
N is 50, the number of generations MAX GEN is 50, mutation probability pm

is 0.005, and coefficients α and β are 1.5 and 0.5 respectively.

3 Experiments and Result

3.1 Data Preprocessing

Realignment. We use the SPM99 software (http://www.fil.ion.ucl.ac.uk/spm
/software/spm99/) to perform the data realignment in this work.
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Normalization and Detrending. We first normalize the fMRI time series by
subtracting the mean value for each of the time series, and adjust the variance of
each time course to be one. The spline detrending method is applied to remove
the baseline drift [6].

Data Reduction. If we take all time-varying signals as the data input into
the clustering procedure, serious problems would occur. As ”activated” voxels
are only a small fraction of the whole brain voxels, the potential clusters would
be ill-balanced, so the K-means clustering could generate inaccurate outcomes.
Moreover, the large number of data brings unnecessary computational burden in
the clustering. Noting these facts, we use the F-test [7] to remove time courses
that definitely will not be considered as ”activated” [8].

3.2 Phantom Data

We construct the phantom dataset via simulating a single time-varying slice of
fMRI data that contains 79 × 95 voxels. The length of each time series is 200.
The baseline image is the average of slice No.30 in the preprocessed auditory
dataset described in subsection 3.3. According to [9], the BOLD response b(t)
can be modeled by

(a) (b)

(c)

Fig. 2. Phantom dataset (a) baseline slice (b) spatial layout of the artificial activation
regions (c) artificial response and the stimulus for reference
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ha(t) =
(
1 − e−

1
ta

)2
(t + 1)e−

t
ta

hb(t) =
(
1 − e

− 1
tb

)2
e
− t

tb

b(t) = ca(ha ∗ s)(t − t0) + cb(hb ∗ s)(t − t0) + cc(ha ∗ s)(t − t0)(hb ∗ s)(t − t0)

where s(t) represents the stimulus paradigm.
Three activation areas are generated with the same activation pattern, i.e.

with the same setting of the parameters: ca = 0.6, cb = 0.02, cc = 0.2, ta = 1,
tb = 10, t0 = 2. The baseline slice is shown in Fig. 2(a). The spatial layout of the
artificial activation regions are given in Fig. 2(b). And the stimulus paradigm
(dash line) and the simulated BOLD response in the activated areas (solid line)
are plotted in Fig 2(c). Then we add onto all the voxels the additive white
Gaussian noise with intensities proportional to the baseline voxel intensities,
thus simulate noise conditions with various Contrast-to-Noise Ratio (CNR).

Fig. 3 shows the activated voxels detected by K-means (b) and genetic
K-means (c) respectively. As the genetic K-means algorithm converges to the

(a) (b) (c)

(d)

Fig. 3. The activation detection results on phantom fMRI dataset (a) the result after
data reduction (b) activation detected by K-means (c) activation detected by genetic
K-means (d) the average variation pattern detected by genetic K-means
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global minimum instead of the local minimum, its result with less isolated vox-
els compared with that of K-means algorithm.

3.3 Real fMRI Data

We also test our method on a real fMRI dataset acquired from the Wellcome
Department of Cognitive Neurology with permission from the Functional Imag-
ing Laboratory. The experiment was conducted to measure the activation in the
subjects brain when given an auditory bi-syllabic stimulation. This whole brain
BOLD/EPI data was acquired with a modified 2-T SIEMENS scanner and the
TR is set to 7 sec. The spatial resolution of the volume data is 64 × 64 × 64,
and the size of the voxel is 3mm× 3mm× 3mm. In the experiment, the subject
is given a boxcar stimulation: first begin with rest, and switch between rest (6
scans, last for 42 sec) and stimulation (6 scans, last for 42 sec). By discarding
the first few scans, the total 96 scans acquired are reduced to 84 scans.

We also test the performance of our method on this in vivo dataset, and
the detection results are superimposed onto the corresponding anatomical MRI
dataset. Fig. 4 shows resultant activated voxels on the 31th , 32th and 33th slices
by K-means and genetic K-means respectively. All the results cover the Brod-
manns area (BA) 42 (primary auditory cortex) and BA 22 (auditory associated
area). However, the genetic K-means algorithm detected more continuous “acti-
vated” regions, i.e. with less isolated voxels compared to the K-means clustering.

(a) (b) (c)

(d) (e) (f)

Fig. 4. The “activated” clusters detected by K-means and genetic K-means algorithms.
(a), (b), and (c) show the result from K-means algorithm on the 31∼33th slices of the
real fMRI dataset; (d), (e), and (f) are the result from genetic K-means algorithm on
the 31∼33th slices of the real fMRI dataset. Note that all the results are superimposed
onto the corresponding anatomical MRI slices.
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3.4 Statistical Results

In Fig. 5(a), we find that the TWCSE almost remains unchanged after the
number of iteration is equal to or above 7. We define the misclassification ratio
to be the number of misclassified voxels (time series) divided by the total number
of voxels (time series). We record the misclassification ratio of ordinary K-means
algorithm and genetic K-means algorithm under different CNR values, which is
shown in Fig. 5(b). From this experiment, we can find that the genetic K-means
algorithm detects activated voxels with higher accuracy than ordinary K-means
algorithm under various noise conditions.

(a) (b)

Fig. 5. (a) The value of TWCSE in different iteration (b) The misclassification ratios
on phantom dataset under different CNR values

4 Conclusion

In this paper, a genetic version of the K-means algorithm is utilized to cluster
the fMRI time series so that the activated voxels can be detected. This genetic
K-means algorithm is able to converge to the global optimal clustering solution
and thus is more reliable than the K-means algorithm. The experiments show
the effectiveness of this clustering method on the phantom fMRI dataset as well
as the in vivo fMRI dataset.
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Abstract. In this paper, an effective method to discover repeating pat-
tern from audio is proposed. Since the previous feature extraction meth-
ods are usually process monophony audio, for extracting more descriptive
features from polyphony audio, Gabor filters bank is introduced. Mean-
while the measure criteria is suggested for qualitatively and quantita-
tively weighting the discernibility of extracted features. In addition, the
presented algorithm is based on the incremental match and has time com-
plexity O(nlog(n)). Experimental evaluations show that our proposed
method could extract complete and meaningful repeating patterns from
polyphony audio.

1 Introduction

With the advance of digitizing technique, more and more media archives are
produced. In these archives, huge exploitable information is contained. Thus a
method which can quickly index media archives is urgent to people’s usage. In
this paper, we only focus on audio media. The involved repeating pattern [1] in
audio, which is often used by music composers to express one specific theme,
is important in many applications, such as audio analysis, audio thumbnail [2],
audio summarization, and audio retrieval. In the paper, a method for discovering
audio repeating pattern is presented, which is an extension of Hsu’s method[7].
Meanwhile, Gabor filters bank is exploited for extracting audio features from
spectrogram. The proposed approach could find out the repeating pattern from
polyphonic audio.

How to extract audio features is crucial to audio process, and the number of
dominant features is often related with audio characteristics. Gu and Zhang [3]
employed the eigen-decomposition method to extract dominant feature vectors,
but the prior threshold is set for weighting the importance of eigen-vector. Gu’s
approach may cause different frames to be with unequal size of vector, moreover,
the threshold setting depends on the audio type.

Audio feature extracted by the existing methods could not fully represent
the audio content. According to the audio constitution, audio could be cate-
gorized two classes: monophony and polyphony. Audio sung by single musical
instrument belongs to the monophony type, and the polyphony consists of many
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monophonys. In monophony processing, MFCC (Mel Frequency Cepstral Coef-
ficients) [2,5] is widely used, and it is sufficient for most cases. However, MFCC
is prone to vary when arrangements of accompaniments or melody are changed
after repetition, which might lead to undesired results. Gabor filters bank [4] is
broadly used in image processing, it can capture more thorough features than
conventional filter. Wolfe [4] ever applied Gabor wavelet to construct the optimal
audio dictionary. In this paper we extract audio feature from the spectrogram
by Gabor filters bank.

The rest of the paper is organized as follows. In the following section, we
discuss how to make use of spectrogram and design Gabor filters bank. In sec-
tion 3, we present the algorithm of repeating pattern finding. In section 4 some
experiment evaluations are exhibited, and the last one is the conclusion.

2 Spectrogram and Gabor Filters Bank Design

In this section, we discuss why we choose spectrogram, and how to design Gabor
filters bank.

2.1 Spectrogram

Spectrogram is a three-dimensional (time, frequency, intensity) representation of
acoustic signal. It depicts the time-frequency distribution of audio with an easy
interpretation manner, as the illustration of Fig. 1(b). Based on the spectrogram,
it is readily to find out some acoustic features, so we employ it for discovering
repeating pattern from audio. The spectrogram construction is composed of two
procedures: firstly transforming the signal from temporal domain to frequency
domain by STFT (Short Time Fourier Transform); then, uniformly sampling
in temporal domain and exponentially sampling in frequency domain from the
transformed signal. In Fig. 1(b), it displays the spectrogram of welcome-the
starting music of Windows 2000, the sidebar(Fig. 1(c)) gives the color plate
used in spectrogram. We easily observe that many small patches with similar
color appear more than once in different frequency band (horizontal and vertical
axes of the spectrogram represent time t and frequency f , respectively), these
repetitive patches are the repeating pattern which we will find.

MFCC is widely used for speech recognition as well as audio classification. In
Fig. 1(a), it illustrates six MFCC coefficients. From them, it is difficult to tell
where the location of repeating pattern is. Comparing with MFCC, spectrogram
is more suitable for finding repeating pattern.

We conclude the characteristicsofMFCC and spectrogram, and state as follows.

1. MFCC and spectrogram are results of spectral-decomposition. The de-
composition is based on DCT (discrete cosine transform) transformation.
2. MFCC and spectrogram are all the results of non-linear sample in
frequency domain. This kind of sampling technique is even suitable for
human auditory system.
3. Spectrogram is more intuitive than MFCC in the representation form.



Repeating Pattern Discovery from Audio Stream 251

0 50 100 150 200 250 300 350
−15

−10

−5

0

5

10

15

20

0 50 100 150 200 250 300 350
−20

−15

−10

−5

0

5

10

15

20

25

30

0 50 100 150 200 250 300 350
−30

−25

−20

−15

−10

−5

0

5

MFCC1 MFCC2 MFCC3

0 50 100 150 200 250 300 350
−15

−10

−5

0

5

10

0 50 100 150 200 250 300 350
−10

−5

0

5

10

15

20

0 50 100 150 200 250 300 350
−15

−10

−5

0

5

10

15

MFCC4 MFCC5 MFCC6
(a)

(b) (c)

Fig. 1. MFCC and Spectrogram

Essentially speaking, it is hard to say which kind of representation is better. We
are in favor of choosing spectrogram because it can represent the characteristics
of all frequency bands in one figure, and facilitate us to thoroughly grasp the
audio essence.

2.2 Gabor Filters Bank

Individual two dimensional Gabor filter is sinusoidally modulated Gaussian func-
tion, Gabor filters bank consists of Gabor filter with different scales and orienta-
tions. Gabor filter is the elliptic gaussian function, hence it bears the anisotropy
property. In implementation each Gabor filter is positioned at different location,
therefore, the output presents local characteristic, not like FFT transformation,
whose output is global. The Gabor filters bank is defined as that:

Gij(ωt, ωF ) = G(ωt − ω0
ti
, ωF − ω0

Fj
) (1)
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where

G(ωt, ωF ) = exp(
−ω2

t

2σ2
ti

) exp(
−ω2

F

2σ2
Fj

)

with 1 ≤ i ≤ M and 1 ≤ j ≤ N , M and N are the number of scales and
orientations, respectively. And t and F denote time and frequency. Each Gabor
filter is determined by an unique quadruple (σti , ω

0
ti
, σFj , ω

0
Fj

), the filter location
is decided by ω0

ti
and ω0

Fj
, and the shape by σti and σFj . The evaluation of

quadruple is given below:

σti = π/2N

ω0
ti

= 2σti(i − 1)

σFj = 2j−1σ

ω0
Fj

= ωmin + {1 + 3(2j−1 − 1)}σ

where σ and ωmin are the total frequency scope and the minimal frequency,
respectively.

3 Repeating Pattern Finding by Correlation Matrix

In this section, we discuss how to exploit the filtered output of Gabor filters
bank for finding repeating pattern.

(a) (b)

Fig. 2. Configuration of Gabor Filters Bank

At any location (t, f) of spectrogram, we employ Gabor filters bank to extract
audio features A = [g1, g2, . . . , gMN ], each item of which corresponds to one
filtered output of Gabor filters bank.

3.1 Audio Frame Feature

Individual audio frame feature is drawn from the Gabor filter output within one
frame. The Gabor filter result at any location could be evaluated according to
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the discussions in subsection 2.2 and 3.1. Direct exploitation these feature causes
heavy computation, so it is need to cluster them into a representative feature
for a frame.

Let A = [AT
1 , AT

2 , . . . , AT
S ] be the frame matrix, the subscript S is the total

sample number of a frame, it is set to 256 × 15 in most cases. Each column
component of A is composed of the filter output of the same time. We employ
SVD method to evaluate the eigen-vector Λ = [λ1, λ2, . . . , λK] of A, and use Λ
as audio frame feature. K is the number of frame feature.

3.2 Construction of Correlation Matrix

For any two audio frames U and V , their corresponding eigen-values are ΛU

and ΛV . We apply L2 norm to weight the frame discernibility. The audio frame
discernibility d between any two frames U and V is defined as follows:

d(ΛU , ΛV ) = L2(ΛU , ΛV ) (2)

Discernibility Matrix D is employed for weighing the similarity of all frames,
and every entry of D corresponds to the discernibility of two frames, as il-
lustrated by Table 1. Due to the existence of noise, in practise, it is hard to
find two pairs of frames with absolutely equal frame discernibility, for exam-
ple, d(ΛP , ΛQ)=d(ΛU , ΛV ), thus we introduce the coherence criteria to evaluate
the frame similarity, which includes the qualitative measure and quantitative
measure. The qualitative measure is used for varying trend judgement, such as
increase or decrease, while the quantitative measure is for equal/unequal deter-
mination. Pairs of frames satisfying the qualitative and quantitative measures
are considered to gratify the coherence criteria. Such Sequences of frames are
regarded as the repeating pattern.

3.3 Repeating Pattern Finding

In this section, we present an incremental repeating pattern finding algorithm,
which estimates the current repetitive pattern length depending on the combi-
nation of previous result and current status. Our proposed algorithm is much
similar to Hsu’s proposed [6], but with some modifications. The problem of re-
peating pattern finding is essential a repetitive substring-finding. For a frame
set A with T elements, if A contains n substrings SP . The possible substring
number of A is T + (T − 1) + . . . + 1. If the length of substring SP is n, the
needed comparison times is O(T × n). Moreover, the procedure to decide the
appearing frequency of SP in A also needs O(T × n). So the time complexity
of substring-finding algorithm is O(n4). For a audio with 100 frames, it will
need O(108) comparisons. The heavily computational cost makes the repeating
pattern finding from long duration audio becomes impossible. In the paper the
time complexity of proposed algorithm is O(n log(n)). All repeating patterns
and their appearing frequencies are found from the correlation matrix. We build
a set called the candidate set (denoted CS) to record the repeating patterns
and their appearing frequencies, each element in in the candidate set CS is an



254 Z.-L. Du and X.-L. Li

Table 1. Discernibility Matrix: D

A A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

A1 0 30 35 31 31 40 33 45 56 39
A2 30 0 14 31 18 30 35 51 62 41
A3 35 14 0 13 17 31 41 61 30 20
A4 31 31 13 0 13 30 39 37 17 18
A5 31 18 11 13 0 11 11 13 41 51
A6 40 11 31 11 11 0 41 19 11 31
A7 33 43 41 31 11 41 0 13 15 21
A8 45 51 61 37 13 19 13 0 16 25
A9 56 62 30 17 41 11 15 16 0 49
A10 39 41 20 18 51 31 21 25 49 0

triple with form (pattern, rep count, sub count), where pattern, rep count and
sub count are used to represent a repeating pattern, its appearing frequency and
the number of the repeating pattern being a substring of the other repeating pat-
terns, respectively. We take an example to illustrate the role of sub count. For
two extracted patterns (A4A5A6, 3, 2) and (A5A6, 1, 1), A5A6 is the substring
of A4A5A6, because the sub count of first pattern is greater than the sub count
of second pattern, the second pattern would not be included in the final result.

The correlation matrix T serves as an auxiliary means to decide which pat-
terns should be selected to insert CS. For the discernibility matrix is symmetric,
the finding of repeating pattern only operate in upper/lower-triangular correla-
tion matrix. The determination of each element relates to the element along
primary diagonal, for example, T(i+1,j+1) is set to nonzero value only T(i,j) = 1
or T(i,j) > 1 holds.

(1)1 < ∀i ≤ S and 1 ≤ j ≤ S

(2)D(i,j) = D(i−1,j)

(3)D(i+1,j+1) = D(i,j+1)

(4)D(i,j) < D(i−1,j) and min(D(i,j),D(i−1,j))

max(D(i,j),D(i−1,j))
> η

(5)D(i,j) > D(i−1,j) and min(D(i,j),D(i−1,j))

max(D(i,j),D(i−1,j))
> η

(6)D(i+1,j+1) < D(i,j+1) and min(D(i+1,j+1),D(i,j+1))

max(D(i+1,j+1),D(i,j+1))
> η

(7)D(i+1,j+1) > D(i,j+1) and min(D(i+1,j+1),D(i,j+1))

max(D(i+1,j+1),D(i,j+1))
> η

Based on the above conditions, the below rules are used for setting the value
of T(i,j) or T(i+1,j+1)
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Table 2. Correlation Matrix: T

A A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

A1 − 0 0 0 0 0 0 0 0 0
A2 − 0 1 0 0 1 0 0 1
A3 − 0 2 1 0 0 0 0
A4 − 0 3 1 0 0 0
A5 − 0 0 0 0 0
A6 − 0 0 0 0
A7 − 0 0 0
A8 − 0 0
A9 − 0
A10 −

Rule 1: If one of (2), (4) or (5) holds, and T(i−1,j−1) = 0, then set
T(i,j) = 1.

Rule 2: (2) and (3) hold, T(i,j) is set to T(i−1,j−1) + 1.

Rule 3: (6) holds after (2) or (4) holds, T(i,j) is set to T(i−1,j−1) + 1.

Rule 4: (7) holds after (2) or (5) holds, T(i,j) is set to T(i−1,j−1) + 1.

Applying above rules to the data in Table 1, we can draw out CS = (A4A5A6,
3, 1), (A7, 1, 0), (A10, 1, 0), (A6A7, 2, 1) as the repeating pattern, which is
illustrated by Table 2.

4 Experiments Evaluation

We devise three experiments to evaluate the completeness of extracted pattern
by the proposed algorithm. The evaluations are carried out by audio retrieval
experiments. For objective evaluating the index result, we define the indexing
accuracy to be the ratio of the number of accurately indexing frames to the
total frame number. The first experiment is for comparing the completeness
of the found patterns by MFCC and Gabor filters bank. The found repeating
patterns are used for indexing, the source from which patterns are extracted are
clipped into many clips with varied length. For the same test audio data, the
indexing accuracy by Gabor filters bank is always higher than one by MFCC.
The More frames are used for finding pattern, the more higher the indexing
accuracy becomes, as the illustration in Figure 3(a). The second experiment is
for evaluating the influence of clip length on the index result. The preparation
of experiment is similar to experiment 1, but when one round of indexing is
finished, all test data are recliped with different length. From the experiment
results, we found that when the length of clip is small, the indexing accuracy
is low, the indexing accuracy increases with the length increase of audio clip,
when the length of clip reaches a certain threshold, the indexing accuracy keeps
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(a) (b) (c)

Fig. 3. Some Evaluation Results

nearly constant, as the illustration in Figure 3(b). The third experiment is for
testing the influence of η to pattern discovering. The initial value of η is assigned
to 0.8, the maximal value is assigned to 1. The indexing accuracy increases as η
becomes large, but the indexing accuracy increases minor when η is greater than
0.9, as illustration in Figure 3(c), because two frames are much similar when η
is greater than 0.9.

5 Conclusion

Audio is an important source for people to acquire knowledge, and it is becoming
indispensable in everyday life. Such audio as classical and pop music, contains
repeating pattern, which is helpful for people to quickly comprehend and memo-
rize the melody. In the paper we propose a new method to extract audio features
by employing Gabor filters bank, which could deal with polyphony audio. By
exploited the extracted features, the repeating pattern is then discovered. In
the content-based audio retrieval evaluations, we found that Gabor filter bank
has stronger feature extraction ability than MFCC, especially for polyphony au-
dio. Moreover, the repeating pattern could be finished in less than ten seconds,
which shows its feasibility for practical use. In future, we would investigate how
to apply the extracted features to more audio applications.
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Abstract. Portable Document Format (PDF) is increasingly being recognized as 
a common format of electronic documents. The prerequisite to management and 
indexing of PDF files is to extract information from them. This paper describes 
an approach for extracting information from PDF files. The key idea is to trans-
form the text information parsed from PDF files into semi-structured informa-
tion by injecting additional uniform tags. An extensible rule set is built on tags 
and other knowledge. Guided by the rules, one pattern matching algorithm 
based on a tree model is applied to obtain the necessary information. A further 
experiment proved that this method was effective. 

1   Introduction 

With the development of information technology and the wide spread use of the Inter-
net, a large number of electronic documents are stored in Portable Document Format 
(PDF) files. How to manage and search available PDF files efficiently and quickly 
has become a problem which needs to be solved urgently.  

The first step to solving this problem is to extract information from PDF files in 
which the end-users are interested. This is just one of the major researching fields of 
Information Extraction (IE). The process of IE could be simply described as the in-
formation extraction from a data source based on a set of pre-defined rules (or tem-
plates). The rule set is constructed manually or learned from training data and subse-
quently modified. Many different IE approaches have been introduced. For example, 
STALKER [1] is a kind of hierarchical information extraction method. It divides 
extracted data into certain levels, with the content of lower levels being more specific 
and concrete than higher levels. Another method, CCWRAPLR [2] divides data into 
tuples, and each tuple contains specific attributes. The main task of the information 
extraction algorithm is to find out the symbol of both the left side and right side of 
each attribute. By improving these two methods, HPIE [3] and MKIE [4] take charge 
of some additional confirmed knowledge before extracting. 

However, all of the above methods focus on semi-structured data; for example, web 
pages. So we can’t apply these methods to PDF files directly because the information 
extracted from PDF files is stored in free-form text. In this paper we adopt a method 
called “tag injection”, which means we insert format information  in  the  form  of tags  
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Fig. 1.  Process of IE of PDF files 

into text files, to transform text into a kind of document-like semi-structured data. The 
whole process of IE is shown as Figure 1 (the ellipse stands for data and the rectangle 
stands for functional module). 

The organization of the paper is as follows: Section 2 describes the PDF files 
parser. Section 3 describes the tag injector. Following is a discussion of the rule set in 
Section 4, then tag preprocessor and pattern matcher are described in Section 5 and 
Section 6 respectively. We describe some experiments we performed to validate our 
proposed algorithm in Section 7 and give the conclusions in Section 8. 

2   Construction of PDF Files Parser 

PDF files make use of inner objects to describe information such as text, image, table 
and so on. The organization [5] of inner objects is defined by file structure and docu-
ment structure of PDF files. The file structure is equal to the physical structure and 
the document structure is equal to the logical structure. 

2.1   Structure of PDF Files  

The physical structure [5] of PDF Files usually consists of header, body, cross-
reference table and trailer. Header includes version number. Body is the main part of 
a PDF file and it is coded with a certain format. A cross-reference table is similar to 
an address table of inner objects. It records each inner object and its offset address. 
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When it comes to the trailer, it records the start address of the cross-reference table 
and the offset address of some special objects. The logical structure [5] of PDF files 
can be depicted as a tree-like model, consisting of many inner objects. Each node that 
belongs to the tree stands for an object. To combine tree a model with a cross-
reference table, enables the parser to access arbitrary objects of the file. As an  
entrance to the whole file, the address of the root node of the tree is recorded as part 
of the trailer. 

2.2   Parser of PDF Files 

According to the physical structure and the logical structure of a PDF file, a parser 
firstly locates the trailer, and then obtains the address of a cross-reference table. Fur-
thermore, it parses the cross-reference table and finally accesses each node of the  
tree-like model to get information. These functions are implemented by a PDF class 
library named PDFBOX [6]. We modified the PDFBOX to give it a fully compatible 
ability to interpret the Chinese (double-word) characters.  

3   Construction of Tag Injector 

In PDF files, text information is not organized by rows but by the coordinates of 
every character. So it is necessary to arrange characters in paragraphs by referring to 
their coordinate information before inserting tags. 

To insert tags, three problems need to be solved. The first one is to decide the inser-
tion position; the second one is deciding how to present the tags and the last one is 
deciding the content of the tags. The injector inserts tags into text when a format 
change happens. Therefore, we can preserve the format information of original docu-
ments and minimize the amount of tags. The format change can be regarded as font 
change, font size change and empty row. Especially, empty row indicates that the 
spacing between two close rows is more than one row. For instance, empty row  
usually exists between title and straight matter. 

To summarize the type of format change, the corresponding tag is defined as  
follows:   

<SC  
BR (TRUE/FALSE) FS (BEFORE-AFTER/NONE) FN (BEFORE-AFTER/NONE) 
 /SC> 

where “<SC” and “/SC>” respectively denote the start point and the end point of one 
tag; “BR”, “FS” and “FN”, three optional attributes of a tag, respectively denoting the 
empty row, font size and font name; “TRUE/FALSE” means “has” or “has not” an 
empty row; “BEFORE-AFTER” means the change in values from one character to 
another; and “NONE” means non-change. For the value of font size, the system just 
selects its true value; on the other hand, because there are various fonts, recording all 
of them will complicate tag formatting. As a solution, the system just generalizes all 
of the fonts to bold fonts, italic fonts and unknown fonts, which are separately de-
noted by “BOLD”, “ITALIC” and “UNKNOWN”. 
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The relationship between every pair of tags can be defined as either symmetrical 
tags or consentaneous tags. Pairs of symmetrical tags have the same attributes and 
their attribute value is represented symmetrically. An example is shown as follows: 

    
<SC FS(15-18) FN(BOLD- UNKNOWN) /SC> 
<SC FS(18-15) FN(UNKNOWN -BOLD) /SC> 

 
Pairs of consentaneous tags have the same attributes and their attribute value is rep-

resented consentaneously. Actually, they are the same tags. An example is shown as 
follows: 

<SC FS(18-15) FN(BOLD- UNKNOWN) /SC> 
<SC FS(18-15) FN(BOLD-UNKNOWN) /SC> 

The text and format information are outputted by the parser, and then inputted into 
the tag injector which inserts a tag into every format change position. 

4   Rule Set 

The whole process of information extraction is rules-guided. So the rule set is one of 
the core constituents of our system. 

4.1   Components of the Rule Set 

The rule set consists of four essential components: 

 Restricted word set contains the words which have obvious semantic   
               information.       

 Rule set about formatted document contains rules that are used to  
extract information from files. 

 Rule set about a single tag contains rules that are used to find out other tags   
which are symmetrical or consentaneous to a given tag or a rule.                 

 Rule set about a pair of tags contains rules that are used to find out other tag   
pairs which match with a given tag pair or a rule. 
 

We describe these components in detail below: 

Restricted Word Set. The words belonging to a restricted word set have obvious 
semantic information that will not be changed in different files ready for extraction. 
For example, in many papers, “Abstract” and “Keywords” are usually used as the 
identifiers of the content of abstract and keywords, so “Abstract” and “Keywords” 
could be added to a restricted word set. This set is pre-defined and updated in a later 
process of IE. 

Rule Set About Formatted Documents. Rules belonging to this set are used to ex-
tract information from formatted documents. These rules consist of attribute pairs and 
each pair contains a text block number and its semantic information. In the last  
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process of IE (as Figure 1 shows), the pattern matcher, guided by rules in the set, 
obtains meaningful text blocks then arranges them as output.  

Rule Set About a Single Tag. The function of the rules in this set is to identify 
symmetrical tags or consentaneous tags. Additionally, all the rules belonging to the 
set are generalized rules. For example, the following two tags are considered as 
rigorous symmetry because any level of generalized rule will consider them to be 
symmetrical. 
 

<SC BS (TRUE) FS (15-18) FN (UNKNOWN-BOLD) /SC> 
<SC BS (TRUE) FS (18-15) FN (BOLD-UNKNOWN) /SC> 

 

From two tags mentioned above, we can see that both of them contain an empty 
row, and the appearance of font change and font size change are symmetrical. If we 
want to identify approximate symmetrical tags, the corresponding rule should be 
generalized. The higher the level of a generalized rule, the more tags it will match. 

To figure out the order of generalization, the priority of the three attributes, “BS”, 
“FS”, and “FN” should be determined first. The complete generalized rules belonging 
to each level are shown as Table 1. 

Table 1. Table of generalized rules 

Level Rule 
1 <BR(TRUE) FS FN(True Name)> 
2 <BR(TRUE) FS FN> 
3 <BR(TRUE) FS(I/D) FN> 
4 <BR(TRUE) FS> 
5 <BR(TRUE) FS(I/D) >  <BR(TRUE) FN > 
6 <BR(TRUE)> 
7 <FS FN(True Name)> 
8 <FS FN> 
9 <FS(I/D) FN> 
10 <FS>  <FN(True Name)> 
11 <FS(I/D)> <FN> 
12 < > 

The first level of matching rule (<BR (TRUE) FS FN(True Name)>) is the most 
rigorous. It requires font name and font size to be symmetrical or consentaneous in 
value. Compared with the first level, the third level requires font size to be symmetri-
cal or consentaneous in trend but not in value (the increase or decrease of font size is 
written in “I” and “D” respectively in short) and font name must be symmetrical or 
consentaneous about its abstract name (“BOLD”, “ITALIC” and “UNKNOWN”), but 
not its true name. The final level matches all the tags. 

Based on the generalized rules, we define two types of operation on rules; they are  
intersection (denoted by symbol ) and union  (denoted by symbol ). The  intersection  
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of two rules is equal to the rule which has the lower generalizing level and the union 
of two rules is equal to the rule which has the higher generalizing level. If two rules 
have the same generalizing level, the intersection of them is equal to the intersection 
of their attributes; similarly, the union of them is equal to the union of their attributes. 
Some examples of rules’ operation are shown in Table 2. 

Table 2. Some examples of rules’ operation 

Rule Rule Operation Result 

<BR(TRUE)FS(I/D) > <BR(TRUE) FN >  
<BR(TRUE) 
FS(I/D) FN> 

<BR(TRUE)FS(I/D) > <BR(TRUE) FN >  <BR(TRUE) > 

<BR(TRUE) FS> <FS(I/D)>  <BR(TRUE)FS> 

<BR(TRUE) FS> <FS(I/D)>  <FS(I/D)> 

Table 3. Some examples of rule of tag 

Tag Rule of tag 
<SC BS(TRUE) FS(15-18) FN(UNKNOWN-
BOLD) /SC> 

<BR(TRUE) FS(I/D) FN> 

<SCBS(TRUE) FS(DECREASE)) /SC> <BR(TRUE) FS(I/D)> 

We also define the concept of rule of tag. The rule of a tag means a rule which 
matches the given tag perfectly. Some examples are shown in Table 3. 

Rule Set About a Pair of Tags. The rules belonging to the set focus not only on the 
tag pair but also the content that is located between the two tags. The content could be 
expressed as a character set or as words in a restricted word set, or even other tags, 
but it is usually characters. A complete rule could be declared as: 

<BR (TRUE) FS (I) > [Character Set] <BR (TRUE) FS (D) > 
 
When we need to calculate the intersection or union of two rules, we could apply 

computation criterions mentioned before. The only difference is that we need to cal-
culate the intersection or union of two character sets additionally.

4.2   Building a Rule Set 

The establishment of a rule set is carried out under the user’s instruction. Before 
building and processing, we need a training set consisting of some texts that have 
been injected with tags by the system. The user then needs to label auxiliary informa-
tion such as restricted words, the extraction rules of documents, starting tag, ending 
tag, redundant tag pairs on texts. Regarding this information, the system separately 
executes the following processes: 

To the restricted words and extraction rules of documents, the system inserts these 
rules directly to an update restricted words set and document extraction rules set. 
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To the tag pairs, the system uses the operation mentioned before to update the tag 
pairs rule set. First, the system gathers the rule of each pair of tags, and then makes a 
union operation between the rule that is ready to be inserted and the corresponding 
rule that already exists in the set. At the same time, the system must make sure that 
the result of the union operation will not contradict any other labeled text in the train-
ing set. If not, the system will consider these as new rules and insert them into a rule 
set. 

5   The Process of Tag Preprocessor 

According to the corresponding rules, the main task of a tag preprocessor is to locate 
the start tag and the end tag, eliminate the redundant tags, and then output a kind of 
list-like structure as Figure 2 shows. The performance of the preprocessor relies on 
the robustness of the rule set. 

Start tag Text Tag Text Tag …… End tag
 

Fig. 2. A list of formatted text 

Guided by the rule set about tags, the first task of tag pretreatment is to eliminate 
any redundant symmetrical tag. This type of tag is useless and will disturb the accu-
racy of the information extracted. The system can locate these tags based on rules 
which specify the useful information needed to be extracted and the redundant tags 
can then be neglected. 

The rule set about tags is also used to locate the start tag and end tag of the list of 
formatted text. The content that is before the start tag and after the end tag will be 
neglected. One problem which should be noticed is that the priority of restricted 
words is higher than the tags’ priority. For example, if the content between two tags 
that are labeled as end tags is one of restricted words, the system will record it, and 
then once the system searches this word in other formatted text, it will stop extraction 
no matter whether the tag behind the word is an end tag or not. 

6   Construction of Pattern Matcher 

The pattern matcher receives preprocessed formatted text, and then searches the 
matching pattern from a pattern set. If it finds one it will continually search corre-
sponding rules from the rule set and output the result at the end. 

The pattern set is organized as a kind of tree-like model. There are two types of 
nodes in the model. One is normal node which contains information ready to be ex-
tracted; another is restricted word node which contains the restricted words. Tags are 
stored by the edges of the tree. The whole process of matching is to find the longest 
path started by the root node that matches the list of formatted text as input data.  
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Fig. 3. Tree-like model 

 

Fig. 4. An Example list of formatted text 

Figure 3 shows a simple model of a pattern set which consists of four training files. 
The training task is supposed to extract information from papers. 

All the nodes and edges of the tree are numbered, and the nodes which contain 
“Abstract” and “Keywords” are nodes of restricted word nodes. The pattern matcher 
uses the rules of judging consentaneous tags to find the longest path that is consenta-
neous with the input text. It should be noted that the priority of the node of restricted 
words is higher than that of the tags.  

For example, a list of formatted text is shown as Figure 4. It supposes that “tag(0)” 
is consentaneous with “<0>”. When the pattern matcher separately matches “tag (1)” 
with “<1>”, “<7>” and “<11>”, the next node of “<11>” is just the same as the next 
node of input text (Both their contents are “Abstract”), so it will choose the path along  
the “<11>” to continue to match. Once the process of matching has failed, the 
matcher will insert the rest of the list of text into a false matching position on the tree. 
For example, the embranchment of “I” results from false matching. The system will 
create new rules of extraction whenever the false matching happens to satisfy the false 
documents. 
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6.1   Matching Algorithm 

The matching algorithm is shown as follows: 

 Match PMTree,Doc,CPath,MaxPath,CTNode,CPNode)  
/*PMTree,a tree-like model of pattern set.  
 Doc, a list of formatted text.  
 CPath, the current matching path.  
 MaxPath, the longest matching path.  
 CTNode, the current node of PMTree ready to be 
matched.  
 CPNode, the current node of Doc ready to be matched.*/ 

If CPNode is end node Then update MaxPath and CPath.  
Return (success);  

If CTNode is leaf AND CPnode is not leaf  
 Then update MaxPath and CPath.  
   Return (failed); 

Searching every out-edge, named as TArc of CTNode 
PArc = an out-edge of CPNode 
If TArc match with PArc then 
  CPNode = next node that use PArc as in edge;  
  CTNode = next node that use TArc as in edge;  
  Update MaxPath and CurrentPath;  
  Match PMTree, Doc,CPath,MaxPath,CTNode,CPNode  

If TArc and PArc are not matching  
then update MaxPath and CurrentPath  
  Return(failed). 

7   Result of the Experiments  

The experiment data consists of 240 papers that come from 163 publishers after 2003. 
The task of information extraction is to obtain the title, author, address, abstract, key-
words and the class number from these papers. The result is shown in Table 4. For 
validating the effect of the training data on the result of the experiment, we randomly 
selected 120 papers from the 200 papers mentioned above as training data and let the 
other 80 papers be used as testing data. This result is also shown in Table 4. There-
fore, from Table 4, we could conclude that with an increase in the amount of training 
data, the accuracy of information extraction will increase correspondingly. 

Table 4. Result of experiment 

Training data Testing data Correct extraction Accuracy 

40 papers 200 papers 179 papers 89.5% 

120 papers 80 papers 74 papers 92.5% 
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8   Conclusions 

The result of our experiments proved that our new method is effective. Our work 
provides a foundation for managing and searching through large amounts of PDF 
files. Future work is focused on modifying the PDF parser and improving its com-
patibility while also optimizing the matching algorithm to achieve higher accuracy. 
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Abstract. This research article demonstrates the use of a constraints network 
for modeling the knowledge which is necessary for concurrent product design. 
A Knowledge-based Constraints Network System (KCNS) has been developed 
to maintain design consistency and to support the selection of appropriate de-
sign parameter intervals. A data-mining algorithm named fuzzy-rough  
algorithm is developed to acquire the knowledge level constraints from the nu-
merical simulation. The method integrated Case Based Reasoning (CBR) and 
Rule Based Reasoning (RBR) with interval consistency algorithm is adopted  
to predict the potential conflicts and to specify the interval of design parame-
ters. The design example of a crank connecting link in a V6 engine shows the 
validity of the system. 

1   Introduction 

 Concurrent Engineering (CE) as a philosophy aims to address the consideration of 
different life cycle issues of a product in the early stages of the design process. There 
are many constraints related to part features, feature-process relations, assembly dimen-
sion, tolerance and implicit knowledge in concurrent product development [1]. Such 
constraints in a design process form a network of interconnected variables known as a 
constraints network, which is a fairly recent development. Young and O’Grady have 
thoroughly investigated constraints network for concurrent design, and have developed 
several applicable constraints systems such as Saturn, Jupiter, and Spark [2].  

Recently, CAE technology, especially numerical simulation, has become the third 
mode of science complementing theory and experiments in concurrent product design 
[3]. The massive amount of simulation result data implies much useful knowledge. 
Extracting the implicit knowledge as knowledge level constraints from simulation 
results is a very meaningful procedure. However, modeling of knowledge level con-
straints network has not yet been fully addressed. At the same time, KBE is widely 
used in the engineering area, which integrates artificial intelligence with CAX sys-
tems. KDD can acquire implicit and useful knowledge in large-scale data sets and has 
made great success in commercial areas. It has expanded to engineering disciplines, 
but in here it is very different to KDD as used in the commercial areas.  

To achieve an effective management of constraints, an efficient and timely com-
munication network system should be provided within different design areas. Such a 
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system should include a strategy for conflict resolution to avoid disagreements within 
the different activities or areas. Young proposed a reduction algorithm for qualitative 
constraints networks that can describe the effect of disturbances from one variable on 
the other variables [4]. However, for some changes such as the addition of a new 
constraint, all of the relations between variables must be manually recalculated. 
Therefore, the static algorithm cannot adapt to concurrent product development.  

This paper describes a Knowledge-based Constraints Network System (KCNS) for 
concurrent product design using a combination of both mathematic methods and 
knowledge-based engineering (KBE) techniques. With the proposed method, the sys-
tem can combine the quantitative computation of feasible solution spaces with the rules 
from simulation and designers’ expertise to determine design variables. Section 2  
describes the model of the KCNS. Section 3 introduces a data-mining algorithm 
named fuzzy-rough algorithm to acquire the knowledge level constraints from the 
numerical simulation result. Section 4 introduces the method integrated CBR and 
RBR with interval consistency algorithm to predict the potential conflicts and specify 
the interval of design parameters. Section 5 illustrates the design of a crank connect-
ing link in a V6 engine using the proposed method. Section 6 concludes the paper. 

2   Knowledge-Based Constraints Network System (KCNS) 

2.1   System Model of KCNS  

 

Fig. 1. Architecture of KCNS 

 The proposed system model of KCNS embodies a CAD solid modeling system, a 
CAE simulation system, knowledge-level constraints system, consistency manager 
system, and various knowledge bases. The architecture of the knowledge-based con-
straints network system (KCNS) is shown in Figure 1. 

(1) Constraints modeling module: The module is used to model design parameters 
and requirements about various life-cycle issues. Constraints are also collected from 
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different sources such as the CAD system, CAE system and appropriate experts. The 
constraints modeling module is linked to the consistency manager module.  

(2) Consistency manager module: It detects conflicts, and gives warnings and ex-
planations to the users, and finally applies a suitable strategy (Case Based Reasoning - 
CBR, Rule Based Reasoning - RBR, or consistency algorithm) for solving conflicts. It 
makes sure that design consistency is in the constraints network and design output.  

(3) Knowledge base: Knowledge base includes case base, rule base and constraints 
base. 

2.2   Constraints in the KCNS  

There are several variables in the product development including symbol variable, 
logic variable, fuzzy variable, disperse variable, continuous variable and vector etc. 
Constraints in the product development can be separated into the following four types 
according to the representation:  

1. Equation constraints. In these constraints, the relation between the variables is 
expressed by equalities, inequalities and ordinary differential equation constraints,  
such as: L2=2*L1, L3>=L1+2*L2. Most of these constraints are geometry level, 
including the constraints between the parts attributes: assembly dimension, tolerance 
etc.  

2. Qualitative constraints. Relation between the variables is expressed qualitatively, 
such as: type of oil pump = “point blank”. Most of these constraints are product level 
constraints, describing the general specification of a product. 

3. Implicit constraints: black box constraints. There are certain relations between 
input and output, without knowing the detail in the black box. Most of these con-
straints are domain level constraints, such as intensity constraints, dynamic con-
straints etc. 

4. Knowledge level constraints: Most of these constraints are expert knowledge and 
the various inference rules between different parameters and attributes during the design 
process. For example, IF BHF=Low Depth=Normal THEN No crack No wrinkle. 

Knowledge level constraints are different to other constraints, but only in the their 
existent form and the way they are applied. Therefore, knowledge level constraints 
and other constraints can be united to be defined and managed by the hybrid con-
straints based Generalized Dynamic Constraints Network (GDCN).    

During knowledge level constraints, such as “
1 2 1 ,IF x x x y y≤ ≤ ≤   THEN

1 2z z z≤ ≤ ” 
denotes quantified rules with the option of numerical explanation, for exam-
ple  5 25  4 0.52( 5)kIF d THEN d d≤ ≤ = + − . Such as “  AND  IF a b THEN c ” denotes 
qualitative rules of reasoning, for example IF BHF=Low Depth=Normal THEN No 
crack No wrinkle. Quantified rules are added to the GDCN for perfecting the con-
straints network. Qualitative rules are added to the rules base for conflict resolution.  

Knowledge level constraints often hide in the bottom data. They can not be mined 
and obtained through general methods. So developing effective acquisition methods 
of knowledge level constraints is the key to modeling a generalized dynamic con-
straints network.  
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3   Acquisition of Knowledge Level Constraints 

We have some achievement in the fields of equation constraints, qualitative con-
straints and implicit constraints [5]. The discovery process of knowledge level con-
straints from CAE result is proposed as shown in Figure 2.  

Structure Design

Structure
simulation

Dynamic
simulation

Thermodynamic 
simulation

Design of experiment
DOE

Generalized Dynamic Constraint Networks (GDCN)

Knowledge RuleData mining

Result
data Knowledge level 

constraints

 

Fig. 2. Discovery processes of knowledge level constraints from CAE simulation data 

First, to study the relation between the design parameters and the product's per-
formance, DOE technology is used. The design structure is adjusted according to the 
experiment data. The simulation programs evaluate the performance of corresponding 
domains based on the adjusted design structure, such as dynamic domain, thermody-
namic domain, structure mechanics domain, etc. The simulation result data is used as 
the data source for knowledge level constraints discovery.  

The second step is data mining, an iterative process including five basic steps: do-
main understanding, data selection and integration, data pre-processing, rule induc-
tion, knowledge evaluation and interpretation. Production rules are selected as the 
knowledge level constraints. 

The third step of the process is the knowledge level constraints management. The 
knowledge level constraints in the form of rules are added to the generalized dynamic 
constraints network (GDCN).  

3.1   Acquisition Algorithm  

The rough-set theory (RST) proposed by Pawlak has been used widely in knowledge 
reasoning and knowledge acquisition. Since the basic RST algorithm can only handle 
nominal features in a decision table, most prior studies have only shown how binary 
or crisp training data may be handled [6]. In this study, an improved algorithm named 
fuzzy-rough sets algorithm is developed by integrating fuzzy set theory with rough set 
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theory. It can act as the DM algorithm in knowledge level constraints discovery from 
numerical simulation result data. 

By introducing fuzzy indiscernibility relation to replace the equivalence relation in 
basic RST, information processing scope can be extended greatly. Also, the generated 
knowledge is nearer to natural language.  

A decision table is ( , { })S U A d= ∪ . If 
aV  is composed of quantitative value, the 

value on attribute a A∈ can be catalogued into several fuzzy sets described by natural 
language such as “low”, “normal”, or “high” etc. Assume that the set 

aL of linguistic 

terms of attribute a is
1 2 | |{ , ,..., }

a

a a a
Ll l l . Object x belongs to the -thl fuzzy set with fuzzy 

function x
alf . For any two objects x  and y , if there exists linguistic term l of attribute 

α  satisfying 0x
alf >  and 0y

alf > , it is said that there are fuzzy indiscernibility rela-

tions on single attribute B  between objects x  and y . The indiscernibility degree on 

the linguistic term l can be measured by min( , )x y
al al alf fμ = . Similarly, if the same 

linguistic terms of an attribute subset exist in both object x  and y with membership 

values larger than zero, x  and y  are said to have fuzzy indiscernibility relations on 

attribute subset B . 

( ) {(( , ), ) : ( 0, 0)}x y
B a B al alIND B x y f fμ ∈′ = ∀ > >                       (1) 

( )[ ]IND Bx ′  denotes the fuzzy equivalence class of ( )IND B′  defined by x . Thus fuzzy 

lower approximation and fuzzy upper approximation of subset X  in U  are defined as 
follows: 

( ) ( )( ) {[ ] , ( ) : ,[ ] }IND B B IND BB X x x x U x Xμ′ ′′ = ∈ ⊆                            (2) 

( ) ( )( ) {([ ] , ( )) : ,[ ] }IND B B IND BB X x x x U x Xμ′ ′′ = ∈ ≠ ΦI                          (3) 

By computing ( )kB C′ and ( )kB C′ (1 ( ))k r d≤ ≤ , certain possible rules can be induced 

respectively. Also, the member value
Bμ can be viewed as the rule's efficiency meas-

urement. This helps rule selection and sorting in knowledge reasoning. The mined 
rule set is usually redundant. Therefore, rule refinement must be made before use.  

4   Consistency Manager 

While the system carries out various constraints such as equation constraints, qualita-
tive constraints, implicit constraints and knowledge level constraints, a huge amount 
of information is accessed and shared in the knowledge base.  

Procedure rule-reasoning (frame, slot): 
BEGIN  

 Calling the center reasoning module  
REPEAT 

Taking out a conflict resolution rule iR ; 

Matching iR ; 

 IF (matching successfully) 
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 THEN executing rule conclusion;  
   ELSE continue; 
   IF (conflict solved successfully)  
      THEN stopping rule reasoning; 
        ELSE extending rules; 
        IF (no rules can be used) 
          THEN stopping rule reasoning; 

UNTIL no rule could be matched; 
END  

Intermediate 
result

Generalized Dynamic Constraint Network  (GDCN)

Knowledge based
reasoning 

Consistency Algorithm

Case based 
reasoning

Rule based 
reasoning

Manage system 
of Case base 

Manage system 
of Rule base 

Constraints 
base

Algorithm A
Rule 
base

Solution result

Knowledge base

Case 
base

 

Fig. 3. Consistency manager system integrated CBR and RBR with consistency algorithm 

Figure 3 shows details of the process of conflict resolution in the consistency man-
ager system integrated with CBR and RBR and with consistency algorithm. The con-
sistency manager system detects violation, and sends a message to a method slot, 
which carries a knowledge-based reasoning subsystem or consistency algorithm mod-
ule for conflict resolution. Conflicts are treated by the knowledge-based reasoning 
subsystem first. If this subsystem can handle the conflict, Rule Based Reasoning 
(RBR) or Case Based Reasoning (CBR) will be called to deal with the conflict; else 
conflicts will be transported to the consistency algorithm module. In the consistency 
algorithm module, consistency algorithm is presented to determine the interval of 
design parameters as the last step. After successful solution, cases and rules obtained 
during the solution process are added to the case base and rule base individually for 
perfecting the knowledge base.  

Definition 1, Conflict: If all intervals in vector [ , ]L Ux x  are empty after being refined 

using the algorithm in Equation (1), the present constraints network model contains a 
conflict, which means that no solution exists in the present constraints network model 
and the design is unfeasible.  
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Definition 2, Algorithm A : The Algorithm A can be expressed as  
L0 U0 L U[ , ] [ , ]Ax x x x x x∈ ⎯⎯→ ∈  

T
1 2

T
1 2

( ) 0, ( ) [ ( ), ( ),... ( )]
. .

( ) 0, ( ) [ ( ), ( ),... ( )]

l

m

g x g x g x g x g x
s t

h x h x h x h x h x

= =

≤ =
                          (4) 

where, nx R∈  is thn dimensional design parameter vector, g , h are equation and 

inequation constraints function for parameter, L0 U0[ , ]x x  is the original evaluated in-

tervals of parameter, L U[ , ]x x consistent intervals filtered by consistency algorithm 

which are correspondent to the given design goals.  

Definition 3, Consistency: If all of the intervals have been refined using Algorithm A  
and no conflict is found, then the refined intervals in the constraints network model 
achieve consistency.  

To keep uniformity between all of the constraints, a secondary variable vec-
tor ( 0)qRθ θ∈ = is added to translate inequation to equation:  

                                          ( ) 0 ( ) 0h x h x θ≤ + =                                                  (5) 

By Equation (5), Equation (4) is transferred as:  
L0 U0 L U[ , ] [ , ]Ax x x x x x∈ ⎯⎯→ ∈  

T
1 2. . ( ) 0, ( ) [ ( ), ( ),... ( )]l ms t g x g x g x g x g x+= =                           (6) 

The relationship matrix is defined to describe the relationship between the con-
straints and the variables in the constraints network model described in Equation (6), 
and is defined as: 

{ }
1,    contains 

( )  ( )
0,    does not contains 

i j

i j

g x
G g ij g ij

g x
= =                        (7) 

Where1 ,  1 .i l m j k m≤ ≤ + ≤ ≤ +   In addition, we define two secondary vectors:  

[ (1), ( )]c c cp p p k m= +  

1,   
( )

0,   c

c
p

c

λ
λ

λ
=

=
≠

   1,2,...,c k m= +                                     (8) 

T[ (1), (2),..., ( )]r r r rq q q q k m= +                                          (9) 

Making 0ip Gq ≠ for every j gives the solution functions of constraints 
jg  in Equa-

tion (6) which are 
1 1( ) ( ,..., ,..., )j

i j k mx j g x x x+ +=  .  

Where j
ig is actually the projection of constraints 

ig on variable ( )x j , 1 j k m≤ ≤ + . 

The paper uses a consistency algorithm to solve the interval problem described by 
Equation (6). The consistency algorithm uses the following notations:  

Algorithm A :  
Procedure LabelResolve (In{ [ ]j

iC g= , 0x = , 0 0[ , ]}L Uy x x=  

BEGIN  
WHILE ( y x≠ ) DO  

x y=   

FOR 1j = to k m+   
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FOR 1i =  to l m+   
IF ( 0i jp Gq ≠ ) 

( )j
i iy g x=  

ENDIF  

IF iy == {null set}  

Show conflict message  
Exit  

ENDIF  
END FOR  

END FOR  
ENDWHILE  
END  
END Procedure  

5   Design Example 

As an example, the crank and connecting rod design of one V6 engine is used to 
show the validity of knowledge-based constraints network system (KCNS) in the 
concurrent design. Population parameters of the engine:  

• number of cylinders(n) 6 cylinders 
• firing order (n_ingite) 1-4-2-6-3-5 
• balance layout (f_balwt) 1-3-6-7-10-12 
• number of revolutions per minute (rpm) 3000rpm 
• material of connecting rod: 40Mn2S 

The multi-body dynamics software package (ADAMS) is selected as a simula-
tion tool.  

The parameters of interest in design are the mass of the connecting rod (mass), 
the length of the plug between the basic shaft and the connecting rod (length), the 
diameter of the plug between the basic shaft and the connecting rod (diameter). 
They are denoted by a0, a1, and a2 individually. The force of the crankshaft (force) 
is a goal attribute. An experiment design method called Orthogonal Latin Square is 
adopted. The simulations are carried out 64 times with various design parameters.  

According to the proposed method of knowledge level constraints acquisition, 16 
quantified rules are discovered. For example a2=0 =>a3=2 expresses IF diameter 
<=20(mm) THEN force>34110(N); a2=1 =>a3=0, expresses IF 20(mm)<diame-
ter<=20.1(mm), THEN force<=34108(N).  

14 qualitative rules are discovered. For example IF Mass=Low AND 
Length=Normal AND Diameter=High THEN No Crack. It means that when the 
mass of the connecting rod is low and the length of the plug between the basic shaft 
and the connecting rod is normal, and the diameter of the plug between the basic 
shaft and the connecting rod is low, then there is no cracking occurring in the  
crankshaft.  



276 W.-m. Wang et al. 

All the constraints of crank and connecting rod design which are considered dur-
ing the entire design process are listed in Table 1.  

Table 1. Design constraints 

Constraints Name Constraints Expression Responsibility 
Reciprocate inertia 
force  of con-rod 1cp mca= −  Mechanical design team 

Velocity of piston sin( ) cosv r ω α β α= ∗ ∗ +  Mechanical design team 

Palstance of con-rod 2 2 1/ 2cos (1 sin )ω λ α λ α= ∗ ∗ − ∗  Mechanical design team 
Allowable fatigue 
stress max [ ]u nσ σ≤  Mechanical design team 

Deformation of 
stiffness  max 1 2R DΔ <  

max 2 2r DΔ <  Mechanical design team 

Boundary con-
straints 1 0R d− >  

2 0R D− >  Mechanical design team 

Implicit constraints 1 1 2( ) 34647 837.88 13.96f x x x= − +

3 1 2 2 3 1 316.84 3.37 37.35 1.669x x x x x x x− + + −  CAE team 

Knowledge level  
constraints 

IF 20(mm)<diameter<=20.1(mm), 
 THEN force<=34108(N) 

CAE&KBE team 

Knowledge level  
constraints 

IF Mass=Low Length=Normal  
Diameter=Low THEN No crack 

CAE&KBE team 

Table 2 lists the consistency results caused by an engineering change in the design 
process. The input of the constraints network is in the form of design parameter inter-
vals which given by the designers from their experience. The output is the filtered 
design intervals in which conflict parameters have been removed. In Table 2, the 
upper and lower estimate limits are, respectively, L0x and U0x . After being refined, 
they are identified as Lx and Ux as in (6).  

Table 2. consistency result of constraints 

Name (
U0x ) (

U0x ) (
Ux ) (

Lx ) 
( )D mm  65.00 75.00 68.00 73.50 
( )m kg  0.59 0.63 0.60 0.61 

( )L mm  50.00 60.00 55.37 56.45 

1( )D mm  15.50 23.60 18.90 20.08 

( )B mm  40.90 52.50 46.40 47.08 

2 ( )D mm  24.50 36.80 28.40 30.05 

( )md mm  53.00 71.25 56.20 58.03 

1( )R mm  7.80 10.50 9.30 10.02 

2 ( )R mm  58.00 68.00 60.10 62.05 

When the design was completed, the consistency design intervals were: L ∈  
[55.37, 56.45], m∈ [0.60, 0.61], 

2D ∈  [18.90, 20.08] 
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The crankshaft design is a typical concurrent design problem. The current method 
achieves a satisfactory solution for the parameter. The method described in this paper 
was used to develop a concurrent and collaborative design system using visual.NET, 
which is now running in an engine design project.  

6   Conclusions 

This paper describes a knowledge-based constraints network system for concurrent 
product design. First, a data-mining algorithm named fuzzy-rough algorithm is devel-
oped to acquire knowledge level constraints. Then, the method integrated CBR and 
RBR with interval consistency algorithm is adopted to refine the intervals. Finally, the 
method is demonstrated by the design of a crank connecting link in a V6 engine. As 
initial results obtained from the examples are promising, using these methods could 
lead to a significant reduction in future production costs and time.  
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Abstract. This paper proposes a modified rule generation (MRG) algorithm and 
rule induction prototype(RGRIP). It can help the decision-maker predict the 
outcomes of new cases effectively. Not only MRG algorithm provides a very 
fast and effective way to generate a minimal set of rule reducts from which 
“certain” rules can be induced,  also produces as a byproduct a revised 
decision tabel T from which “possible” rules could be conveniently induced. 
Then, combining the MRG algorithm with the rule induction schemes, we 
proposed a rule generation and rule induction prototype(RGRIP) that can 
automatically generate a minimal set of reducts and induce all certain rules as 
well as possible rule with all their plausibility indices. In term of ability to deal 
with uncertainty and inconsistency in the data set, RGRIP approach appears 
simplicity and conciseness in the process of its usage. The approach is efficient 
and effective in dealing with large data sets.

1   Introduction 

In recent years, although many inductive learning techniques have been developed, 
most of them focus on inducing classification rules by using decision tree learning 
techniques or by using concepts of set theory[1,2,3,4], which require training data to 
be consistent and complete. These approaches, however, cannot deal with very large 
datasets. 

Most rough set-based classification and rule induction approaches analyze decision 
rules from lower and upper approximations of the data sets. After we classify objects 
with similar properties or decision features into approximation sets, we still need to 
induce decision rules from the approximation sets. The lower approximation set 
produces“certain”rules, while the upper approximation set generates “possible”rules. 
This direct method of rule induction becomes impractical when the data set is really 
large. 

In this paper we proposed a modified rule generation algorithm(MRG) to generate 
a minimal set of rule reducts. Each rule reduct represents a unique decision rule. It is 
very expedient to induce rules from the minimal set of rule reducts. The proposed 



 Rule Induction for Complete Information Systems 279 

MRG algorithm helps ease this burden greatly. Not only it provides a very fast and 
effective way to generate a minimal set of rule reducts from which “certain”rules can 
be induced, it also produces as a by product a revised decision table from which 
“possible”rules could be conveniently induced with “plausibility” indices. 

2   Rough Sets 

The rough set methodology is a series of logic reasoning procedures by analysing 
decision tables. The set of attributes include several condition attributes and one or 
more decision attribute. From the decision table, the rough set theory utilizes the 
concept of indiscerniblity to clarify equivalent classes and to compute a minimal set 
of significant attributes(ruduct). 

Most rough sets-based rule induction techniques employ two basic concepts:lower 
and upper approximations of a set. A lower approximation means the elements that 
certainly belong to the set, and the upper approximaton denotes the elements possibly 
belong to the set. 

Let A be a set of condition attributes used to desvribe objects in U and R be a sub 
sets of A that we wish to investigate as a possible identifier or classifier of X. R can be 
used to define “indifference”or “indiscernible”classes of U,denoted Ind(R), in the 
sense that elements of U x and y∈Ind(R) if and only if x and y are indiscernible by 
the valuse of condition attributes R.Finallywe donote elementary set with respect to R 
containing object x in U as [x]IND(R) or R(x). 

We define a lower approximation LXR and upper approximation UXR of the set X 
with respect to the set of condition attributes R as follows: 

LXR= }X]x[|Ux{ )R(indii ⊂∈  (1) 

UXR = }X]x[|Ux{ )R(indii φ≠∩∈  (2) 

3   Rule Induction for Complete Information System 

3.1   An Reduct Generation Algorithm(RG) 

In the real world, data sets are very large. We need a systematic procedure to compute 
all possible rule-reducts. A reduct generation algorithm based on the developments in 
Pawlak[4] will be present next.The RG algorithm is as follows: 

Step1 Initialize object number i=1, feature number j=1; 
Step2 Seletc feature j=1~n, for all k ≠ i, if aij ≠ akj or 

aij=akj ∧ di=dk then aij can generate r-reducts. If 
all found, go to Step3; 

Step3 Set i=i+1. If all objects have been considered, 
go to Step 4; Otherwise, go to Step2; 

Step4 Select two feature and go to Step2, until all n-1 
features r-reducts have been considered. 
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RG algorithm, which produces a very efficient scheme for generating all possible 
reducts with minimal set of attributes. However, the proposed RG algorithm although 
can generate all possible rule-reducts, in general will not generate a minimal set of 
rule reducts. Some generated rule-reducts are rule- overlapped and cannot uniquely 
represent decision rules. If we can erase all reduntant r-reducts, then we chan achieve 
a minimal set of r-reducts, from which a useful and complete set of decision rules can 
be easily induced. However, removing all the redundant reducts from a rule reduct 
table generated by the RG algorithm is time consuming and impractical. It is the main 
objective of this section to propose a modified RG algorithm that can produce a 
minimum set of ruducts “directly”. 

3.2   Modified Rule Generation Algorithm 

As we have already mentioned in Rough set, indiscernibility is an equivalence 
relation between objects having the same condition attribute values C. For every 
subset of attributes R ⊆ A, the reduced decision table U/R or U/Ind(R) contains 
several equivalence classed of condition attributes. From the reduced decision 
table,the RG algorithm generates a set of R-reducts for every decision class using a 
minimal number of condition attributes. 

The main idea of the RG algorithm is based on what Pawlak [4] calls 
“simplitication fo decision tables”. It utilizes relation between objects in 
indiscernibility sets to produce reducts. 

we give the following key results that will be useful in modifying RG algorithm to 
genetate only a minimum set of r-reducts. To be sure, we again define a redundant r-
reduct as one which produces exactly the same decision rule as same other r-reducts 
which have a smaller set attributes. 

Lemma 1. Each one-feature r-reduct is in a minimal form. That is,there is no 
redundant one-feature r-reduct. 
It is clear from Lemma 1 that redundant reducts will only involve reducts with two or 
more features. Clearly “redundant” higher- order reducts can always be constructed 
from lower-order reducts.  

Proposition 1. Non-redundant higher-order reducts can be constructed if those and 
only those combinations,each one forming a lower-order reduct, are removed from 
further consideration in forming higher-order reducts[5].  

Now we give modified RG algorithm as follows: 

Step1 Arrange input data according to the value of 
decision attribute. 

Step2 Initialize object number i=1, the number of 
attribute in reduct r=1. 

Step3 Scan row i from column j=1. If aij ≠  “*”, go to 
step 4, otherwise go to step 5. 

Step4  For all k ≠ i, if aij ≠ akj or aij=akj ∧ di=dk, then aij 
can produce r-reduct. It all columns j=1,…,n have been 
scanned, go to step5. Otherwise, go back to step 3 to 
scan the next column j=j+1. 
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Step5  Set j=i+1, go to step 3, until all objects have 
been considered. Go to step 6 after all objects have 
been considered. 

Step6 Based on the objects which have the same 
corresponding feature value, revise the decision table 
T by replacing the value of aij ≠ “x” used to form the 
corresponding 1-attribute reduct by “*”. Go to step 7. 

Step7 Based on the revised decision tabel T,begian 
indentifying higher-order reducts by setting r=r+1. If 
r=m, stop.otherwise set i=1 and go to step 8. 

Stept8 Scan row i to identify r eligible attribute 
Fj1,…Fjr along with aij1,…,aijr  to form an r-attribute 
reduct. If such an eligible set{ aij1,…,aijr } exists, 
go to step9. otherwise goto step 10. 

Step9  For all k ≠ i, if aij ≠ akj for at   least one 
j=j1,…jr or aij=akj for j= j1,…jr ∧ di=dk, then{ aij1,…,aijr } 
forms an r-attribute reduct. Based on the objects which 
have the same corresponding eligible set, each 
aij1,…,aijr is then marked by the same symble such as 
“*r” to identify that the combination { aij1,…,aijr } 
has been used to form an r-reduct and the combination 
shoud not be used to form any part of any further 
reduct. Return to step8. 

Step 10  Set i=i+1. if i>*  of objects in U, go to step 
7.otherwise go to step 7. 

The key different between the RG and MRG algorith is that MRG contains two-
level mechanisms. The first accomplished reduct generation by using the RG 
algorithm (step2-5), whereas the second updates the decision table by removing or 
marking the feature values that have been used to define lower-order reducts(step6-
10). By removing all aij’s corresponding to one-attribute reducts and by considering 
only eligible combinations of higher-order reducts, MRG algorithm achieves both 
data reduction and minimal sets of rule reduct generation. 

4   Rule-Reduct Generation and Rule Induction Prototype 

In the previous section, we proposed a modified rule generation algorithm(MRG) to 
generate a minimal set of rule reducts. Each rule reduct represents a unique decision 
rule. It is very expedient to induce rule rules from the minimal set of rule ruducts. We 
summarize the necessary result and observation below: 

4.1   Representation of a “certain” Rule by an r-Reduct 

Proposition 2: Each r-reduct from the minimal set generated by the MRG algorithm 
corresponds to a “certain” decision rule. 
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Proof: By construction, each r-feature reduct, r=1,2,……,n, corresponding to an 
object i and the set of features R={jl,……,jr} is formed by the MRG method if and 
only if for each object k ≠ i in the data set U. 

(1)akj ≠ aij for at least one j ∈R. 
(2)akj =aij for all j ∈R. and dk=dl 

Both (1) and (2) together imply that [i]IND(R),the elementary set of R in U that 
containing object I, is a subset of [i]di, i,e, 

[i]IND(R) ⊂  [i]di 

Thus by definition, R defines a lower approximation of the set  X={k∈U|dk=di} 
and the corresponding rule “If  Fj=akj,j∈R, then dk=di ” represent a “certain” rule. 

4.2   Generation of “possible” Rules with “plausibility” Indices 

In using the MRG algorithm, a revised decision table T produced consists of two 
types of entries: 

(1)entry aij that is permanently replaced by “*” or “marked” by a symbol as part 
of combination that makes up a higher-order reduct. 

(2) Entry aij that is unchanged from the original entry. 

The type(1) is used to form r-reducts, which in turn a yield a set of certain rules. 
The type (2) can be used to generate “possible” rules along with their associated 
“plausibility” indices as follows: 

By examining entries in the revised decision table T that are not change to “*”, 
we can generate one-feature “possible” rules and compute their plausibility indices as 
follows: 

Step1: start with i=1 and j=i 

Step2: if aij=“*”•go to step 4.Otherwise, establish a 
“possible” rule “if Fj=aij   then output feature d=di” 
and calculate the associated plausibility index as 

# of objects k with akj =aij and d=di  
# of objects k with akj =aij 

Each time a possible rule is formed all aij and  akj =aij should be replace by “*”. 

Step3: Set j=j+1. If j> of condition features in the 
data set, go to step4. Otherwise go to step2. 

Step4: Set j=j+1.If i># of objects in the data set, 
stop. Otherwise go to step 2. 
At the end of the above task, we should have a newly revised decision table T that 

is ready for generating non-redundant higher-order possible rules using the following 
steps: 

Step1: Start with i=1 and r=1; 

Step2: Find and eligible r-member   subset of features 
(i.e find R(jl,……,jr) ⊂  {1,…..,N}).If no eligible R 
exists, go to step4. Otherwise, establish a “possible 
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”rule: “If Fj=aij,j ∈ R, then output feature d=di” and 
calculate the plausibility index as: 

# of objects k with akj =aij for all j ∈Rand  d=di 
# of objects k with akj =aij for all j ∈R 

Step3: Each time a “possible” rule in step2 above is 
formed all aij , j ∈ R and all akj =aij , j ∈ R and k ≠ i 
should be replaced by a marker to indicate its use in 
forming an r-reduct possible rule. Then go to step 2. 

Step 4: Set i=i+1. If i># of objects in the data set, 
stop. Otherwise go to step 2. 

4.3   A Rule Generation and Rule Induction Prototype 

Combining the MRG algorithm with the above rule induction schemes, we proposed a 
rule generation and rule induction prototype(RGRIP) that can automatically generate 
a minimal set of reducts and induce all certain rules as well as possible rule with all 
their plausibility indices as shown in Fugure .1. 

The first step of RGRIP is to transfer the data set into a decision table T. This 
generally involes data cleaning to eliminate obvious redundant or superfluous data 
 

 

Fig. 1. The Mechanism of RGRIP 
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that may exist in a typical real world data set. The main step of RGRIP is to use MRG 
to generate a minimal set of rule-reducts and revise the training data set iteratively. 
All certain rule are then deduced directly from the minimal set of rule reducts. And all 
possible rules along with their plausibility indices are then deduced from the revised 
decision table. 

5   Conclusion 

First, we proposed a modified MRG algorithm to generate a minimal set of rule 
reducts directly and efficiently. MRG algorithm achieves both data reduction and 
minimal sets of rule reduct generation.The key different between the RG and MRG 
algorith is that MRG contains two-level mechanisms.The drawbacks of the RG 
algorithm is that it contains redundant and repeated reducts, which cannot provide 
wider pictures for predicting outcomes. Furthermore , when the lower dimension 
reducts fail to predict the new case, the MRG algorithm can tell us when to stop due 
to no higher order reducts are existed. Whereas MRG algorithm  can help the 
decision-maker predict the outcomes of new cases effectively. 

Then, Combining the MRG algorithm with the rule induction schemes, we 
proposed a rule generation and rule induction prototype(RGRIP) that can 
automatically generate a minimal set of reducts and induce all certain rules as well as 
possible rule with all their plausibility indices.In term of ability to deal with 
uncertainty and inconsistency in the data set, RGRIP approach appears simplicity and 
conciseness in the process of its usage. The approach is efficient and effective in 
dealing with large data sets. 
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Abstract. Knowledge base is the foundation of intelligent systems. It is very 
important to insure the consistency and non-redundancy of knowledge in a 
knowledge base. Due to the variety of exterior knowledge sources, it is neces-
sary to eliminate incompatible knowledge and equivalence knowledge in the 
process of knowledge integration. In this paper, we research a strategy to elimi-
nate incompatible knowledge and equivalence knowledge in knowledge  
integration based on equivalence classification, and so present a new knowledge 
integration algorithm which is effective in improving the efficiency of knowl-
edge integration. 

1   Introduction 

Knowledge base is widely applied in expert systems and intelligent information sys-
tems. These systems require consistent, complete and unambiguous knowledge, and 
the convenience to use and maintenance the knowledge base. As much knowledge in 
knowledge base (especially, domain knowledge) is derived from different experts and 
exterior environments in the domain, there exists, therefore, redundant, conclusive, 
and indeed incompatible knowledge. For example, the knowledge of a diagnostic 
expert system is often distributed among groups of experts in correlative domains 
rather than being available for elicitation from a single expert. There may exist differ-
ent diagnoses and treatments for the same symptom from different experts, and as 
such there may also exist redundancy, subsumption and contradiction as a conse-
quence of integrating the knowledge too simply. The purpose of knowledge integra-
tion is to eliminate the redundancy, subsumption and contradiction. 

Knowledge integration has been widely researched. Gaines and Shaw[1], Baral, 
Kraus and  Minker[2] researched integrated techniques of multiple knowledge. 
Medsker, Tan and Turban[3] mention that integrating multiple knowledge sources is a 
multi-objective optimization problem, for which, due to the large search space, it is 
very difficult to find an optimal solution. 

Wang, Hong and Tesng[5,6,7] propose the knowledge-integration strategies based 
on genetic algorithm (GA) at the rule-set level in a distributed-knowledge environ-
ment. The proposed knowledge integration consists of two phases: knowledge encod-
ing and knowledge integration. In the first phase, the knowledge from different 
knowledge sources is transformed into centralized inner representation, and then  
encoded as a fixed-length bit string. In the second phase, the bit strings combined 
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together thus form an initial knowledge population for genetic operation. The genetic 
process runs generation after generation until certain criteria (such as convergence of 
fitness values) have been met. The integrated knowledge base can be obtained by 
decoding the last population obtained. In [8], they add the knowledge precision pro-
cedure into the second phase. The quality of knowledge base can be improved even 
further with the interaction of experts. 

In our view, the automatic knowledge-integration procedure could improve the 
construction of knowledge base, but the interaction with experts can slow the con-
struction of a knowledge base, and add new inconsistencies, and even contradictions 
into the knowledge base. In this paper, we research the incompatible knowledge 
elimination approach in knowledge integration based on rough set theory, and give 
the approach to eliminate equivalence knowledge in knowledge base based on equiva-
lence classification, then present a new knowledge-integration algorithm. The  
remainder of this paper is organized as follows: stipulate the centralized representa-
tion patterns based on whole dictionary in Section 2. In Section 3, the knowledge base 
is divided into non-incompatible knowledge set and possible incompatible knowledge 
set based on RS theory. In Section 4, the contradiction elimination approach and strat-
egy in incompatible knowledge set is discussed, and it is proven that the knowledge 
set obtained is non-contradiction. In Section 5, a method to eliminate equivalence 
knowledge based on equivalence classification is presented. A new knowledge-
integration algorithm is shown in Section 6. Conclusions are given in Section 7. 

2   Uniform Representation Form for Knowledge 

Knowledge integration is to bring together the knowledge or knowledge base from 
different sources and different representational forms, and to engender a logically 
centralized representation form for the knowledge, so that the knowledge in the 
knowledge base after integration is consistent, compatible and non-redundant. It 
should be convenient to use and maintenance such a knowledge base. 

However, the greatest difficulty in knowledge integration is that the knowledge 
from different knowledge sources may have different forms of representation. They 
are shown as: (1) the same concepts expressed by different vocabularies; (2) similar 
vocabularies expressing different concepts; (3) uncertain natural language arousing 
uncertain concepts; (4) each expert has a different understanding and expression of 
the same knowledge. The representational differences bring difficulty in consistency 
detection, contradiction elimination and redundancy elimination of knowledge. So, 
we establish the centralized representation form for knowledge first. The steps are as 
follows: 

(1) Establish whole centralized dictionary. 
(2) Use production to represent the knowledge needed to integrate. 

Dictionary is the set of conception, and it gives the consistency all knowledge 
needs to integrate effectively. It unifies the useable concepts in knowledge representa-
tion. Thus, it stipulates the diction of knowledge representation, and eliminates the 
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uncertain knowledge representation caused by understanding, semantics and pragmat-
ics etc. The dictionary is denoted as V. 

It’s well known that production is one of the most important representation forms, 
such as formula (1). 

r:p→q (1) 

There, p is the logic precondition and q is the logic conclusion of knowledge r respec-
tively; they are denoted as pre(r) and con(r). 

Using production, the knowledge ui, which is needed to integrate in knowledge set 
U={ ui }, can be expressed as follows: 

There, pij∈V or ¬pij∈V, 1≤j≤n; qi∈V∪{true, false} or ¬qi∈V∪{true, false}. 
Formula (2) is the centralized representation form for knowledge. 

3   Knowledge Classification Based on RS 

The set of formula (2) constructs a decision-making table on U. In this section, we 
will use RS theory to classify U. We construct the relation R in knowledge set U as 
follows: 

R: uiRuj⇔ logic precondition of ui= logic precondition of uj  ∀ui, uj ∈U (3) 

That is, relation R exists between ui and uj iff logic precondition of ui and uj are the 
same. 

That R is an equivalence relation on U can be proved. The equivalence class ob-
tained by equivalence relation R on U is denoted as UR.  

The set composed of knowledge logic conclusion in U is denoted as Q: 

Q={ con(ui) | ui∈U } 

The subset Ui of U can be defined by knowledge logic conclusion Q: 

Obviously, there is U=∪ Ui and if Ul ≠ Um then Ul ∩Um=∅. 
Therefore, some definitions are given as follows: 

Definition 1. Suppose subset Ui ⊂U,  

Apr R(Ui)={u|u∈x & x∈UR & x⊂Ui} 

Apr R(Ui)={u|u∈x & x∈ UR& x∩Ui ≠∅ } 

Called lower-approximation set and upper-approximation set of Ui based on equiva-
lence relation R, respectively, we mark the symbol: 

Apr R(U)=U
i

Apr R(Ui) (5) 

ui:  pi1∧pi2∧…∧pin→qi (2) 

Ui=U(ui)={uj|uj∈U, qj =qi , con(uj) = con(ui)} (4) 



288 P. Guo, L. Fan, and L. Ye 

Definition 2. Suppose subset Ui ⊂U, 

BNDR(Ui)= Apr R(Ui)− Apr R(Ui) 

Called boundary set of Ui based on equivalence relation R, we mark the symbol: 

BNDR(U)=U
i

BNDR(Ui) (6) 

Definition 3 is given as follows in order to eliminate the possible contradiction in 
knowledge of U: 
Definition 3. ∀uj, uk ∈U, if per(uj)=per(uk) and con(uj)≠con(uk), we called uj is incon-
sistent with uk. 

Using the lower-approximation set and boundary set of Ui, we can obtain Theorem 1. 
Theorem 1. The knowledge in Apr R(Ui) is non-contradiction, and the knowledge 

in Apr R(U) is non-contradiction. 

Proof: divide two steps to prove. 

(1) To prove the knowledge in Apr R(Ui) is non-contradiction.  

For ∀uj, uk∈ Apr R(Ui), by definition 1, uj, uk∈Ui⊂U, so con(uj)=con(uk). There are 

two instances:  
 when uj, uk belongs to the same equivalence class of UR, per(uj)=per(uk), so uj is 
consistent with uk. 

 when uj, uk belongs to different equivalence classes of UR, per(uj) ≠per(uk), so uj 
is consistent with uk. 

Therefore, the knowledge in Apr R(Ui) is non-contradiction. 

(2) To prove the knowledge in Apr R(U) is non-contradiction. 

Obviously, proof is only needed when Ul ≠ Um, the knowledge in Apr R(Ul) is con-

sistent with the knowledge in Apr R(Um).  

Applying negative approach for proof: suppose uj∈ Apr R(Ul) contradicts 

uk∈ Apr R(Um), referring to Definition 3, there is per(uj)=per(uk) and con(uj)≠con(uk). 

According to uj∈ Apr R(Ul), uk∈ Apr R(Um) and the definition of lower-approximation 

set, there are: 

∃x∈UR & uj∈x & x⊂Ul 

∃y∈UR & uk∈y & y⊂Um 

 
Considering the supposition per(uj)=per(uk), that is, uj and uk belong to the same 

equivalence class, we have: 
x=y 

so, 
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uj∈x ⊂ Ul ∩ Um 

which is incompatible with Ul ≠ Um because when Ul ≠ Um, Ul ∩ Um=∅. 
As summarized above, the theorem is correct.         [♦] 

Considering the relation between Apr R(U) and BNDR(U), we have Theorem 2.  

Theorem 2. The knowledge in Apr R(U) and BNDR(U) is non-contradiction. 

Proof:  
Applying the negative approach for proof: suppose uj∈ Apr R(U) contradicts 
uk∈BNDR(U), referring to Definition 3, there is per(uj)=per(uk) and con(uj)≠con(uk). 
That is, uj and uk have the same logic preconditions and different logic conclusions.  

On the one hand, due to per(uj)=per(uk), then ∃x∈UR , there is :uj∈x & uk∈x. 
On the other hand, due to uj∈ Apr R(U), then ∃Ul , there is uj∈ Apr R(Ul). Further-

more, we have: 

∃y∈ UR & uj∈y & y⊂Ul 

Therefore, uj∈x, uj∈y, and x, y are equivalence classes in UR, there is x=y. This is, 

uj, uk∈x ⊂ Ul 

so 

con(uj)=con(uk) 

which contradicts con(uj)≠con(uk). 
Therefore, uj doesn’t contradict uk. That is, the knowledge in Apr R(U) is consis-

tent with the knowledge in BNDR(U)          [♦] 

Furthermore, we can prove:  ∀Ul, Um, 

BNDR(Ul) ∩ Apr R(Ul)= ∅ 

Apr R(Ul) ∩ Apr R(Um)= ∅

BNDR(Ul) ∩ Apr R(Um)= ∅ 

Hence, 

U=U
i

Apr R(Ui)=U
i

(BNDR(Ui)∪ Apr R(Ui)) 

=U
i

BNDR(Ui)∪U
i

Apr R(Ui))=BNDR(U)∪ Apr R(U) 
(7) 

According to Theorem 1, Theorem 2 and Formula (7), we have: Theorem 3. If there 
is contradiction in U, it’s inevitable that the knowledge in BNDR(U) is contradictive.  

From Theorem 3, for eliminating the incompatible knowledge in U, we only need 
to eliminate the incompatible knowledge in BNDR(U). 
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4   Eliminating Incompatible Knowledge 

There has been much research to eliminate incompatible knowledge in a knowledge 
base, and many strategies have been presented. For example, genetic algorithm in 
[5,6,7,8] is used to eliminate incompatible knowledge. In this paper, a test dataset is 
introduced to eliminate the contradiction of knowledge in BNDR(U).  

Definition 4. Assume the test object set Ω. That object o∈Ω is correctly predicted by 
knowledge ui which means the logic precondition of ui is satisfied with o and the logic 
conclusion of ui is consistent with the conclusion of o. Denote the object set correctly 
predicted by ui as Ωui. That object o is wrongly predicted by knowledge ui meaning the 
logic precondition of ui is satisfied with o but the logic conclusion of ui is inconsistent 
with the conclusion of o. Denote the object set wrongly predicted by ui as Ω ui.  

By using test object set Ω, calculate the object set Ωui correctly predicted and the object 

set Ω ui wrongly predicted by each item of knowledge ui in BNDR(U), and calculate the 
following parameters:  

A(ui)= ≠Ω+Ω
Ω+Ω

Ω
=Ω+Ω

0

00

||||
||||

||

||||

ii

ii

i

ii

uu
uu

u

uu

 (8) 

E(ui)=
Ω∈

∈
Φ

Φ

o
UBNDu

i

R

ou

ou

)(
),(

),(
 (9) 

Therefore, 

=Φ
otherwise0

knowledgebypredictedcorrectlyis objecttest1
),(

vo
ov  

||

||||
)(

Ω

Ω+Ω
= ii uu

iuC  (10) 

The calculated result of Formula (8), (9) and (10) is called accuracy, utility and 
coverage of ui, respectively. For every knowledge base, high accuracy, utility, and 
coverage are desired, but these cannot usually be satisfied at the same time. Calculate 
the following integrative criterion: 

f(ui)=A(ui)*E(ui)*C(ui) (11) 

The strategy for eliminating incompatible knowledge in BNDR(U) by calculating 
the result of formula (11) is shown in the following steps:   

(1) The calculated results of Formula (11) are sorted in descending order. 
(2) for ∀ui,uj∈BNDR(U) { 

if  (pre(ui)=pre(uj)) and (con(ui)≠con(uj)) then 
if  f(ui)≥f(uj)  then BNDR(U)← BNDR(U)-{uj} 
else BNDR(U)← BNDR(U)-{ui}  

} 
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After eliminating incompatible knowledge in BNDR(U), we obtain the result set 
denoted as BNDR(U), then denote: 

U=AprR(U)∪BNDR(U) (12) 

We can obtain: 
Theorem 4. The knowledge in U is non-contradiction. 
Proof:  

∀uj, uk∈U, there are three cases as follows:  

 uj, uk∈AprR(U), by Theorem 1, uj is consistent with uk. 
 uj∈Apr(U), uk∈BNDR(U), because of BNDR(U) ⊂ BNDR(U) and Theorem 2, uj 

is consistent with uk. 
 uj, uk∈BND(U). uj is consistent with uk according to the construction procedure 
of BND(U) 

Summarized above, the theorem is correct.                                                                     [♦] 

5   Eliminating Equivalence Knowledge in a Knowledge Base 

Here, we discuss the method to eliminate equivalence knowledge in U based on 
equivalence class. 

Definition 5. uj, uk∈U, if: 

per(uj)=per(uk) & con(uj)=con(uk)

uj and uk are called equivalence knowledge. 
Obviously, saving all equivalence knowledge in a knowledge base is insignificant 

for the application of a knowledge base; we can save only one piece of knowledge 
and eliminate the other knowledge.   

Similar to Formula (3), the equivalence relation R’ in U is defined as: 

R’: uiR’uj⇔ pre(ui)= pre(uj)  ∀ui , uj ∈U 

The equivalence class obtained by equivalence relation R’ on U is denoted as UR’.  

Theorem 5. ∀ x∈ UR, if |x|>1, the knowledge in x is equivalence. 

Proof: 
Due to |x|>1, ∀uj, uk∈x, we have: 

per(uj)=per(uk)

and the knowledge in U is consistent, so, 

con(uj)=con(uk)

Therefore, uj and uk are equivalence knowledge.          [♦] 
Furthermore, we can prove:  

Theorem 6. ∀x, y∈UR, if x≠y, the knowledge in x is not equivalent to the knowledge 
in y. 
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According to Theorem 5 and Theorem 6, each equivalence class of UR can elimi-
nate redundant equivalence knowledge by saving only one piece of knowledge. This 
process can be judged by the logic precondition of knowledge as follows: 

for ∀uj ,uk∈U if pre(uj)= pre(uk) then U←U−{ uk } 

Through the process of elimination, there is no equivalence knowledge in U. 

6   Knowledge-Integration Algorithm 

According to research conclusions from Section 2 to Section 5, the algorithm 
KBI_EIK&RK, which is applied to eliminate incompatible knowledge and equiva-
lence knowledge in the process of knowledge integration, is shown as follows: 

Algorithm KBI_EIK&RK; 
Input: Knowledge base Bi from a different knowledge 

source, test object set Ω; 
Output: Integration knowledge base B; 
Steps: 

(1)  Building whole dictionary V; 
(2)  According to V, create knowledge set U as For- 

mula (2) to code all knowledge in ∪Bi ; 
(3)  For U, create equivalence classification UR in U as 

Formula (3); 
(4)  For U, create subset set {Ui} of U as Formula (4); 
(5)  For each Ui ∈U, calculate AprR(Ui) and BNDR(Ui); 
(6)  Calculate 

AprR(U)=U
i

Apr R(Ui); 

BNDR(U)=U
i
BNDR(Ui); 

(7) For each ui ∈ BNDR(U), Calculate: 
f(ui)=A(ui)*E(ui)*C(ui) as Formula (11); 

(8) Sort {f(ui)} in descending order; 
(9) For each ui, uj∈BNDR(U),  

If  ui and uj are incompatible then { 
If f(ui) ≥ f(uj) then  BNDR(U)← BNDR(U) −{uj}; 
else BNDR(U)← BNDR(U) −{ui}; 

} 
(10) U ← AprR(U)∪ BNDR(U); 
(11) For each u i , uj∈ U, if  pre(ui)=pre(uj) then U ← 

U −{uj}; 
(12) Return U. 

By the Theorem 4,5,6, algorithm KBI_EIK&RK is correct. The time complexity of 
KBI_EIK&RK is O(|U|2+| BNDR(U)|×|Ω|) can be proved. 
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7   Conclusions 

One of the pivotal problems in knowledge-integration research is how to eliminate the 
incompatible knowledge and redundant knowledge from a knowledge base. In this 
paper, the knowledge in knowledge base is divided into two types by RS theory: non-
incompatible knowledge set and possible incompatible knowledge set. For each item of 
knowledge in a possible incompatible knowledge set, calculating the accuracy, utility 
and coverage of test data provides a feasible approach to eliminating incompatible 
knowledge. For the knowledge base, which has eliminated the incompatible knowledge, 
we give the method to eliminate equivalence knowledge through distinguishing the 
logic precondition of knowledge based on the equivalence classification. 

The research in this paper indicates that it is an effective method to divide the 
knowledge base to be integrated into a non-incompatible knowledge set and a possi-
ble incompatible knowledge set for knowledge integration. The paper presents a new 
algorithm to eliminate incompatible knowledge and redundant knowledge in a knowl-
edge base. On the one hand, our knowledge-integration approach takes less process-
ing time than some other previous knowledge-integration approaches. On the other 
hand, if we combine our research with GA, select boundary set BNDR(U) obtained by 
RS classification as initial population instead of the whole knowledge base U (which is 
effective to reduce the scale of genetic initial population and to improve the efficiency 
of genetic operation), we can prove, when the conclusion set of genetic operation is a 
non-incompatible knowledge set, that the union of the set and lower-approximation set 
AprR(U) of RS classification is a non-incompatible knowledge set too. 
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Abstract. This study describes the building of ontologies to enhance current 
digital museum archives. Ontologies are employed to move the service level 
from information to knowledge retrieval. This study concentrates on a design 
procedure that exploits Formal Concept Analysis (FCA) to obtain conceptual 
structures, and Description Logic (DL) to denote concept relations in logic ex-
pressions. The empirical findings reveal that development procedures help 
guide ontology builders to build ontological knowledge bases step by step. Fur-
thermore, the knowledge extraction is helpful and connectable for builders and 
other tools. 

1   Introduction 

The digital archives project has been established in the National Museum of Natural 
Science (NMNS) in Taiwan. This project is designed for devising various domains of 
natural science, such as zoology, botany, geology and anthropology. Although the 
content can be manually represented using a query or through metadata schemas or 
hyperlinks, this study argues that the digital archive is a promising model for provid-
ing "knowledge". Restated, the usability of the current NMNS focuses only on provid-
ing explicit and static information. The current systems are thus inadequate for  
supporting advanced knowledge engineering, such as knowledge inference processes. 

Digital museums apply information technology to establish online services that us-
ers can access without requiring their physical presence. Some challenges facing 
current information systems have to be considered to enable knowledge reuse and 
sharing for the public. Ontology is an approach utilized in knowledge management to 
create well defined knowledge bases [2], [13]. Ontology need to be built in a system-
atic, granular fashion, because large gaps exist between cognitions of the real world 
and conceptual structures of ontology, a development of construction is required [16]. 
Therefore, this study has the following objectives: (1) to design an approach for effi-
ciently identifying ontological conceptual structures, and (2) designing a means to 
assist knowledge representation using a logic-based language. To achieve these aims, 
this study examined existing extraction approaches, surveyed corresponding tools, 
and made necessary revisions. 

This study employs formal concept analysis (FCA) to recognize concepts and de-
termine their hierarchical relationships. To simplify the application of description 
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logic (DL), this study proposes several DL models for developers. The empirical 
feedback demonstrates that FCA is valuable when constructing conceptual structures 
in ontology. Additionally, developers do not need much design time or mathematical 
skill to apply DL models. 

2   Ontology and XML-Based Ontology Languages 

Ontologies have long been adopted to express shared understanding of information by 
human beings. Gruber defined ontology as "a specification of a conceptualization" 
[7]. A conceptualization is an abstract, simplified view of the world for representa-
tion. That is, the ontology is a formal description of the concepts, attributes and rela-
tionships involved in building a common understanding for cognitions of real world 
events [2], [17]. The knowledge base community employs ontological approaches by 
defining a set of terminologies, the universe of discourses and axioms [9]. Conse-
quently, ontology is valuable for defining the common vocabulary used to represent 
shared knowledge [8]. Wide agreement exists that developers employing ontology-
based systems must concentrating on specific domain problems and provide common 
understandings of individual concepts. However, challenges exist in eliciting cogni-
tion from the real world and thus designing concepts of ontology. 

XML technology has recently been introduced for data exchange and system de-
velopment in various application fields. Ontology research uses XML to construct 
building and schema bases for ontological development languages. Moreover, many 
XML-based ontology editing tools have been developed [3], [10]. Two ontology lan-
guages, DAML+OIL and OWL, are described below: 

DARPA Agent Markup Language (DAML). Since 2000, DAML (DARPA Agent 
Markup Language) has been developed as an extension to XML and RDF. The recent 
release of DAML plus Ontology Interchange Language (OIL) provides a rich set of 
constructs for building ontologies and marking up information to make it machine 
readable and understandable [5], [14]. More details of DAML+OIL can be found at 
http://www.daml.org. 

Ontology Web Language (OWL). OWL is the newest XML-based ontological lan-
guage to be developed by the W3C. OWL inherits most features from DAML+OIL, 
and has now become an official and formal standard. According to the OWL specifi-
cations, the standard has three increasingly expressive sublanguages for various levels 
of usability [12]: OWL-Lite is designed for a classification hierarchy and straightfor-
ward constraint features; OWL-DL supports users who want the maximum expres-
siveness while retaining computational completeness and decidability, and OWL-Full 
has useful computational properties for reasoning systems with maximum expressive-
ness, but without computational guarantees. Further background on OWL can be 
found at http://www.w3c.org/2004/owl. 

3   Ontology Concepts Recognized by the Formal Concept Analysis 

To establish an ontology concept framework and discover hierarchical structures 
among concepts, this study applies formal concept analysis (FCA) approach. FCA 
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was originally a data analysis method based on lexical and hierarchical problems [9], 
and categorizes elements as formal objects and formal attributes. The sets of formal 
objects and attributes, together with their relationship with each other, form a "for-
mal context". When the relationships in a pair of formal objects and attributes can not be 
increased, the pair is closed and further called a "formal concept". Concept lattices 
comprise the set of concepts of a formal context and the hierarchical relations among 
the concepts [11]. More detailed descriptions of FCA can be found in [6].  

Table 1. An example of vascular plants in lattice context 

 
 

Seed Fern seed Herb 
Arbor-

ous 
Angio-
spermae 

Gymnosper-
mae 

Pinacene       
Thelypteridaceae       

Aceraceae       
Araceae       

According to FCA theory[6], the formal context of concepts (K) can be denoted as 
K= (G, M, I). The objects (G) include {Pinacene, Thelypteridaceae, Aceraceae, 
Araceae}, while the attributes (M) include {Seed, Fern seed, Herb, and arborous, 
Angiospermae, Gymnospermae}. Table 1 presents the objects on the left hand side 
and the attributes on the top. The symbol  denotes a binary relation between an ob-
ject and its attribute. For instance, the object "Pinacene" has the attribute "Seed".  

 

Fig. 1. An example of vascular plants analyzed by FCA and demonstrated in the line diagram. 
The attribute tag is above the node, and the object tag is below the node. 

A line diagram visually represents the FCA formal context. The line diagram in 
Fig. 1 consists of nodes, lines and the tags of all objects (denoted below the node) as 
well as attributes (denoted above the node) of the given context. The line diagram 
depicts the dependency relationships among formal concepts. A formal concept can 
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be defined as {(objects set), (attributes set)}. For instance, the formal concept {( ), 
(Herb)} is attached to a node above the {(Araceae), (Herb, Seed, Arborous)} and 
{(Aceraceae), (Herb, Fern Seed)} nodes. Each node below its super-node, indicates a 
"super-sub" relationship in terms of the "is-a" hierarchical conceptual clustering. 
Hence, FCA is a helpful technique for determining stable dependency relationships 
among concepts. 

4   Knowledge Representation: Using Description Logic 

Knowledge representation represents expertise into information systems with spe-
cific formats. The description logic (DL) is a describable fragment consisting of 
classes, properties and logical notations that express attribute or class relations [1]. 
DL has been widely employed as a representation format by various ontology de-
velopment approaches including OIL and OWL [4]. To facilitate the inference  
capability, this study utilizes OWL-DL as the knowledge representation. A descrip-
tion logic reasoner can calculate a subsumption hierarchy of all named concepts. A 
concept is categorized into the defined ( ) or primitive ( ) class. Every description 
is primitive, that is, with at least one set of necessary conditions, by default. Con-
versely, a class is defined if it has descriptions and sufficient conditions. The differ-
ence between the primitive and defined class is that the defined class can be equally 
bi-directional. In the expression C D, if an instance is a member of the concept D 
then it must fulfill a member of concept C. An instance in a primitive class is not 
equally bi-directional. The following DL models are proposed to help developers 
define proper logic expressions. 

The Complement Concept Model: Let C(x) represent a concept comprising 
relationship R(x) and two concepts, C(x)' and C(x)". Both C(x)' and C(x)" can be any 
concepts related to C(x). The CComplement denotes a complementary concept of 

C(x), and is marked by the complement symbol ( ). 

C(x) = (C(x)  R(x) C(x) ) 

CComplement(x)  C(x) 
(1) 

The New Concept Model: Let C(x) and C(y) represent two concepts. Concept C(x) 
comprises two concepts C(x)' and C(x)" and a relationship R(x), and C(y) consists of 
two concepts C(y)' and C(y)" and a relationship R(y). Both C(x) and C(y) can be 
replaced by their complements. A new concept Cnew signature is defined as 
follows. 

C(x)=(C(x)  R(x) C(x) ) or CComplement(x) 

C(y)=(C(y)  R(y) C(y) ) or CComplement(y) 

Cnew  C(x) R(x,y) C(y) 

 
(2) 
 

To define detailed semantic of concepts, DL applies property restrictions for pre-
cisely description, such as quantifier, cardinality and assigned value.  
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Table 2. Let C and D denote two concepts respectively. Table 2 lists the basic description logic 
axioms used to describe relationships between ontology concepts.  

Axiom Notation  Implication  

C D subClassOf The former concept C is the subclass of the later concept D. 

C D intersectionOf Anything is concept C that is also Concept D. 

C D unionOf Anything that is either concept C or concept D. 

D complementOf Anything that is not concept D. 

The Quantifier Restriction Model: The quantifier restriction comprises a quantifier 
R(x), a property P(x) and a filler C(x) (which can be a concept or concepts combination). 

Two quantifiers, existential ( ) and universal ( ), are frequently employed to represent 

the amount. The signature of a new concept Cnew can be written as 

Cnew  R(x) P(x) C(x) (3) 

The Cardinality Restriction Model: The cardinality restriction comprises a property 
P(x), a quantifier R(x) and a numeral number. Three cardinalities are applied to 

represent at most ( ), the exactly (=), and at least ( ). The signature of a new concept 

Cnew can be expressed as  

Cnew  P(x) R(x) Numeral (4) 

The Value Restriction Model: The value restriction comprises a property P(x), a value 
quantifier ( ) and an instance. The signature of a new concept Cnew can be expressed as  

Cnew  P(x)  I(x) (5) 

Let C and D denote two concepts. Table 3 summarizes the property restriction con-
structors, axioms and their meanings. 

Table 3. Basic description logic axioms used in defining restrictions of ontological properties 

Axiom Notation  Description 

C at least At least something from concept C. 

C all things All things from concept C. 

C 2  at least (value) There must be at least 2 concept C. 

C 2 at most (value) There must be at most 2 concept C. 

C=2 at exactly (value) There must be at exactly 2 concept C. 

n has value A property hasthing has value true.  

The above models help address most cases when defining ontological concepts. 
However, some exceptions, such as the disjoint and inverse axioms, require further 
supporting supplements. Disjoint concepts are concepts that do not belong to each 
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other, and therefore conflict with each other. The inverse property gives related con-
cepts or individuals a bi-direction relationship. For instance, if C hasValue D denotes 
a DL expression, where C and D represent two classes, then the inverse property of 
the DL expression is given by D isValue C. 

5   An Example 

5.1   Create Vascular Plant Ontology 

This study utilizes Protégé and relevant supporting tools to establish ontological 
knowledge bases. Protégé is an integrated development tool providing simple custom-
izable editor and implementation functions. Protégé serves as a common architecture 
allowing plug-ins of extensible applications plug-in and providing add-on functional-
ity [12], [15]. The protégé plug-in allows developers to manipulate and visualize 
OWL classes and their properties, such as reasoning engines. Racer is a reasoner that 
enables inference functionalities by calculating the concept definitions defined using 
description logic. Hence, these supporting tools provide synergy to help create an 
ontological knowledge base.  

This study created the vascular plant ontology, based on Protégé, to illustrate the 
usability of ontological knowledge bases. A retrieval system programmed using the 
work was employed to query knowledge semantically. To elicit concepts efficiently 
from knowledge and create an ontological structure, both knowledge engineers and 
experts were trained to use formal concept analysis to extract cognitions into onto-
logical concept structures, as depicted in the tree view in the left window of Fig. 2. 
The next step, after establishing the conceptual structures, is to provide formal defini-
tions, using description logic, to describe each part. For instance, the asserted condi-
tions window in the middle-bottom part of Fig. 2 describes the "Rhododendron". The 
following expressions are partial definitions of the "Rhododendron": 

1. Rhododendron  NamedPlant 

2. Rhododendron  hasFlower((Flower  ( hasCorolla 

CampanulateCorolla))  TubularCorolla  (Funnelform-

Corolla  ( hasInflorescence Raceme))  Com-

poundRaceme) 

3. Rhododendron  hasFruit(Fruit  ( hasSeed Seed)  

( hasCotyledon EvenCotyledon)) 

4. Rhododendron  hasLeaf((Leaf  ( hasShapeOfLeaf 

EllipticalLeaf))  LanceolateLeaf  DeltoidLeaf  

(ObovateLeaf  ( hasShapeOfLeaf Entiremargin)) 

5. Rhododendron  hasRoot MycorrhizaRoot 

6. Rhododendron  hasStem ErectStem 

7. Rhododendron  hasVascular Vascular 
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Fig. 2. A screen shot of building vascular ontology using a Protégé editor. The asserted condi-
tions window demonstrates the DL expressions of the "Rhododendron" concept (class). 

Each DL expressions can be associated with several items including notations, 
properties and fillers. The filler can be a class, a set of classes, or a combination of 
another DL expression. For instance, if the "Rhododendron" has a feature of erect 
steam, then this feature can be described using an existential notation ( ), a prop-
erty (hasStem) and the filler (erectStem). The DL expression is therefore defined as 

hasStem (erectSteam). The asserted conditions have two different categories, nec-
essary ( ) and necessary & sufficient ( ). The necessary expressions represent a  
subsumption relationship, and the necessary & sufficient expressions represent a 
bidirectional equivalent relationship. In this example, the "Rhododendron" only 
indicates necessary expressions. 

The OWL plugin provides integrated capability to description logic reasoner 
such as Jess, Clips and Racer. This study utilizes the Racer to exploit inference 
functionalities, such as consistency checking and taxonomy classifying. The consis-
tency checking validates each class definition. Any inconsistency signifies that the 
ontology has logic issue and can not be classified correctly. Therefore, the user has 
to change the asserted conditions. The taxonomic classification is determined accord-
ing to asserted conditions based on DL, generating an inferred hierarchy including 
both asserted and inferred classes. 

5.2   Knowledge Inference and Retrieval 

The protégé platform can integrate description logic reasoner engine, such as Jess, Clips 
and Racer. This study uses the Racer as a DL reasoner. The Racer provides several 
functionalities, such as consistency checking and taxonomic classification for basic 
inference process. The consistency checking validates each class definition. If any in-
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consistency occurs, then the ontology has a logic issue and can not be classified accu-
rately. Designers must then modify definitions in the ontology, such as asserted condi-
tions. The taxonomic classification is conducted according to asserted conditions to 
generate an inferred hierarchy, which includes both asserted and inferred classes. 

Figure 3 illustrates a graphical conceptual model of an inferred hierarchy. Com-
pared with the original conceptual hierarchy, the inferred hierarchy has changed 
based on the process of the Racer. For instance, the "Rhododendron" has estab-
lished at least three "is-a" relationships with classes, such as the "Dicotyledon", 
"EllipticalLeafPlant" and "Spermatophyta". Therefore, a reasoner derives more 
implicit classification based on asserted conditions. 

To retrieve knowledge from the ontological knowledge bases, Protégé provides 
built-in knowledge acquisition functions by defining query criteria. Developers can 
also build their inference applications using related API, such as Jena API. This study 
designs several knowledge acquisition scenarios based on the protégé built-in  
functions. For instance, in the knowledge retrieval process, a user makes an inquiry 
regarding Rhododendron, a pink flower and an erect steam. The system produces a 
recommended Rhododendron list. Figure 4 shows the outcome of the user choosing 
"Dendrocharis", which belongs to Rhododendron. The results of most sections provide 
general information regarding plant characteristics. Meanwhile, the "has image" sec-
tion displays two URLs of images located in a mirror site of the NMNS content man-
agement system. Two images are obtained and displayed in different windows. 

 

Fig. 3. Inferred conceptual hierarchy of vascular plant ontology emphasizes derived 
implicit relations. This shows several new "is-a" relations (thick line) from the "Rho-
dodendron" class. 

6   Conclusion 

Figure 4 looks like a standard Web page that can be published by any author who 
fills out proper data. However, the value of this study lies in demonstrating that the 
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digital archives of NMNS can be promoted as knowledge sources, and can be re-
used by the public in the future. Conventional approaches may only provide system 
integration rather than infer their contents in knowledge layers. That is, knowledge 
sharing involves not only system connection but also the participation of knowledge 
inference mechanisms. The following empirical conclusions related to development 
techniques can be drawn. First, the formal concept analysis (FCA) can be employed 
as a knowledge acquisition approach to acquire concepts and attributes from exper-
tise. Second, the OWL-DL can be employed as a knowledge representation  
language that provides formal logic expressions to describe knowledge concepts. 
Consequently, this study indicates that ontological techniques have excellent 
knowledge-building potential. Future studies should be undertaken to construct 
related ontologies and further cooperate with other ontological knowledge bases. 

 

Fig. 4. General information of "Dendrocharis" is retrieved from Protégé query functions. Two 
images in different windows are pasted in the bottom of this figure. 
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Abstract. This paper presents a similarity-aware multiagent-based web content
management scheme. Based on a set of similarity measures that assess similarities
between web documents, we propose a similarity-aware multi-cache architecture,
in which the cached web documents are organized into a number of sub-caches
according to their content similarity. A predictor is then developed to predict
the cached documents a user might access next. Once a pre-fetching plan was
formed, a set of agents are employed to work together for pre-fetching document
between proxy caches and browsing clients. Preliminary experiments have shown
that our predictor offers superior performance when compared with some existing
prediction algorithms.

1 Introduction

Web content management is intended to reduce network traffic, server load and user-
perceived retrieval latency [1]. Web content caching, in its various forms, is seen as a
set of techniques based upon historical analysis and/or projection, to alleviate the ef-
fects of server bottlenecks and the vagaries of network traffic volume, thereby reducing
latency experienced by a server, user or by client programs. Traditional caching, at its
basic level, locally stores recently requested pages so they do not have to be retrieved
subsequently every time each is accessed. In brief, recently requested pages or files
are held, or cached, on a local, or less remote, server in anticipation that they will be
accessed again by clients. Such caching does much to reduce repeat network traffic.
Clearly, though, newly requested documents will never be contained in such a cache.
Pre-fetching is an active technique that attempts to guess those documents that are likely
to be requested when a page leading to them is accessed - success of this technique is
measured as a “hit-ratio”. However, in such guessing, there is a need for an effective
balance to be achieved between user comfort and computational overheads - the ex-
tremes are: too little effort applied, resulting in too many on-demand-fetches, while too
much effort results in too many pre-fetches. The consequence of either is that of slower
response to a user.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 305–314, 2006.
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Previous work by Xiao et al [2] in developing pre-fetching predictions between
caching proxies and browsing clients was based on measures of similarity between web
users established that pre-fetching is capable of increasing the hit-ratio. Xiao’s work
further established that organisation of the cache affects opportunities for successful
pre-fetching. In this position paper we describe a means of similarity based content
management to improve the relative performance of pre-fetching techniques based upon
document similarity detection.

Pre-fetch caching in the context of this study will be based upon similarity detection
and involve four phases. Similarities will be sought from previously cached documents
employing several concurrently applied, but differing, algorithms to detect equivalences
of, e.g. broad-content or keywords, images and picture-titles and links contained within
pages under scrutiny. Similarities between web-pages, having been detected, will then
be ranked for candidature to be fetched in anticipation of a user’s intentions. Following
the ranking exercise, content settings may be realized for sub-caches and pre-fetching
may then proceed.

The rest of the paper is organized as follows. Section 2 defines the similarity mea-
sures. In Section 3, we propose a similarity based web cache architecture. Section 4
presents the similarity-aware multiagent-based web document pre-fetching scheme, and
Section 5 concludes the paper.

2 Similarity Measurement and Detection

Generally, the exercise of measuring similarities among documents follows two main
streams: one uses a single relationship between documents or data objects while the
other uses multiple relationships. Early research used a single relationship to measure
the similarity of data objects. In the original vector space model (VSM) [3], “terms”
(e.g. key words or stems) were used to characterize queries and documents, yielding a
document-term relationship matrix to compute similarities among terms and documents
by taking the inner product of the two corresponding row or column vectors. Dice, Jac-
card and Cosine [4] used such document-term relationships to measure the similarity of
documents for retrieval and clustering purposes. Deerwester and Dumais [5][6] saw that
a document might not be well represented by its contained keywords and developed a
Latent Semantic Index (LSI). In this, they apply a singular value decomposition (SVD)
method to map the document-term matrix into some lower dimensional matrix where
each dimension associates with a hidden “concept”, where any similarity of text objects
(documents and queries) is measured by relationships to those “concepts” rather than
the keywords they contained.

With the advent of Word Wide Web, relationships with document objects, e.g. their
hyperlink relationships, were used to derive similarity; a mechanism employed by both
Dean [7] and Kleinberg [8] to discover similar web pages. Further, Larson [9] and Pit-
know [10] applied co-citation to a hyperlink structure to measure any similarity of two
web pages. Xiao et al [2] employed user-document access relationships to cluster users
of similar interests. Flesca [11] proposed a method to measure the similarity of two doc-
uments that represents the current and the previous version of monitored pages for ef-
fective web change detection. The approaches introduced above all relied upon a single
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relationship to measure any similarity of data objects. However, such approaches may
run into serious problems when applications require accurate similarity e.g. where mul-
tiple types of data objects and relationships must be handled in an integrated manner.
Accordingly, in the extended VSM [12], feature vectors of data objects were augmented
by adding attributes from objects of other related spaces. Similarity computation is then
obtained from calculation on these enhanced feature vectors. The extended feature vec-
tors were used for document search [13] or clustering purposes [14]. Racchio [15] and
Ide [16] expanded the query vector using those frequently-used terms appearing in the
foremost documents retrieved by a query to improve search effectiveness. Similarly,
Brauen [17] modified document vectors by related query terms.

Recently, it has been tried to calculate the similarity of two data objects based upon
any similarity of their related data objects. Raghavan and Sever [18] tried to measure
the similarity of two queries by correspondences found in their respective search lists.
Beeferman and Berger [19] clustered queries using the similarity of both their selected
web pages and cluster web pages based upon similarities of the queries that lead to the
selection of those web pages. Both [20] and [21] calculated the query similarity based
on both the query contents similarity and the similarity of the documents that were
retrieved by the queries.

In this paper we define similarity measures of web documents for effective web doc-
ument caching and pre-fetching. To pre-fetch documents that are of similar topic to the
document a user is currently viewing, we need to derive the similarity of contents of
web documents, ignoring any structural elements, e.g. HTML formatting. For efficacy
of on-line pre-fetching, we propose different levels of similarity measures to capture
levels of similarity between web documents. Consider a search of scientific papers over
the web. A keyword based search usually returns a list of documents containing some
or all of the given keywords. The matched keywords in the returned documents may
appear in the title, keywords section, or other parts. Title/author-based searches follow
similar principles. However, when a user is viewing a document and wishes to search
for documents of similar topic, then the matching strategy may be quite different be-
cause the words to be matched may be related rather than explicitly stated. In our study,
similarities between text documents are measured based on topics, page titles, keywords
or page contents or combinations thereof. Compared with a keyword-based similarity
measure, a content-based similarity is complicated by the need for special techniques,
e.g., from the area of information retrieval [13]. However, any computation of similarity
still needs to be completed within a reasonable time limit.

2.1 Document Model

To calculate similarities among web documents, we use a model based on the docu-
ment model representation in [11], wherein structured web documents are represented
as unordered labeled trees. That is, we consider containment rather than order of ap-
pearance of words within a document. However, our model differs from that in [11]
in two ways: first, we don’t consider the HTML formatting elements and, second, we
consider a document’s structure to be based on sectional elements, e.g. Abstract and
subsections, while their work specifies texts in terms of pairs of start and end tags, e.g.,
<table> . . . </table>, <ul>. . . </ul>.
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In the resultant tree, each non-leaf node corresponds to a subsection of the document
(e.g. characterizing the title of the subsection), except that the root-node might also
contain a set of keywords, a list of authors, a string for title, or/and a set of words
comprising the abstract. Each leaf node corresponds to the text of that (sub)section.
Notably, such a structure allows us to determine sectional similarities between partic-
ular elements such as titles; between the various contents, and, implicitly, between the
structures of compared documents. In brief, then, a document tree is an unordered tree
wherein each node is characterized by an associated set of type-value pairs.

Given a document tree T , of root r, with a node nr we may represent a sub-tree of T
rooted at nr as T (nr). We define a set of functions, each characterizing some element,
on the document tree: keyword(r), title(r), authors(r), abstract(r) and text(r). For a doc-
ument tree rooted at r, keyword(r)={s | s is a keyword contained in the keyword section
of r}. The title(r), authors(r) and abstract(r) can be defined similarly. If n1, n2, . . . , nk

are child nodes of r, then

text(r) =

⎧⎨⎩
title(r) ∪ ∪k

i=1{s | s ∈ text(ni)} if r is a non-leaf node, with
children n1, . . . , nk

{s | s is a word in leaf(T(r))} if r is a leaf node of T

Essentially text(r) is a set of words contained in the various strings associated with
nodes of the (sub-)tree rooted at r. Note that text(r) is defined recursively.

Our similarity calculation algorithm works on this tree structure by exploiting the
information contained in individual nodes and the whole tree. Observe that each node
keeps track of its level in the tree, its content and the content of its child nodes.

2.2 Levels of Document Similarity Measures

Levels of document similarity measures are defined by making use of the text extracted
from elements of document (sub-)trees. To compute the similarities efficiently, the mea-
sures must be normalized, allowing the comparison of pairs of documents and the se-
lection of different levels of elements/components. Given two document trees T1 and
T2, and two nodes r1 ∈ T1 and r2 ∈ T2, define

intersect(w(r1), w(r2)) =
w(r1) ∩ w(r2)

w(r1) ∪ ∩w(r2)
(1)

where w(r) is a set of strings associated with nodes of the (sub-)tree rooted at r. The
function intersect(w(r1), w(r2)) returns the percentage of the number of common
words divided by the number of all words that appear in both w(r1) and w(r2). Clearly,
intersect(w(r1), w(r2)) ≤ 1, while equality exists when w(r1) = w(r2).

For two document trees rooted at r1 and r2, respectively, similarities of keyword,
title and abstract may be defined by the formulae (2) through (4):

SIMKB(r1, r2) = intersect(keyword(r1), keyword(r2)) (2)

SIMTB(r1, r2) = intersect(title(r1), title(r2)) (3)

SIMAB(r1, r2) = intersect(abstract(r1), abstract(r2)) (4)
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while the content-based similarity is defined as

SIMCB(r1, r2) = intersect(w(r1), w(r2)) (5)

where w(ri) = text(ri) ∪ keywords(ri) ∪ abstract(ri), 1 ≤ i ≤ 2.
In most cases, the higher a word occurrence in a document, the closer that word

relates to the theme of the document and this may be used as a measure of similarity.
Let wtr(s) be the number of appearances of the word s in document represented by r,
then the intersect function can be defined as

intersectwt(w(r1), w(r2)) =

∑
s∈w(r1)∩w(r2)

min{wtr1(s), wtr2 (s2)}
1
2

∑
s∈w(r1)∪w(r2)

|wtr1(s) + wtr2(s)|
(6)

Based on this function, the weighted similarity measures SIMKB(), SIMTB(),
SIMAB() and SIMCB() defined in (2) through (5) above can all be re-defined by
replacing intersect() with intersectwt().

2.3 Data Pre-processing

To calculate similarities among documents, a text filter was developed to extract mean-
ingful words from related sections of a document, and count them per section. The
method is described briefly below:

In the text filter, raw text is first parsed into generalized words, called tokens. Tokens
include meaningful strings, abbreviations, punctuation and other specialized symbols
that have been derived from the structure found in the document’s sections. For exam-
ple, while typical words such as “web” and“page” are taken as tokens, the punctuation
mark “$” and the URL “www.ecu.edu.au” are also tokens. However, digits and others
insignificant words, e.g. pronouns and prepositions, are not treated as tokens.

For each section, the text filter produces a list of (token, c(token)) pairs, where
c(token) is the count of that token within the section - in effect, a bag-of-words ba-
sis for our representation. Note that for brevity of the token list and subsequent com-
parison, each word is reduced to its stem (e.g., server and service into serve). While
the unordered bag-of-words model will not suffice for linguistic analysis, we assume it
captures most of the information needed for calculating similarities using formula (2)
through to (5).

3 Similarity-Aware Web Content Management

The basic idea of web-caching is to reduce network traffic load and reduce retrieval
latency by holding recent requested documents at the proxy caches so that they do not
have to be fully retrieved upon identical request.

Document similarity information is fundamental to effective caching and prefetch-
ing, yet it has never been incorporated directly in cache replacement algorithms. Rather,
other properties of the request stream (e.g., document size and access frequency etc.),
being easier to capture on-line, are used to infer similarity, and hence driven cache
replacement policies. In this section, we propose a similarity-based multi-cache web
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content management scheme and on-line algorithm to capture and maintain an appo-
site similarity profile of documents requested through a caching proxy and describe a
novel cache replacement policy using such information to support the similarity-aware
pre-fetching.

3.1 The Caching Architecture

We now present a similarity-based multi-cache web content management scheme. There
are four major components: central router, similarity profiles (SP), sub-caches, and doc-
ument allocator. Of these, the central router is pivotal in controlling and coordinating
the other components.

Before configuring the multi-cache web content management scheme, we first clus-
ter documents in cache based on the similarity measures introduced in (2) to (6), and
determine the number of themes, N, of the documents. For each theme/cluster, a number
of stems relating to it were chosen (e.g., by looking at all stems produced by the text
filter when SP vectors were computed). Then the cache is divided into N+1 sub-caches.
Each of the first N sub-caches stores documents of one particular theme, and the last
sub-cache stores other documents not belonging to any of the N themes. In this way, we
ensure that similarities among documents in any sub-cache are relatively higher, while
relegating those among documents across sub-caches.

The SP comprises N two-dimensional arrays Ai(*, *), i=1, 2, , N, of which each cor-
responds to one of the first N sub-caches. For each document j in sub-cache i, SP counts
the number of occurrences of the stems that relate to the theme of the sub-cache, storing
the numbers in vector Ai(j,*). This information is useful when performing similarity-
aware pre-fetching from the sub-cache to a client. For each theme, we limit the number
of stems to be 100.

A sub-cache is an independent cache that has its own cache space, contents and
replacement policy. Since documents in a same sub-cache are usually of similar theme,
simpler replacement policies, e.g. LRU, LFU and FIFO, may be applied.

The sub-cache allocator assesses comprehensively a candidate set of evictions se-
lected by sub-caches, with possible results of: re-caching, eviction or probation. Of
these, re-caching and eviction are instantaneous, while a probation document will be
held by the allocator in its own space pending a final decision.

3.2 Algorithm Framework of Similarity-Aware Content Management (SACM)

A request for a document d invokes the SACM algorithm to action as follows: an in-
stance of d is sought in an in-cache index; if d is already cached (i.e., cache hit) and still
fresh its containing sub-cache is noted whereupon d will be returned to the requesting
client. If the instance of d is not fresh, then re-cache from an origin server, updating
related parameters such as SP vectors. For a cache miss, the request for d will be for-
warded to the origin server and a resultant downloaded document dnew is returned to
the client. Based on the content of dnew, a SP vector will be calculated to determine a
sub-cache cd in which dnew is to be cached. Where there is insufficient space for dnew,
then sub cache cd makes room according to its eviction (e.g. LRU, LFU) and/or space
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sharing policies. The document allocator of cd will then assess and purge any eviction
candidates.

The central router mediates between cooperating sub-caches. Although a document
may be cached “conceptually” in several sub-caches in terms of sub-cache document
allocator evaluation, only one object copy will be maintained.

4 Web Document Pre-fetching

In this section, we focus on pre-fetching between caching proxies and browsing clients
in idle periods of their network links when a current web document is read by a user. If
the proxy can predict those cached documents a user might access next, the idle periods
may be used to push them to the user, or to have the browser/client pull them. Since the
proxy only initiates pre-fetches for documents in its caches, there is no extra internet
traffic increase.

4.1 Multiagent-Based Similarity-Aware Pre-fetching

An agent is a software entity that carries out some set of operations on behalf of a
client/program with some degree of independence or autonomy [22]. In this study, we
employ both proxy-side and client-side agents that exchange messages using a prede-
fined protocol for actualizing similarity detection, document prediction, network traffic
monitoring and proxy-client coordination intentions during the document pre-fetching
process where they negotiate to reach the most probable solution.

In the similarity-aware web document pre-fetching process, three activities crucial.
they are: (i) identifying similarities between documents in the proxy cache and the
document a user is viewing; (ii) predicting documents that a client is most likely to
access next; and (iii) monitoring idle network periods to pre-fetch the documents. These
activities are carried out by multi-agent interaction, and are briefly described as below:

The Client Agent (CA) plays the role of a client. It delivers a pre-fetching request
to the Coordination Agent. Upon receipt of an initial pre-fetching plan (i.e., a list of
candidate documents to be pre-fetched) from the CoA, it modifies the plan by removing
the candidates that were hit by its local cache, and then returns the modified plan to the
CoA for final pre-fetching.

By its name, Coordination Agent (CoA) is responsible for receiving the pre-fetching
requests from clients, and coordinates among agents such as similarity detection agent
(SDA), access pattern matching agent (PMA), pre-fetching agent (PFA) and network
traffic monitoring agent (TMA), for document pre-fetching process. Through the inter-
action between the agents and the client in the architecture, the detailed job of the CoA
involves following steps: (i) receive pre-fetching requests from CAs; (ii) invoke SDA to
identify a set of cached documents (in one or more sub-caches) whose similarities with
the document the client is viewing surpass certain threshold; (iii) invoke PMA to assess
and identify a set of users’ past (historical) access patterns that could be referenced for
prediction of future access of the client; (iv) upon receipt of the responses from steps
(ii) and (iii), assign a process that calls PFA to produce an initial pre-fetch plan (e.g., a
list of candidate documents for pre-fetching); (v) send the initial pre-fetch plan to the
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CA to determine which in-list candidates should not be pre-fetched due to local cache
hit; and (vi) upon receipt of the modified pre-fetch plan from a CA, assign the plan to a
TMA for document pre-fetching.

4.2 Pre-fetching Prediction

We propose two agent-based algorithms to guide similarity-aware pre-fetching from
proxy caches to clients. The first one is a pure similarity-based pre-fetching predic-
tor which considers only those documents whose similarities with the document in
viewing surpass a certain threshold. The second algorithm (i.e., similarity-aware pre-
fetching) combines the prediction by partial matching (PPM) method [1] and the pure
similarity-based pre-fetching strategies. These algorithms are the main functionalities
and behaviour of PFAs, and are addressed in the next two sections.

4.3 Similarity-Based Pre-fetching Predictor

The similarity-based PFA predicts the next k documents in the proxy cache based on
document similarities. With the support of the similarity-aware web cache architecture,
the PFA works based on a very simple rule. Suppose a client is viewing a document, say
d (at this time, a copy of d must be cached in a certain sub-cache, say ci, or being held by
the allocator). When a pre-fetching request is received, the CoA invokes a SDA which
computes the similarities between d and those documents in sub-cache ci by referencing
the similarity information in ith SP. No documents in other sub-caches are considered
because of their low similarities with d. Then the predictor simply chooses k documents
whose similarities with d are among the top k highest ones. These k documents, together
with those cached pages to which hyperlinks exist from d, will form an initial pre-
fetching plan and be returned to CoA for possible pre-fetching.

4.4 Similarity-Aware Pre-fetching Predictor

The PPM [1] essentially predicts the next l requests on the past m accesses of a user,
limiting candidates by an access probability threshold t. The performance metrics of the
algorithm depend on the (m, l, t) configurations. However, the algorithm uses patterns
observed from all users’ references to predict a particular user’s behaviour. Referencing
too many contexts makes the prediction inaccurate, inefficient and unwieldy.

Our previous work [2] extended the PPM algorithm by referencing only those access
patterns from a small group of other users exhibiting high similarities in their past access
patterns to predict a current user’s next access. The number of times the algorithm can
make prediction is reduced because of the smaller sample size, but the hit ratio of the
pre-fetching increases because more related access patterns are referenced. We call the
method pattern-similarity based PPM (or psPPM).

To be more similarity-aware, we now modify PPM and psPPM by replacing the
access threshold t with s, where s is the similarity threshold between the document to
be pre-fetched and the document the client is viewing. Thus the new algorithm has the
following parameters:
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– r: the number of users whose access patterns are referenced to predict future ac-
cesses of the current user.

– m: the number of past accesses that are used to predict future ones. We call m the
prefix depth.

– l: the number of steps that the algorithm tries to predict into the future.
– s: the similarity threshold used to weed out candidate document. Only those doc-

uments whose similarity with the viewing document is greater than s, where 0 ≤
s ≤ 1, is considered for pre-fetching.

Suppose a user u is viewing a document d. When a pre-fetching request is received,
the CoA invokes a PMA to assess and identify a set of r users’ access patterns of rel-
atively high similarities with u (sorted in descending order). For l>1, not only the im-
mediate next request, but the next few requests after an URL are also considered for
potential pre-fetching. For example, if l=2, the PFA predicts both the immediate next
and its successor for the user. If m>1, more contexts of the r users’ past accesses are
referenced for the purpose of improving the accuracy of the prediction.

The PFA maintains a data structure that tracks the sequence of URLs for every user.
For prediction, the past reference, the past two references, and up to the past m refer-
ences are matched against the collection of succession to the users’ past access patterns
to produce a list of URLs for the next l steps. If a longer match sequence can be found
from the other r users’ patterns, the next URL to the longest match is also taken as a
potential document to be accessed next by the user. The outcome of each prediction is
a list of candidate documents, ordered by their similarities with d. For those candidate
documents with the same similarity value, the URL matched with longer prefix is put
first in the list.

We conducted two series of preliminary simulations. The first series of simulations
is to demonstrate the capability of our similarity measures for document comparison to
determine the document themes (or clusters). Using the obtained similarity information,
our second series of simulations demonstrates the improvement in prediction accuracy
(and thus hit rate) of the pre-fetching between caching proxies and browsing users using
our similarity-based/aware predictors and the multiagent-based document pre-fetching
mechanism. The preliminary results indicate that our predictor is capable of practical
prediction for web document pre-fetching in the sense that an improvement of the order
of 10% over traditional PPM has been achieved. We intend to perform more extensive
simulations on real Web log data, of which the results will be published in the future.

5 Conclusions

This paper proposed a similarity-aware agent-based web content management scheme.
We presented the web-caching architecture and developed similarity-aware predictors
for web document pre-fetching between proxy caches and browsing clients. Preliminary
simulations have shown that our predictor is capable of practical prediction for web
document pre-fetching in the sense that it may predict more accurately and effectively
than the traditional PPM does by only referencing a reduced set of users’ past access
patterns.
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Abstract. The problems of information overload with the use of search engines 
and the temporal efficiency loss of the indexed data have been significant barriers 
in the further development of the Internet. In this paper, a new knowledge based 
initiative topic search engine called Information Assistant is designed and 
realized. It breaks through the traditional passive service style of the search 
engine, and solves the problem of topic information collection and downloading 
from the Internet. Its design, which is based on the knowledge base, raises the 
precision and the recall of the information retrieved. It also probes into the works 
of the structure and content mining of web pages. Experiments prove the 
efficiency of the search engine. 

1   Introduction 

With the development of the Internet, research on the search engine has thrived in 
recent years [1]. Although search engines have solved some problems of information 
retrieval from the Internet [2-4], additional problems appear, such as information 
overload. The work efficiency reduces to some extent when there is too much 
information retrieved, as users cannot quickly target useful information accurately. 

There are hundreds of different search engines. Though dissimilar to each other in 
realization, they include five basic parts, namely: spider, analyzer, indexer, searcher 
and user interface (Ref. Fig. 1). 

 

Databases

Spider 1

Internet
Spider n

 Analyzer Indexer Seacher
Users

Interface
User

User
 

Fig. 1. The structure of a search engine 

The workflow of most search engines is as follows: 

• the search engine collects web pages automatically by use of a spider 
• after the analyzer disposes of unnecessary data, the indexer indexes the retained 

data 
• the searcher responds to the users’ queries 
• after matching the queries and sorting the results, the final results are returned to 

the users.  
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As we can see, most search engines know little of the users’ needs until they submit 
their queries, and the indexes restrict the final results. Though many new techniques 
have been investigated to improve the performance of the search engine, such as the 
agent-based search engine [5] proposed in recent years, the working style of these 
search engines is still passive.  

In general, there are some problems still to be solved. First, most search engines 
have tried to index as many websites as possible to satisfy their users. The result is an 
increase in recall, but with a corresponding decrease in precision. However, the aim of 
the users is to find the exact information with the least cost. So, the traditional passive 
service style cannot meet users’ rigorous needs. Second, the data indexed by the search 
engines cannot keep up with the updating frequency of the Internet. Therefore, it cannot 
be assured that the collected information is the most recent. Third, as we sometimes 
need to gather information about a topic on a large scale automatically, it is not wise to 
browse all the retrieved pages one by one. Fourth, it is very difficult for a user to find 
and collect information from a website which has not had a search interface. 

2   Initiative Topic Search Engine - IA 

To solve the above problems, we propose an initiative topic search engine called IA, 
which is the short name of Information Assistant. It is based on the knowledge base; the  
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Fig. 2. The framework of IA 
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Fig. 3. The flowchart of initiative topic engine IA 

user defines the topics, the authoritative websites and the information to be collected, 
including pictures and videos. At the same time, a flexible interface is provided for the 
user’s browsing use and for retrieval of the downloaded information. 

2.1   Framework of IA 

The framework of IA is shown in Fig. 2. It includes knowledge base, spider, miner, 
indexer, searcher, full text database and index database. The knowledge base is 
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important to the search engine, which includes a user interest model base, a domain 
knowledge base, a rule base, an authoritative websites base and a threshold base, etc. 

2.2   Flowchart of IA 

The flowchart of IA is shown in Fig. 3. After defining the authoritative websites and the 
user’s interests, the spider searches the data in the websites in accordance with the 
user’s need. WebSiteTable is a table keeping authoritative websites that are defined by 
the user or are selected from the knowledge base. TemplinksURL is a table of URLs 
that have not been analyzed. The downloaded documents and files are saved in the full 
text database with their classification sign. With the help of the indexer and the searcher 
interface, the user can retrieve and browse the downloaded information. While 
keywords are easy to use and would not miss the relative information, we adopt 
keyword vector to describe the user’s interests. 

Supposing that for topic T, for example the recent Iraq War, the keywords 
K1,K2,…,Kn are defined to describe T. The length of keywords K1,K2,…,Kn is 

nlll ,...,, 21 , and the frequency of the keywords is nfff ,...,, 21 , while the number of 

the file D’s characters is L . 

The weight of keyword Ki is iw , which is defined as follows: 

==

><≤
=

− 1,
2

1

1,1,
2

1

1
norni

nni

w

i

i

i

 

(1) 

The relevancy of the file D and the topic T is defined as follows: 
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If ( , ) 0Sim T D = , then we can see that the file D is irrelevant with the topic T, and this 

file can be rejected. 

3   Mining Module of IA 

The mining process will begin when the collected information exceeds the amount of 
predefined information in the knowledge base. The mining module of IA includes the 
following: 

3.1   Authoritative Websites Mining 

An authoritative website [6] can ensure the authority and the precision of the 
information on the website. This is important for the collection of topic information. By 
use of the mining techniques [7], new authoritative websites can be found and added to 
the table TemplinksURL, thus the scope of the retrieved information is expanded. 
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3.2   Structure and Content Mining 

To find relevant pictures and videos requires the structure mining of websites [8-10]. 
The mining procedure is as follows: 

Step1: Judge whether the HTML page is a link page by the threshold K in the threshold 
base. If it is a link page, then extract its links and add them to the TemplinksURL table. 
Otherwise, it must be a content page, then judge whether or not it is relevant to the 
user’s interests and executed the structure mining in the next step. 

The judging method is as follows: 
Supposing the average length of the links in the HTML page D is Am(D), 

)(
)(

)(
DperlinkNumberofHy

DLength
DAm =  (3) 

If ( ) 0NumberofHyperlink D ≥  and ( )Am D K≤  then 

Mark the page as a link page; 
Else 

Mark the page as a content page. 
( )NumberofHyperlink D  is the number of links in the HTML page D, and )(DLength  

is the number of characters in the page D. 
Step2: For content pages, which satisfy the condition of 

1 2( )K Am D K≤ ≤  and belong 

to the same website, discover structures of the website pages and obtain the content of 
those pages, where K1 and K2 are thresholds in the database. 
Step3: Discover and filter pictures and videos in the content part of a page to obtain 
relevant pictures and videos. 
Step4: Discover useful patterns in these pictures and videos, such as maps. 

4   Experiment Results 

The experiment is carried out on the website with the URL of http://zbkj.gfkd.mtn. The 
website is an authoritative news website on the All-Army Public Data Exchange 
Network of the Chinese People’s Liberation Army (PLA), and its structure and service 
style is very similar to those news websites on the Internet. Table 1 shows the user’s 
defined topics and key phrases. 

Table 1. News topics and their key phrases 

Topic name Key phrases 

Iraq War Bush, Baghdad, White House… 

Korea Crisis Pyongyang, nucleus, White House, … 

 
From the beginning to the end of the process, meaning that all web pages in the 

website have been analyzed, search engine IA runs for 2,543 seconds, analyzes 2,647 
web pages, processes 37,649 URLs, and collects 182,314K byte of data. The results are 
shown in Table 2. 
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Table 2. Experiment result 

Information 
Type 

Number quality K Byte  Precision Recall 

HTML pages 128 212 89.84% 100% 

PDF files  27 10,927 81.49% 100% 
Pictures 94 1,748 88.29% 100% 
Videos 8 169,427 75% 100% 

From Table 2, we can see that the precision of the collection of HTML files is fairly 
high, while the precision of the collection of videos and PDF files is somewhat lower. 
After analysis, we find that the reason is the editor’s inexact description of these files. 
The average precision is 83.66% when the recall is 100%.  

Our initiative topic search engine has the following advantages: 

• It is fast, accurate and comprehensive in collecting information because of its 
scheme based on knowledge. It uses key phrases to express users’ queries, which 
is convenient and in accordance with users’ customs. It is also easy to realize and 
seldom needs training. 

• It supports the downloading and processing of many topics at the same time. By 
using the structure and content mining method, it can complete the task of 
collecting different types of information such as HTML pages, PDF files, pictures 
and videos. 

• It has achieved good results in the area of retrieval precision. When the recall is 
100%, the average retrieval precision of our initiative topic search engine is 
83.66%. 

The shortcomings of search engine IA are as follows: 

• It is more dependent on the user’s topic description and the authoritative websites 
in the knowledge base. If the information on the authoritative websites is not 
updated in time or not relevant to the user’s needs, the search engine may not get 
perfect results.  

• The query results depend on the correct expression of the user’s interests. In the 

user interest model, the condition of 0),( ≠DTSim  means that the first and second 
key phrases should give expression to the main meaning of the topic. 

5   Conclusions 

In general, our proposed initiative topic engine has the following advantages: 

• first, it is initiative, which reflects the user’s interests in a more friendly manner 
and means it can obtain acceptable results in retrieval precision  

• second, it can complete the tasks of collecting, classifying and downloading 
multi-topics at the same time, in a manner superior to other search engines 
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• third, it can ensure the authority of the collected information and the real time 
processing of the information 

• fourth, it is expandable. 

There is much work to do in the future. We will further investigate some aspects, 
such as the filtering of similar web pages, the discovering of authoritative websites and 
useful pictures, and some specific information services, such as the analyzing of news 
and stocks.  

References 

1. Fredirik Espinnoza, Kristina Hook. An interactive WWW interface to an adaptive 
information system. In: Proceedings of the Reality of Intelligent Interface Technology 
Workshop. Massachusetts: User Modeling Inc. 1997. 

2. Jorng-Tzong Horng, Ching-Chang Yeh,Applying genetic algorithms to query optimization 
in document retrieval,Information processing & management, 2000, 36(5):737~759. 

3. Michael J Pazzani,Representation of electronic mail filtering profiles: A user study. 
Proceedings of the 2000 international conference on intelligent user interfaces, 
2000:202~206. 

4. Schapire.R, Singer,Y. BoosTexter: A boosting-based system for text categorization, 
Machine Learning, 2000,39(2/3):135~168. 

5. T Kurki, S Jokela, R Sulonen, M Turpeinen,Agents in delivering personalized content based 
on semantic metadata,In Proc.1999 AAAI Spring Sympposium Workshop on Intelligent 
Agents in Cyberspace, Stanford, USA, 1999:84~93. 

6. J.M.Kleinberg and A. Tomkins, Application of linear algebra in information retrieval and 
hypertext analysis, Proc. Of 18th ACM Symp. Principles of Database Systems (PODS), 
185-193,Philadelphia, PA, May 1999. 

7. Jiawei Han, Micheline Kamber,Data Mining: Concepts and Techniques, San Mateo, 
CA:Morgan Kaufmann Publishers, Inc., 2001. 

8. S.Chakrabarti, B.E. Dom, S.R. Kumar,P.Raghavan, S. Rajagopalan, A. Tomkins, D. 
Gibaon, and J.M. Kleinberg. Mining the web’s link structure. COMPUTER, 32:60-67,1999. 

9. K.Wang, S.Zhou,and S.C.Liew, Building hierarchical classifiers using class proximity, 
Proc. Of 1999 Int.Conf. Very Large Data Bases (VLDB’99), 363-374,Edinburgh, UK, 
Sept.1999. 

10. Cooley R, Srivastava J. Data Preparation for Mining World Wide Web Browsing 
Patterns,Journal of Knowledge and Information Systems: 1999,1(1): 17~24. 



D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 322 – 328, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Improving Retrieval Performance with the Combination 
of Thesauri and Automatic Relevance Feedback 

Mao-Zu Guo and Jian-Fu Li 

School of Computer Science and Technology, 
Harbin Institute of Technology, Harbin 150001 China 

maozuguo@hit.edu.cn 

Abstract. The ever growing popularity of the Internet as a source of information, 
coupled with the accompanying growth in the number of documents available 
through the World Wide Web, is leading to an increasing demand for more 
efficient and accurate information retrieval tools. One of the fundamental 
problems in information retrieval is word mismatch. Expanding a user’s query 
with related words can improve the search performance, but the finding and using 
of related words is still an open problem. On the basis of previous approaches to 
query expansion, this paper proposes a new approach to query expansion that 
combines two popular traditional methods—thesauri and automatic relevance 
feedback. According to theoretical analysis and experiments, the new approach 
can effectively improve the web retrieval performance and out-performs the 
optimized conventional expansion approaches.  

1   Introduction 

The ever growing popularity of the Internet as a source of information, coupled with the 
accompanying growth in the number of documents available through the World Wide 
Web, is leading to an increasing demand for more efficient and accurate information 
retrieval tools. One of the fundamental problems information retrieval(IR) fails is word 
mismatch, which occurs when the author of a document and the user of an information 
retrieval system use different words to describe the same concept [1], [2]. Usually, 
valuable information is mixed with many irrelevant documents. The problem is best 
illustrated by through the scenario of information search on the Web, where the queries 
are usually of two words long and a large number of “hit” documents are returned to the 
user. Part of the reason comes from the inherent ambiguity of word in natural language. 
Another part is the difference of interpretation for a query. That is, given the same 
query expression by different users, due to different backgrounds and experiences of 
different users, the information inquired could be different.  

With the explosive growth of information in Internet, the word mismatch problem 
becomes more significant as observed by Furnas [3] in a more general context. In his 
experiments, two users using the same term to describe an object is less than 20% of the 
time. Particularly, the problem is more severe for short casual queries than for long 
elaborate queries because as queries get longer, there is more chance of some important 
words co-occurring in the query and the relevant documents. Unfortunately, short 
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queries are becoming increasingly common in retrieval applications, especially with 
the advent of the World Wide Web (WWW). Nowadays, the ubiquity of word 
mismatch has become the bottleneck to improve the performance of information 
retrieval systems. Addressing the word mismatch problem has become an increasingly 
important research topic in IR.  

Query expansion [4] is a technique utilized within IR to remedy this problem. A 
query is expanded by adding other terms closely related to the original query terms. In 
the last decades of years, a wide range of methods for query expansion have been 
proposed, from manual techniques such as thesauri to automatic techniques such as 
automatic relevance feedback. These methods have shown effective on different extent 
in improving the performance of IR system, but they are still far from being 
satisfactory. On basis of the analysis of the traditional approaches to query expansion, 
this paper proposes an alternative approach to query expansion, which is an integration 
of thesauri with automatic relevance feedback. The scheme is effective for query 
expansion for web retrieval: in terms of theoretical analysis and experimentation, the 
new approach can improve IR effectiveness and out-performs the optimized, 
conventional expansion approaches.  

The remainder of the article is organized as follows. Section 2 reviews existing 
techniques and points out their advantages and disadvantages. Section 3 details the new 
approach to query expansion and analyzes the new approach in theory. Section 4 
compares the new approach with traditional expansion methods through experiments 
and concludes the work.  

2   The Analysis of Traditional Query Expansion Methods 

Currently, the most generally accepted approaches to query expansion include thesauri 
and relevance feedback techniques. In this section, each approach is briefly explained. 

2.1   Thesauri 

A “thesaurus” is defined as a dictionary of synonyms and related words. In most 
situations, thesauri are used to improve retrieval performance by expanding queries 
with words that are related to the original keywords [5]. After a user submits his query 
to information retrieval system, the system can automatically consults the thesaurus 
and displays all the terms related to original the query to the use for selecting. The user 
can select some of the related terms to refine the query or not select any term. Then the 
refined query is resubmitted to the system again, and several documents are retrieved as 
a result of the refined query retrieval.  

In the information research systems based on thesauri, the thesauri are built in 
advance, every time to expand query is only to search the thesauri for terms related to 
queries, which is very simple and fast.  

However, the approaches based on thesauri still have some drawbacks: first, since 
thesauri are built manually by linguist and domain experts, manual thesauri are often 
too broad or too narrow. For example, a general-purpose dictionary might contain too 
many synonyms for a word while a medical thesaurus can consist of thousands of 
groups of related medical terms but nothing outside its domain. Second, building a 
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manual thesaurus is usually time-consuming even in a narrow domain because the 
knowledge of a whole domain has to be reviewed. Third, the structure of manual 
thesaurus depends on some people, which is very subjective. Duo to different 
backgrounds and experiences of different people, there is no a criterion to built 
thesauri. If a user is not familiar with the structure of the thesaurus in use, it is very 
difficult for the user to select appropriate terms to expand query. Finally, in order to 
adapt to the change of domain knowledge, the experts must often update thesauri, and 
even sometimes the updating even means reforming of the whole thesaurus which can 
not be completed only by people. 

2.2   Relevance Feedback 

Relevance feedback [6], [7] is a cyclic process (as shown in Figure 1) whereby the user 
feeds back into the system decisions on the relevance of retrieved documents and the 
system then uses these evaluations to automatically modify the retrieval process [3]. 
The main idea consists of choosing important terms in relevant documents, and of 
enhancing the weight of these terms in a new query formulation. Analogously, terms 
included in previously retrieved irrelevant documents could be deemphasized in any 
future query formulation. The effect of such a query modification process is to “move” 
the query in the direction of the relevant items and away from the irrelevant ones, in the 
expectation of retrieving more wanted and fewer non-wanted items in a later search. 
Relevance feedback has shown to be effective to expand query and has been being 
improved continuously. Currently, according to the way how to get the relevance of 
documents, relevance feedback can fall into two categories: manual relevance feedback 
and automatic relevance feedback. 

Database
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Database

Top
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New
Terms Q1

Q0

Matching
Document

Database

 

Fig. 1. The architecture of relevance feedback 

In the manual relevance feedback [8], relevance is conceptualized as the “users’  
decision to accept or reject information retrieved from an information system” [6]. That 
is, the relevance is depends on user’s assessment. Manual relevance feedback has been 
shown to be quite effective, but the limitations of the approach have been widely 
recognized by the information research community. In a call for papers for a workshop 
on relevance feedback in information research hosted by the Department of Computer 
Science of the University of Glasgow, some of the problems were highlighted: it 
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requires users to take a great deal of time to read every retrieved documents and tell the 
system that which documents are relevant and which documents are not relevant, which 
puts burden on users and often irritates users. Furthermore, if the user is not familiar 
with the vocabulary of a document collection, it is difficult to obtain good expansion 
terms, unless the system can suggest terms to the user. 

More recently, search improvements are being achieved without users’ intervention, 
that is, automatic relevance feedback. Unlike manual relevance feedback, in the 
automatic relevance feedback, just as its name implies, system can automatically assess 
the relevance of originally retrieved documents but not depends on users. The main 
idea of the approach is based on the assumption that the top-n (fox example the top-20) 
originally retrieved documents are relevant. Then the additional terms are selected 
using statistical heuristics from the top-n documents. A great improvement to manual 
relevance feedback of automatic relevance feedback is that the users are not needed to 
spend a great deal time in reading every retrieved documents and assessing the 
relevance. In this information research based on automatic relevance feedback, the 
users can concentrate on searching information and the assessment of document 
relevance is completed by system, which lightens down the burden of users and 
improves the objectivity of system. Again, there are many experiments showed that the 
method can improve search effectiveness [8]. But, the automatic relevance feedback is 
not perfect, and it also has some limitations. The main drawback is that there is a 
reasonable amount of computation that takes place after the user submits a query, 
which is a great problem for interactive systems. 

In conclusion, the approaches based on relevance feedback or ones based on 
thesaurus have been shown be effective in improving the performance of information 
retrieval. However, both of them have disadvantages and are far from being 
satisfactory. To improve IR effectiveness further, the paper combines the two 
approaches and proposes a new approach.  

3   The Combination of Thesauri and Automatic Relevance 
Feedback 

As above, query expansion based on thesauri is simple and fast. But the building, 
maintenance and updating of thesauri are time-consuming and it is difficult for manual 
thesauri to include all new information in time. In relevance feedback, additional terms 
comes directly from documents, which avoid the problems caused by untimely 
updating. However, due to the requirement of users’ intervention, manual relevance 
feedback can refine queries comparatively exactly, but it puts burden on users, which 
most users are unwilling to accept or they are not able to complete. On the assumption 
that the top-n retrieved documents are relevant, automatic relevance feedback has been 
shown to be quite effective in improving the information retrieval effectiveness without 
the intervention of people, however the main drawback of the method is that there is a 
reasonable amount of computation that takes place after the user submits a query, 
which is a great problem for interactive systems. To improve the performance of query 
expansion further, the paper propose a new approach (as shown in figure 2) which 
holds the advantages of the query expansion based on thesauri and based on automatic  
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Fig. 2. The architecture of the new approach to query expansion 

relevance and out-performs any of the two approaches. In this section, the new 
approach will be detailed. 

From the architecture of the new approach to query expansion, it can be seen that 
this approach is based on thesauri which holds the advantages of simplicity and 
speediness, but the new approach is different from manual thesaurus, the thesaurus in 
the approach is automatically updated by automatic relevance feedback which avoids 
the disadvantages of general thesaurus. 

The steps of the new approach are as follows: 

Step 1: A user submits a query Q0  to the IR system. 
Step2: Through the mechanism of thesaurus, a list of terms related to the keywords 

in Q0 are displayed, the user can select some words from the list to refine Q0. The Q0 
can be expanded into Q1. 

Step3: The expanded query Q1 is run to search database to find matching documents. 
Step4: The matching documents sorted by relevance are sent to the user.  
Step5: The system further analyzes the retrieved documents and Q1 to optimize the 

thesaurus. 

From the process of the new approach, the advantages of the new approaches can be 
seen: 

(1) Query expansion in this approach is simple and fast. 
From the whole architecture, the approach is based on thesauri. Every time to expand 
query, the system can automatically consults the thesaurus and display all the terms 
related to the query to the user for selecting. 
(2) The thesaurus is automatically updated. 
Unlike manual thesaurus, the updating of the thesaurus in the new approach can be 
automatically updated by analyzing current matching documents and the expanded query, 
without the intervention of human which avoid the problems caused by untimely updating.  
(3) The structure of the thesaurus is more logical. 
In manual thesaurus, the structure depends on some managers, which is very subjective. 
By using the matching documents and the users’ feedback information to update the 
thesaurus, the structure of the thesaurus becomes fit for the recognition rules of human 
and terms are extracted from documents, which make the structure of the thesauri in the 
new approach is logical. 
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(4) The time to retrieve is reduced. 
At present, query expansion based on relevance feedback often spends some time in 
expanding query. The time can be fall into two parts. The first part of time is used to 
execute the original search and get retrieved documents; the second part of time is spent 
in analyzing the retrieved documents, from which some terms can be extracted. 
Moreover, the amount of computation of the analysis of the retrieved documents is very 
great. So the second part of time will be very long which results that the whole search 
process is time-consuming. In the new approach, the analysis of the retrieved 
documents, which the amount of computation is very great, is a background process 
and can not affect search process. To users, the system simply is based on thesaurus 
which is very fast. When related documents are returned to users, the search process 
ends. To users, the whole search process need only a few seconds. On the other hand, 
the system still goes further on analyzing the documents to update the thesaurus. 
Although the analysis is time-consuming, it has been set as a background process which 
can not affect the speed of whole system. 

4   Experiments and Conclusions 

The paper proposed a new approach to query expansion. The underlying idea is that the 
approaches based on thesauri and the ones based on automatic relevance feedback has 
different characteristics. Therefore, their combination can provide a valuable approach 
to query expansion and further improve retrieval performance. In terms of theoretical 
analysis, the new approach has been shown great improvement in both speed and 
quality over traditional methods of query expansion as above. 
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Fig. 3. Comparison of performance of the WordNet, LCA and the new approach 
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In order to validate the validity of the new approach in terms of experiments, the 
WordNet [10] and the Local Context Analysis (LCA) [11], one of most popular 
automatic relevance feedback at present are combined. From the result of experiments 
(as shown in figure 3), the use of the new approach gives better retrieval results than 
just using WordNet and LCA respectively. 
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Abstract. In this paper a new kind of Choquet integral with respect
to fuzzy measure on fuzzy σ–algebra is introduced, and some elementary
properties of this kind of Choquet integral are studied. Convergence the-
orems for sequences of Choquet integrals are shown. A transformation
theorem is given, which reveals the relation between this kind of Choquet
integral on fuzzy sets and the Choquet integral on classical crisp sets.
Finally, a new set function defined by this kind of Choquet integral is dis-
cussed. This new set function preserves many structural characteristics
of the original set function.

1 Introduction

The Choquet integral with respect to fuzzy measure on classical σ–algebra was
proposed by Murofushi and Sugeno [1]. It was introduced by Choquet [2] in
potential theory with the concept of capacity. This kind of non-additive fuzzy
integral is a generalization of the classical Lebesgue integral and has been ap-
plied to many fields. It has been used in the areas of image processing, pattern
recognition, information fusion and data mining [3, 4, 5, 6], and has been used
for economic theory [7, 8], in the context of fuzzy measure theory [9, 10, 11, 12].
Another kind of important fuzzy integral is the Sugeno integral, which was orig-
inally introduced by Sugeno [13]. These two famous fuzzy integrals mentioned
above, Choquet integral and Sugeno integral, are all defined on classical crisp
sets. Wang and Qiao [14, 15] generalized Sugeno integral on fuzzy sets. Similarly,
in this paper we establish a theory of Choquet integrals with respect to fuzzy
measure on fuzzy σ–algebra of fuzzy sets, i.e., we generalize Choquet integrals
on fuzzy sets.

This paper is organized as follows. Section 2 presents some concepts for prepa-
ration. Section 3 defines the Choquet integral with respect to fuzzy measure on
fuzzy σ–algebra and shows the basic properties. Section 4 gives a transformation
theorem which reveals the relation between the Choquet integral on fuzzy sets
and the Choquet integral on crisp sets. Section 5 investigates the convergence for
sequences of Choquet integrals. As an application of Choquet integrals Section
6 defines a new set function which preserves many structural characteristics of
the original set function. Section 7 concludes this paper.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 329–337, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Preliminaries

In the paper the following concepts and notations will be used. R+ = [0, ∞]
denotes the set of extended nonnegative real numbers. Let X be a nonempty
set, F(X) = {Ã | Ã : X → [0, 1]} be the class of all fuzzy subsets of X .

Definition 1. [14, 15] A fuzzy σ–algebra F̃ is a nonempty subclass of F(X) with
the properties:

1. X, φ ∈ F̃ ;
2. If Ã ∈ F̃ , then Ãc ∈ F̃ ;
3. If {Ãn}⊂ F̃ , then ∪∞

n=1Ãn ∈ F̃ .

Evidently, an arbitrary classical σ–algebra must be a fuzzy σ–algebra. In this
paper, F̃ shall always denote a fuzzy σ-algebra.

Definition 2. [14, 15]Let μ̃ : F̃ → [0, ∞] be a set function. μ̃ is called a fuzzy
measure if it satisfies the following conditions:

1. μ̃(φ) = 0;
2. μ̃(Ã) � μ̃(B̃) whenever Ã ⊂ B̃, Ã, B̃ ∈ F̃ (monotonicity);
3. μ̃(∪∞

n=1Ãn) = limn μ̃(Ãn) whenever Ãn ⊂ Ãn+1, Ãn ∈ F̃ , n ∈ N (continuity
from below);

4. μ̃(∩∞
n=1Ãn) = limn μ̃(Ãn) whenever Ãn ⊃ Ãn+1, Ãn ∈ F̃ , n ∈ N and

μ̃(Ãn0) < ∞ for some n0 ∈ N (continuity from above).

Remark 1. ‘⊂’, ‘∪’, ‘∩’, ‘c’ used in Definition 1 and Definition 2 represent inclu-
sion, union, intersection and complement for fuzzy sets respectively.

A function f : X → [0, ∞] is said to be measurable if

fα = {x ∈ X | f(x) � α} ∈ F̃ for any α � 0.

For convenience, let M+ = {f : X → [0, ∞] | f is measurable}. Obviously,
f ∈ M+ if and only if fᾱ = {x ∈ X | f(x) > α} ∈ F̃ for any α � 0.

Definition 3. μ̃ : F̃ → [0, ∞] is called crisp null-subtractive, if μ̃(Ã ∩ Bc) =
μ̃(Ã) whenever Ã ∈ F̃ , crisp set B ∈ F̃ and μ̃(B) = 0; μ̃ is called superadditive
if μ̃(Ã ∪ B̃) � μ̃(Ã) + μ̃(B̃) whenever Ã, B̃ ∈ F̃ , Ã ∩ B̃ = φ; μ̃ is called fuzzy
multiplicative if μ̃(Ã ∩ B̃) = μ̃(Ã) ∧ μ̃(B̃) whenever Ã, B̃ ∈ F̃ .

Proposition 1. μ̃ : F̃ → [0, ∞] is called crisp null-subtractive if and only if
μ̃(Ã ∪ B) = μ̃(Ã) whenever Ã ∈ F̃ , crisp set B ∈ F̃ and μ̃(B) = 0.

Definition 4. [14] μ̃ : F̃ → [0, ∞] is subadditive if μ̃(Ã ∪ B̃) � μ̃(Ã) + μ̃(B̃)
whenever Ã, B̃ ∈ F̃ ; μ̃ is autocontinuous from above (or from below) if μ̃(B̃ ∪
Ãn) → μ̃(B̃) (or μ̃(B̃ ∩ Ãc

n) → μ̃(B̃), respectively) whenever {Ãn} ⊂ F̃ , B̃ ∈ F̃ ,
and μ̃(Ãn) → 0.
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Definition 5. Let {f, fn} ⊂ M+, Ã ∈ F̃ , H = {x ∈ X | fn(x) → f(x)} and
D = {x ∈ X | f1(x) = f2(x)}.

1. [14]If Ã ⊂ H , then we say fn converges to f everywhere on Ã, and denote it
by fn → f on Ã.

2. [14]If for any given ε > 0, we have μ̃(Ã ∩ {| fn − f |� ε}) → 0 when n → ∞,
then we say fn converges in fuzzy measure μ̃ to f on Ã, and denote it by
fn

μ̃→ f on Ã;
3. If there exists a crisp set E ∈ F̃ , μ̃(E) = 0 and Ã ∩ Ec ⊂ D, then we say f1

is equal to f2 almost everywhere on Ã, and denote it by f1 = f2 a.e. on Ã.

Definition 6. [10, 16]Let f, g ∈ M+, we say f and g are comonotonic if f(x) <
f(x

′
) ⇒ g(x) � g(x

′
) for x, x

′ ∈ X.

3 Choquet Integrals on Fuzzy Sets

When μ̃ is a fuzzy measure on F̃ , the triple (X, F̃ , μ̃) is called a fuzzy mea-
sure space. Throughout this paper, unless otherwise stated, the following are
discussed on the fuzzy measure space (X, F̃ , μ̃).

Definition 7. Let f ∈ M+ and Ã ∈ F̃ . Then the Choquet integral of f on a
fuzzy set Ã is defined as

(c)
∫

Ã

fdμ̃ =
∫ ∞

0

μ̃(Ã ∩ fα)dα.

Remark 2. Definition 7 is a generalization of the well known definition of the
Choquet integral with respect to fuzzy measure on classical σ–algebara to fuzzy
σ–algebara, i.e., a generalization of the Choquet integral on classical crisp sets
to fuzzy sets. That is to say, we define the Choquet integral on fuzzy sets.

Next we give an equivalent definition of the Choquet integral on fuzzy sets.

Proposition 2. Let f ∈ M+ and Ã ∈ F̃, then (c)
∫

Ã
fdμ̃ =

∫∞
0

μ̃(Ã ∩ fᾱ)dα.

Proposition 3. The Choquet integrals on fuzzy sets have the following proper-
ties.

1. If μ̃(Ã) = 0, then (c)
∫

Ã
fdμ̃ = 0;

2. μ̃(Ã ∩ {x | f(x) �= 0}) = 0 ⇔ (c)
∫

Ã
fdμ̃ = 0;

3. If μ̃1 � μ̃2, then (c)
∫

Ã
fdμ̃1 � (c)

∫
Ã

fdμ̃2, where μ̃1 � μ̃2 if and only if
μ̃1(Ã) � μ̃2(Ã) for any Ã ∈ F̃ ;

4. If f1 � f2 on X, then (c)
∫

Ã
f1dμ̃ � (c)

∫
Ã

f2dμ̃;
5. If Ã ⊂ B̃, then (c)

∫
Ã

fdμ̃ � (c)
∫

B̃
fdμ̃;

6. (c)
∫

Ã
(a + f)dμ̃ = a · μ̃(Ã) + (c)

∫
Ã

fdμ̃ (a � 0);
7. (c)

∫
Ã

a · fdμ̃ = a · (c)
∫

Ã
fdμ̃ (a � 0);
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8. (c)
∫

Ã
fd(aμ̃1 +bμ̃2) = a · (c)

∫
Ã

fdμ̃1 +b · (c)
∫
Ã

fdμ̃2 for a, b � 0 and Ã ∈ F̃ ,
where (aμ̃1 + bμ̃2)(B) = a · μ̃1(B) + b · μ̃2(B) for any B ∈ F̃ .

Theorem 1. For any {f, g} ⊂ M+ and Ã ∈ F̃ , f = g a.e. on Ã implies
(c)
∫

Ã
fdμ̃ = (c)

∫
Ã

gdμ̃ if and only if μ̃ is crisp null-subtractive.

Proof. Sufficiency: Let D = {x ∈ X | f(x) = g(x)}. Since f = g a.e. on Ã,
there exists a crisp set E ∈ F̃ , μ̃(E) = 0 and Ã ∩ Ec ⊂ D. By gα ⊃ fα ∩ D
for α � 0, we have Ã ∩ gα ⊃ Ã ∩ fα ∩ D ⊃ Ã ∩ Ec ∩ fα. It follows from the
monotonicity and crisp null-subtraction of μ̃ that μ̃(Ã∩ gα) � μ̃(Ã∩ fα). Hence
(c)
∫

Ã
gdμ̃ � (c)

∫
Ã

fdμ̃. Similarly, we have (c)
∫

Ã
fdμ̃ � (c)

∫
Ã

gdμ̃.

Necessity: Otherwise, there exist Ã ∈ F̃ , a crisp set B ∈ F̃ and μ̃(B) = 0 such
that μ̃(Ã) > μ̃(Ã∩Bc). Let f(x) = χsuppÃ(x) and g(x) = χsupp(Ã∩Bc)(x) (where
suppÃ denotes the support set of Ã, i.e. suppÃ = {x ∈ X | Ã (x) > 0} and
χsuppÃ denotes the characteristic function of suppÃ). Clearly, supp(Ã ∩ Bc) ⊂
{x ∈ X | f(x) = g(x)} and f = g a.e. on Ã. By the hypothesis we obtain μ̃(Ã) =
μ̃(Ã ∩ suppÃ) = (c)

∫
Ã

fdμ̃ = (c)
∫

Ã
gdμ̃ = μ̃(Ã ∩ supp(Ã ∩ Bc)) = μ̃(Ã ∩ Bc),

and this is a contradiction. ��

4 Transformation Theorem

Let F = {E | E is a crisp set in F̃}. It is clear that F is a classical σ−algebra,
F ⊂ F̃ and all functions in M+ are measurable on F .

s is called a simple function on F , if there exist E1, E2, · · · , En ∈ F (where
Ei �= φ, i = 1, 2, · · · , n, Ei ∩ Ej = φ, i �= j, ∪n

i=1Ei = X) and real numbers
α1, α2, · · · , αn ∈ [0, ∞) (where αi �= αj , i �= j) such that s =

∑n
i=1 αiχEi .

Clearly s ∈ M+.

Theorem 2. [15] For any given Ã ∈ F̃ , define μ(E) = μ̃(Ã∩E) for any E ∈ F ,
then μ is a fuzzy measure on (X,F), it is called the fuzzy measure induced by μ̃
and Ã.

From this theorem, we can easily obtain the following transformation theorem.

Theorem 3. (transformation theorem) Let f ∈ M+, Ã ∈ F̃ and μ be the fuzzy
measure in Theorem 2. Then

(c)
∫

Ã∩E

fdμ̃ = (c)
∫

E

fdμ whenever E ∈ F ,

where (c)
∫

E
fdμ =

∫∞
0

μ(E ∩ fα)dα is the Choquet integral on a crisp set E.
Particularly, (c)

∫
Ã

fdμ̃ = (c)
∫

X fdμ.

By Theorem 3 and the known Choquet integration for crisp sets we have the
following propositions.

Proposition 4. Let f ∈ M+, Ã ∈ F̃ and μ be the fuzzy measure induced by μ̃
and Ã. Then (c)

∫
Ã

fdμ̃ = sup{(c)
∫

X gdμ | g � f, g is a simple function on F}.
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Proposition 5. For any given Ã ∈ F̃ , the following statements are equivalent:

1. (c)
∫

Ã
(f∨g)dμ̃+(c)

∫
Ã
(f∧g)dμ̃ � (c)

∫
Ã

fdμ̃+(c)
∫

Ã
gdμ̃ for any f, g ∈ M+;

2. (c)
∫

Ã
(f + g)dμ̃ � (c)

∫
Ã

fdμ̃ + (c)
∫

Ã
gdμ̃ for any f, g ∈ M+;

3. μ(B1 ∪ B2) + μ(B1 ∩ B2) � μ(B1) + μ(B2) for any crisp sets B1, B2 ∈ F ,
where μ is the fuzzy measure induced by μ̃ and Ã.

Similarly, we replace all “ � ” by “ � ”, and the conclusion is still true.

Proposition 6. Let f, g ∈ M+. If f and g are comonotonic, then

(c)
∫

Ã

(f + g)dμ̃ = (c)
∫

Ã

fdμ̃ + (c)
∫

Ã

gdμ̃

for any Ã ∈ F̃ .

5 Convergence Theorems

Convergence properties are basic to the study of fuzzy measure and integral. In
this section, we show several necessary and sufficient conditions of convergence
for sequences of Choquet integrals on fuzzy sets.

By Proposition 4.5. in [14] we can further get the following theorem.

Theorem 4. Let {fn, f} ⊂ M+, Ã ∈ F̃ .

1. For any fn ↑ on X and fn → f on Ã, we have (c)
∫

Ã
fndμ̃ ↑ (c)

∫
Ã

fdμ̃;
2. For any fn ↓ on X and fn → f on Ã with (c)

∫
Ã

fn0dμ̃ < ∞ for some
n0 ∈ N , we have (c)

∫
Ã

fndμ̃ ↓ (c)
∫

Ã
fdμ̃.

Remark 3. The condition of “(c)
∫

Ã
fn0dμ̃ < ∞ for some n0 ∈ N ” is inevitable

in Theorem 4, as we show in the following example.

Example 1. Let X = [0, ∞), F̃ be the class of all Lebesgue measurable sets
on X and μ̃ be Lebesgue measure. Clearly μ̃ is a fuzzy measure on (X, F̃). Let
fn(x) = χ{0}∪(n,∞)(x) and f(x) = χ{0}(x). Then fn ↓ f on X and (c)

∫
X fndμ̃ =

∞, n = 1, 2, · · · . But (c)
∫

X
fdμ̃ = 0.

Definition 8. Let μ̃n, μ̃ : F̃ → [0, ∞] be fuzzy measures.

1. μ̃n ↑ μ̃ if and only if μ̃n(Ã) ↑ μ̃(Ã) for any Ã ∈ F̃ ;
2. μ̃n ↓ μ̃ if and only if for any Ã ∈ F̃ with μ̃n0(Ã) < ∞ for some n0 ∈ N we

have μ̃n(Ã) ↓ μ̃(Ã);
3. μ̃n → μ̃ if and only if for any Ã ∈ F̃ we have μ̃n(Ã) → μ̃(Ã).

Theorem 5. Let μ̃n, μ̃ : F̃ → [0, ∞] be fuzzy measures. Then

1. For any f ∈ M+ and Ã ∈ F̃ we have (c)
∫

Ã
fdμ̃n ↑ (c)

∫
Ã

fdμ̃ if and only if
μ̃n ↑ μ̃;
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2. For any f ∈ M+ and Ã ∈ F̃ with (c)
∫

Ã
fdμ̃n0 < ∞ for some n0 ∈ N we

have (c)
∫

Ã
fdμ̃n ↓ (c)

∫
Ã

fdμ̃ if and only if μ̃n ↓ μ̃.

Proof. 1. Sufficiency: μ̃n ↑ μ̃ ⇒ μ̃n(Ã ∩ fα) ↑ μ̃(Ã ∩ fα) for any Ã ∈ F̃ , α � 0

⇒ (c)
∫

Ã

fdμ̃n =
∫ ∞

0

μ̃n(Ã ∩ fα)dα ↑
∫ ∞

0

μ̃(Ã ∩ fα)dα = (c)
∫

Ã

fdμ̃.

Necessity: For any Ã ∈ F̃ , let f(x) = χsuppÃ(x), then μ̃n(Ã) = (c)
∫

Ã
fdμ̃n ↑

(c)
∫

Ã
fdμ̃ = μ̃(Ã).

2. Sufficiency: Since (c)
∫

Ã
fdμ̃n0 =

∫∞
0 μ̃n0(Ã ∩ fα)dα < ∞ for some n0 ∈

N, we have μ̃n0(Ã ∩ fα) < ∞ for any α > 0. By Definition 8(2), we get
μ̃n(Ã∩fα) ↓ μ̃(Ã∩fα) for any α > 0. Hence we have (c)

∫
Ã

fdμ̃n ↓ (c)
∫

Ã
fdμ̃.

Necessity: For any Ã ∈ F̃ with μ̃n0(Ã) < ∞ for some n0 ∈ N, let f(x) =
χsuppÃ(x), then (c)

∫
Ã

fdμ̃n0 = μ̃n0(Ã) < ∞. By the hypothesis we have
μ̃n(Ã) = (c)

∫
Ã

fdμ̃n ↓ (c)
∫

Ã
fdμ̃ = μ̃(Ã). ��

Theorem 6. Let μ̃n, μ̃, ṽ : F̃ → [0, ∞] be fuzzy measures, Ã ∈ F̃and f ∈ M+.
If μ̃n → μ̃ and μ̃n � ṽ with (c)

∫
Ã

fdṽ < ∞ , then (c)
∫

Ã
fdμ̃n → (c)

∫
Ã

fdμ̃.

Definition 9. [12] Let {fn, f} ⊂ M+ and Ã ∈ F̃ , sequence {fn} is said to mean
converge to f on Ã, if limn→∞(c)

∫
Ã

| fn − f | dμ̃ = 0, and denoted by fn
m.→ f

on Ã.

By transformation theorem and the results given in [12], we can prove the fol-
lowing convergence theorems.

Theorem 7. Let {fn, f} ⊂ M+ and Ã ∈ F̃ , then fn
m.→ f on Ã implies fn

μ̃→ f
on Ã.

Theorem 8. For any given Ã ∈ F̃ , if (c)
∫

Ã
fndμ̃ → (c)

∫
Ã

fdμ̃ whenever

{fn, f} ⊂ M+ and fn
μ̃→ f on Ã, then μ is autocontinuous, where μ is the

fuzzy measure induced by μ̃ and Ã.

Definition 10. Let {fn} ⊂ M+ and Ã ∈ F̃ , sequence {fn} is called equi-
integrable on Ã if for any given ε > 0, there exists M(ε) > 0 such that
(c)
∫

Ã
fndμ̃ �

∫M

0 μ̃(Ã ∩ fn
α )dα + ε for all n = 1, 2, · · · , where fn

α = {x |
fn(x) � α}, α � 0.

Theorem 9. Let Ã ∈ F̃ , μ̃(Ã) < ∞, and μ be the fuzzy measure induced by μ̃
and Ã. If μ is autocontinuous, then (c)

∫
Ã

fndμ̃ → (c)
∫

Ã
fdμ̃ whenever {fn, f}

⊂ M+, fn
μ̃→ f on Ã and fn is equi-integrable on Ã with (c)

∫
Ã

fdμ̃ < ∞.

By Theorem 8 and Theorem 9 we obtain the following corollary.

Corollary 1. Let Ã ∈ F̃ , μ̃(Ã) < ∞ and μ be the fuzzy measure induced by
μ̃ and Ã. μ is autocontinuous if and only if (c)

∫
Ã

fndμ̃ → (c)
∫

Ã
fdμ̃ whenever

{fn, f} ⊂ M+, fn
μ̃→ f on Ã and fn is equi-integrable on Ã with (c)

∫
Ã

fdμ̃ < ∞.
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6 Set Function Defined by Choquet Integrals on Fuzzy
Sets

In this section let (X, F̃ , μ̃) be a fuzzy measure space and f ∈ M+. A set function
ν̃ on F̃ is defined by

ν̃(Ẽ) = (c)
∫

Ẽ

fdμ̃ (Ẽ ∈ F̃).

This new set function ν̃ preserves many structural characteristics of the orig-
inal set function μ̃, which is demonstrated by the following theorems.

Theorem 10. ν̃ is a fuzzy measure on (X, F̃).

Proof. We only prove the continuity from above of ν̃. For any {Ãn} ⊂ F̃ , Ãn ↓
Ã ∈ F̃ with ν̃(Ãn0) < ∞ for some n0 ∈ N . Since ν̃(Ãn0 ) =

∫∞
0

μ̃(Ãn0 ∩ fα)dα <

∞, we have μ̃(Ãn0 ∩fα) < ∞ for any α > 0. By using the continuity from above
of μ̃, we have

μ̃(Ãn ∩ fα) ↓ μ̃(Ã ∩ fα) ∀α > 0.

Since μ̃(Ãn ∩ fα) � μ̃(Ãn0 ∩ fα) (n � n0), it follows from the dominated conver-
gence theorem of Lebesgue integral that

ν̃(Ãn) =
∫ ∞

0

μ̃(Ãn ∩ fα)dα →
∫ ∞

0

μ̃(Ã ∩ fα)dα = ν̃(Ã).

Hence ν̃ is continuous from above. ��

Theorem 11. 1. If μ̃ is crisp null-subtractive, then so is ν̃;
2. If μ̃ is subadditive, then so is ν̃;
3. If μ̃ is superadditive, then so is ν̃;
4. If μ̃ is autocontinuous from below, then so is ν̃;
5. If μ̃ is autocontinuous from above with ν̃(X) < ∞, then so is ν̃;
6. If μ̃ is fuzzy multiplicative, then so is ν̃.

Proof. We only prove 6. For any given Ã, B̃ ∈ F̃ , we consider the following two
cases:

(i) If μ̃(Ã ∩ fα) = μ̃(B̃ ∩ fα) for any α > 0, then ν̃(Ã) = ν̃(B̃). Thus

ν̃(Ã ∩ B̃) =
∫ ∞

0

μ̃((Ã ∩ B̃) ∩ fα)dα =
∫ ∞

0

μ̃(Ã ∩ fα)dα = ν̃(Ã) ∧ ν̃(B̃).

(ii) If μ̃(Ã ∩ fα) �= μ̃(B̃ ∩ fα) for some α > 0, without loss of generality, we
may assume that μ̃(Ã ∩ fα) > μ̃(B̃ ∩ fα) for some α > 0, then we affirm
μ̃(Ã ∩ fα) � μ̃(B̃ ∩ fα) for any α > 0. Otherwise, there exists some β > 0
such that μ̃(Ã ∩ fβ) < μ̃(B̃ ∩ fβ). There are two cases:
(a) If 0 < α < β, then μ̃(B̃ ∩ fα) � μ̃(B̃ ∩ fβ). It follows from fuzzy

multiplicativity of μ̃ that μ̃((Ã ∩ fα) ∩ (B̃ ∩ fβ)) = μ̃(B̃ ∩ fβ) and
μ̃((B̃ ∩ fα) ∩ (Ã ∩ fβ)) = μ̃(Ã ∩ fβ). However, μ̃((Ã ∩ fα) ∩ (B̃ ∩ fβ)) =
μ̃((B̃∩fα)∩(Ã∩fβ)), that is μ̃(B̃∩fβ) = μ̃(Ã∩fβ), it is a contradiction.
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(b) If 0 < β < α, then μ̃(Ã ∩ fα) � μ̃(Ã ∩ fβ). It follows from fuzzy
multiplicativity of μ̃ that μ̃((Ã ∩ fα) ∩ (B̃ ∩ fβ)) = μ̃(Ã ∩ fα) and
μ̃((B̃ ∩ fα) ∩ (Ã ∩ fβ)) = μ̃(B̃ ∩ fα). However, μ̃((Ã ∩ fα) ∩ (B̃ ∩ fβ)) =
μ̃((B̃∩fα)∩(Ã∩fβ)), that is μ̃(Ã∩fα) = μ̃(B̃∩fα), it is a contradiction.

Hence, by (a) and (b) we obtain μ̃(Ã∩ fα) � μ̃(B̃ ∩ fα) for any α > 0. Thus

ν̃(Ã) =
∫ ∞

0

μ̃(Ã ∩ fα)dα �
∫ ∞

0

μ̃(B̃ ∩ fα)dα = ν̃(B̃)

and ν̃(Ã ∩ B̃) =
∫∞
0

μ̃((Ã ∩ B̃) ∩ fα)dα =
∫∞
0

(μ̃(Ã ∩ fα) ∧ μ̃(B̃ ∩ fα))dα

=
∫ ∞

0

μ̃(B̃ ∩ fα)dα = ν̃(B̃) = ν̃(Ã) ∧ ν̃(B̃).

It follows from (i) and (ii) that ν̃ is fuzzy multiplicative. ��

7 Conclusion

This paper introduces a new kind of Choquet integral with respect to fuzzy
measure on fuzzy σ–algebra, obtains basic properties and convergence theorems,
and defines a new set function by using this kind of Choquet integral. This new
set function preserves the following structural characteristics of the original set
function: crisp null-subtractivity, subadditivity, superadditivity, autocontinuity
from below (or from above), and fuzzy multiplicativity. Furthermore, by trans-
formation theorem some results of this kind of Choquet integral can be obtained
directly or indirectly from the well known Choquet integration for crisp sets.
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Abstract. This paper addresses the problem of designing a robust fuzzy con-
troller for a class of uncertain fuzzy system with H∞ optimization and D -
stability constraints on the closed-loop pole locations. Takagi and Sugeno (T-S) 
fuzzy models are used for the uncertain nonlinear systems. By utilizing the con-
cept of the so-called parallel distributed compensation (PDC) method, solutions 
to the problem are derived in terms of a family of linear matrix inequalities and 
are numerically tractable via LMI techniques. 

1   Introduction 

During the last few years, a number of papers have been presented to deal with the 
problem of systematic analysis and design of fuzzy logic controllers for fuzzy dy-
namic systems (see [1]-[4] for example). The design method can be mainly stated as 
follows: to represent a nonlinear system in a family of local linear models smoothly 
connected through fuzzy membership functions such that the control law for each 
local model can be designed by using linear control system theory, and then to con-
struct a global controller from the local controllers in such a way that global stability 
of the closed-loop fuzzy control system is guaranteed. 

There has been a flurry of activity in multi-objective control since the LMI tech-
nique was systematically introduced in [5]; there are, however, few publications about 
this topic in fuzzy control. In [6], the synthesis of stability with pole placement in a 
circular region is presented. Fuzzy pole placement blended with H∞ disturbance at-
tenuation for a class of uncertain nonlinear systems is considered in [7], and the un-
certainties are supposed to be norm bounded. 

This paper concerns the H∞ control problem with pole placement constraints for 
systems described by T-S models with linear fractional uncertainties. By using the 
so-called parallel distributed compensation method (see [8]) and LMI technique, a 
global fuzzy controller is designed to guarantee the closed-loop system with two 
mentioned objectives and derived by the numerical solutions of a set of coupled 
LMIs. 

The notations used throughout this paper are fairly standard. The superscripts ‘T’ 
and ‘-1’ stand for the matrix transposition and inverse respectively, kI is the 
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k k× identity matrix, nR denotes the n -dimensional Euclidean space, m nR ×  is the set 

of all m n×  real matrices, Her( )A  is a shorthand notation for TA A+ , ‘ ⊗ ’ is the 

Kronecker product, and the notation 0P >  means that P is a symmetric and positive 
definite matrix. In addition, we use ‘*’ as an ellipsis for the terms that are introduced 
by symmetry. 

2   Problem Formulation 

The following uncertain nonlinear system can be used to represent a class of complex 
multi-input and multi-output systems with both fuzzy inference rules and local ana-
lytic linear models. 

Plant Rule i : 
IF 1( )z t  is 1iM  and L  ( )nz t  is inM  

Then 1 1 2 2

1 1 2 2

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )
i i i i i i

i i i i i i

x t A A x t B B u t B B w t

z t C C x t D D u t D D w t

= + Δ + + Δ + + Δ
= + Δ + + Δ + + Δ

&
, (1) 

where ( ) nx t R∈ , ( ) mu t R∈ , ( ) pw t R∈  and ( ) qz t R∈  are the state vector, control 

input vector, disturbance input vector and the controlled output vector, respectively; 
( )iz t , 1, 2, ,i n= L  are ancestor variables of rules, ijM  is the fuzzy set, r  is the 

number of IF-THEN rules; iA , 1iB , 2iB , iC , 1iD  and 2iD  are real known matrices 

with appropriate dimensions, and iAΔ , 1iBΔ , 2iBΔ , iCΔ , 1iDΔ  and 2iDΔ  represent 

the time-varying parameter uncertainties satisfying the following assumption. 

Assumption 1. The parameter uncertainties are linear fractional uncertainties and 
structured: 

 [ ]1 2 1
1 2 3

1 2 2

( )i i i
i i i

i i i

A B B H
E E E

C D D H
ζ

Δ Δ Δ
= Δ

Δ Δ Δ
, (2) 

 1( ) ( )[ ( )]F I JFζ ζ ζ −Δ = − , (3) 

 T 0I J J− > , (4) 

where 1H , 2H , 1iE , 2iE , 3iE , 1, 2, ,i n= L  and J  are known real matrices with 

appropriate dimensions. The uncertain matrices ( )F ζ  satisfy: 

 T( ) : { ( ) | , , ( )  is Lesbesgue measurable}F F F F I Fξ ξ ξ ξ∈ Ω = ≤ ∀ . (5) 

Remark 1. This kind of fractional uncertainty represents a wide variety of uncertain-
ties. The norm-bounded parameter uncertainty and the positive-real uncertainty are its 
special cases.  

By using a center-average defuzzifer, the fuzzy model (1) can be inferred as  
follows: 
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1 1 2 2

1

1 1 2 2
1

( ) ( ( )){( ) ( ) ( ) ( ) ( ) ( )}

( ) ( ( )){( ) ( ) ( ) ( ) ( ) ( )}

r

i i i i i i
i

r

i i i i i i
i

x t h t A A x t B B u t B B w t

z t h t C C x t D D u t D D w t

=

=

= Ζ + Δ + + Δ + + Δ

= Ζ + Δ + + Δ + + Δ

&

, (6) 

where 1 2( ) ( ( ), ( ), , ( ))nZ t z t z t z t= L , 
1

( ( )) 1
r

i
i

h t
=

Ζ = . 

In virtue of the PDC method, we consider following state feedback control law, 
Control Rule i : 

IF 1( )z t  is 1iM  and L  ( )nz t  is inM  

Then ( ) ( )iu t K x t= , 1, 2, ,i r= L  (7) 

The global fuzzy controller is: 

 
1

( ) ( ( )) ( )
r

i i
i

u t h Z t K x t
=

= , (8) 

To simplify the representation, we ignore the time dependence of the variables. From 
(6) and (8), the closed-loop system becomes 

 
( ) ( ) ( )

( ) ( ) ( )

x t Ax t Bw t

z t Cx t Dw t

= +

= +

% %&

% %
, (9) 

here: 

 ( )pw
q qw

pw

BA B A B
C D

DC DC D
ξ= + Δ

% %

% %
. (10) 

 1
1 1

( ( )) ( ( ))[ ]
r r

i j i i j
i j

A h t h t A B K
= =

= Ζ Ζ + , 1
1

( ( ))
r

p i
i

B h t H
=

= Ζ , 

 1 2
1 1

( ( )) ( ( ))[ ]
r r

q i j i i j
i j

C h t h t E E K
= =

= Ζ Ζ + , 2
1

( ( ))
r

w i i
i

B h t B
=

= Ζ , 

 1
1 1

( ( )) ( ( ))[ ]
r r

i j i i j
i j

C h t h t C D K
= =

= Ζ Ζ + , 2
1

( ( ))
r

p i
i

D h t H
=

= Ζ , 

 3
1

( ( ))
r

qw i i
i

D h t E
=

= Ζ , 2
1

( ( ))
r

w i i
i

D h t D
=

= Ζ . 

The definition of the 2L gain of the system (9) is denoted by 

 
2

2

0
2

supzw
w

z
T

w∞
≠

= , (11) 

where zwT denotes the transfer function from w  to z , the 2L  norm of u  is 
2 T

2 0
du u u t

∞
= , and the supermum is taken over all nonzero trajectories of the  

system (9), starting from (0) 0x = . Consider a candidate of Lyapunov  
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function T( ( )) ( ) ( )V x t x t Px t= , where 0P > . Given a prescribed positive scalar γ , then 

the uncertain fuzzy system (9) is said to be quadratically stable with zwT γ
∞

<  if for 

all t , the Lyapunov derivative satisfies: 

 T 2 Td ( )
0

d

V x
z z w w

t
γ+ − <  (12) 

for all trajectories of system (9). 
Generally, H∞ -norm does not directly deal with the transient response of the 

closed-loop systems. In contrast, the transient responses are most easily tuned in 
terms of pole location; hence, we consider placing the eigenvalues in a prescribed 
subregion ( )D in the complex left half plane to prevent fast controller dynamics and 

to achieve desired transient behavior. 

Definition 1. A subset D of the complex plane is called an LMI region if there exist a 
symmetric matrix m mL R ×∈  and a matrix m mM R ×∈ such that 

 { }T: ( ) 0DD z x jy C f z L Mz M z= = + ∈ = + + < . (13) 

Definition 2. Given any LMI region D defined by (13), a real matrix A is called D -
stable, i.e., has all its eigenvalues in the LMI region D , if and only if there exists a 
matrix 0X >  such that 

 T T( , ) : ( ) ( ) 0DM A X L X M AX M AX= ⊗ + ⊗ + ⊗ < . (14) 

Based on the above preparations, the following multi-objective control synthesis is 
proposed. 
Problem RFHD. Given the uncertain system (1), a prescribed LMI domain and the 
perturbation matrices satisfying Assumption 1, determine the global fuzzy controller 
(8) such that the resulting closed-loop system (9) is robust D -stable and possesses 
H∞ performance.  

3   Main Results 

In order to solve problem RFHD, we introduce two lemmas in advance. 
Lemma 1. Given matrices M , Γ and Ξ  of appropriate dimensions with TM M= , 
then 

 T T T( ) ( ) 0M ξ ξ+ ΓΔ Ξ + Ξ Δ Γ <  (15) 

for any ( )ξΔ  satisfying (3)-(5), if and only if there exists a scalar 0δ > , such that 

 

T

T T

0

M

I J

J I

δ
δ δ

δ δ δ

Ξ Γ
Ξ − <
Γ −

, (16) 
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Remark 2. Lemma 1 is directly derived from the result proposed in paper [9] by using 
Schur complementary lemma and variable transformation. Let T( ) ( )ξ ξΔ = Δ , TJ J= , 

and T( ) ( )F Fξ ξ= , it is easy to verify that 1( ) [ ( ) ] ( )I F J Fξ ξ ξ−Δ = −  with 
T( ) ( )F F Iξ ξ ≤  and T 0I JJ− > . In this case, Lemma 1 is equivalent to the result 

proposed in [10]. 

Lemma 2. From the results in [11], the properties of Kronecker product are formu-
lated as: 

 ( )( )X Y U V XU YV⊗ ⊗ = ⊗ , if XU  and YV  exist, 

 T T T( )X Y X Y⊗ = ⊗ , -1 -1 -1( )X Y X Y⊗ = ⊗ , 1 A A⊗ = , 

 ( ) ( )X Y U V X U X V Y U Y V+ ⊗ + = ⊗ + ⊗ + ⊗ + ⊗ . 

We easily have the fact that: 
 I X I Y⊗ ≥ ⊗ , if X Y≥ . 

Based on the above preliminaries, the following theorems are proposed. 

Theorem 1. Given the fuzzy control system (9), let 0γ > be given, then the H∞ -norm 

of zwT does not exceed γ if and only if there exist a matrix 0X > , a scalar 0δ > such 

that: 

 

T

T

T T T

* * * *

* * *

0* *

0 *

0

w

w

q qw

p p

AX XA

B I

CX D I

C X D I

B D J I

γ
γ

δ
δ δ δ δ

+
−

<−
−

−

, (17) 

Proof. In virtue of (12), calculate the derivative of ( )V x along all the trajectories of 

(9), it yields: 

 

T 2 T

T T 2 T

T T 2 T

T

: ( )

Her[ ] [ ] [ ]

Her[ ( )] [ ] [ ]

:

V x z z w w

x Px Cx Dw Cx Dw w w

x P Ax Bw Cx Dw Cx Dw w w

γ
γ

γ
ϕ ϕ

Ψ = + −

= + + + −

= + + + + −

= Π

&

% %% %&

% % %% % %
 (18) 

where: 

 
TT T( ) :t x wϕ = , 

T T T

T T 2 T

A P PA C C PB C D

B P D C I D Dγ
+ + +Π =

+ − +

% % % % %% %

%% % % %
. 

Using the Schur complementary lemma and some variable transformations, 0Ψ < if 
and only if there exists a matrix 0X > such that 

 

T T

T T 0

AX XA B XC

B I D

CX D I

γ
γ

+
− <

−

% % %%

% %

% %
. (19) 

Note the representations in (10), denote: 



 Robust H  Control with Pole Placement Constraints for T-S Fuzzy Systems 343 

 

T

T

* *

*w

w

AX XA

M B I

CX D I

γ
γ

+
= −

−
, 0

p

p

B

D

Γ = , 0q qwC X DΞ =  

Inequality (19) can be rewritten as: 

 T T T( ) ( ) 0M ξ ξ+ ΓΔ Ξ + Ξ Δ Γ < . (20) 

From Lemma 1, (17) is directly obtained. 

Theorem 2. Given an LMI region represented by L and M , the closed-loop system 
(9) is D -stable if there exist a matrix 0X > and a matrix G such that: 

 2
T T

1

* *

* 0
D

q

p

M

M C X G I

GM B G J G I

⊗ − ⊗ <
⊗ ⊗ − ⊗

. (21) 

where T T( ) ( )DM L X M AX M AX= ⊗ + ⊗ + ⊗ , T
1 2M M M= . 1M and 2M  are full-

column rank (can be obtained from the SVD of M ). 

Proof. By Definition 2, the closed-loop system (9) is D -stable with 0w ≡ against all 
admissible uncertainties if for all t , there exists an 0X > satisfying: 

 T T( ( ), ) ( ( ) ) ( ( ) ) 0D A t X L X M A t X M A t XΛ = ⊗ + ⊗ + ⊗ <% % % . (22) 

Denote T T( ) ( )DM L X M AX M AX= ⊗ + ⊗ + ⊗ , we get: 

 
T 1
1 2

T 1
1 2

( ( ), ) Her[ ( ) ]

Her{[ ( ( ) )][ ( )]}

D D p q

D p q

A t X M M M B F I JF C X

M M B F I JF M C X

−

−

Λ = + ⊗ −

= + ⊗ − ⊗

%
 

thus, (22) holds if for any vector 0v ≠  and admissible F , there holds 

 T T 1 T
1 22 [ ( ( ) )][ ( )] 0D p qvM v v M B F I JF M C X v−+ ⊗ − ⊗ < . (23) 

for any fixed v , (23) holds if and only if for any 

 T 1 T
1{ [ ( ) ] : }v pp S v M B F I JF F F I−∈ = ⊗ − ≤ , 

there holds 

 T T
22 [ ( )] 0D qvM v p M C X v+ ⊗ < . (24) 

Notice that T 1
1[ ( ) ]pp v M B F I JF −= ⊗ − is the unique solution to the equation 

( )kp q I F= ⊗ , where T
1[ ( ) ( )]k pq p I J v M B= ⊗ + ⊗ , vS  is simplified as: 

 T{ : ( ) : }v kS p p q I F F F I= = ⊗ ≤  

for any 0k kG R ×∈ > , we have: 

 

T T

T T T

T T

( ) ( )

( ) ( )( )( )

[ ( )] 0
k k

q G I q p G I p

q G I q q I F G I I F q

q G I FF q

⊗ − ⊗
= ⊗ − ⊗ ⊗ ⊗

= ⊗ − ≥

. 
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Thus, a sufficient condition for (23) is, while T T( ) ( ) 0q G I q p G I p⊗ − ⊗ ≥ , there 

holds: 

 T T
22 [ ( )] 0D qvM v p M C X v+ ⊗ < . (25) 

which means if 

 [ ]
T T

T T1
1 T

0 0
( ) 0

0
p

p

M B v
v p G I M B I J

G II J p

⊗
⊗ ⊗ ⊗ + ≥

− ⊗⊗
 

is satisfied, there holds: 

 [ ]
T T

2

T
2

( )
0

0
D q

q

M M C X v
v p

M C X p

⊗
<

⊗
. (26) 

In virtue of the S -procedure, the above condition is equivalent to the following ine-
quality constraint: 

  
TT

2T T1
1

2

( )0 0
( ) 0

00
D qp

p
q

M M C XM B
G I M B I J

M C XG II J

⊗⊗
⊗ ⊗ ⊗ + + <

⊗− ⊗⊗
.(27) 

Using the Schur complementary lemma, (21) is obtained. 

Remark 3. Theorem 2 is almost a dual form of the result proposed in [12].  
Based on the above two theorems, the main result for the multi-objective control 

synthesis to Problem RFHD is summarized in the following theorem. 

Theorem 3. Consider the uncertain system (1), there exists a robust fuzzy controller 
(8) such that the closed-loop system (9) is D -stable with zwT γ

∞
< for all admissible 

uncertainties, if there exist common matrices 0X > , G , a positive scalar δ and ma-
trices iY , 1, 2, ,i r= L , satisfying following LMIs: 

 0iiΦ < , 0iiΨ < , 1, 2, ,i r= L , (28) 

 0ij jiΦ +Φ < , 0ij jiΨ + Ψ < , i j r< ≤ , (29) 

where 

 

T
1 1

T
2

1 2

1 2 3
T T T
1 2

( ) * * * *

* * *

+ * *

0 *

0

i i j i i j

i

ij i i j i

i i j i

AX B Y AX B Y

B I

C X D Y D I

E X E Y E I

H H J I

γ
γ

δ
δ δ δ δ

+ + +
−

Φ = −
+ −

−

,  

and 

 2 1 2
T T

1 1

* *

( ) *
D

ij i i j

M

M E X E Y G I

GM H G J G I

Ψ = ⊗ + − ⊗
⊗ ⊗ − ⊗

%

, 

here: 
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 T T
1 1( ) ( )D i i j i i jM L X M A X B Y M A X B Y= ⊗ + ⊗ + + ⊗ +% . 

Furthermore, the state feedback gains are given by: 

 1
i iK YX−= , 1, 2, ,i r= L . (30) 

Proof. The inequalities (17) and (21) are equivalent to 
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T
2

2
1 1

3
T T T
1 2

* * * *

* * *

( ( )) ( ( )) 0* *

0 *

0

ir r

i j i
i j

q i

AX XA

B I

h t h t CX D I

C X E I

H H J I

γ
γ

δ
δ δ δ δ

= =

+
−

Ζ Ζ <−

−
−

r r

r

r
 (31) 

and 

 2
1 1 T T

1 1

* *

( ( )) ( ( )) * 0

D
r r

i j q
i j

M

h t h t M C X G I

GM H G J G I
= =

Ζ Ζ ⊗ − ⊗ <
⊗ ⊗ − ⊗

r

r
 (32) 

where 1i i jA A B K= +
r

, 1i i jC C D K= +
r

, 1 2q i i jC E E K= +
r

 and 
T T( ) ( )DM L X M AX M AX= ⊗ + ⊗ + ⊗

r rr
.  

Denote: 

 i iY KX= , 1, 2, ,i r= L , (33) 

then it can be easily shown that (31) and (32) are equivalent to the following condi-
tions: 

 
1

( ( )) ( ( )) ( ( )) ( ( ))[ ] 0
r r

i j ii i j ij ji
i i j

h t h t h t h t
= <

Ζ Ζ Φ + Ζ Ζ Φ + Φ <  (34) 

and 

 
1

( ( )) ( ( )) ( ( )) ( ( ))[ ] 0
r r

i j ii i j ij ji
i i j

h t h t h t h t
= <

Ζ Ζ Ψ + Ζ Ζ Ψ + Ψ <  (35) 

respectively. Hence, if conditions (28) and (29) are satisfied for all i , j , then (34) 

and (35) are satisfied. Furthermore, from (33), we have 1
i iK Y X −= . 

Remark 4. The result of Theorem 3 can be directly applicable to the H∞ optimization 

with domain pole placement constraint. Specifically, solving the LMI problem 
Minimize γ over the variables X , iY , G  and δ  

Subject to LMIs (28) and (29) 
yields the smallest γ . This gives an upper estimate of the H∞ performance under the 

pole placement constraints. 
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4   Conclusion 

In the paper, we developed a robust fuzzy controller design method for uncertain 
nonlinear systems described by T-S models. Based on the notation of D -stability and 
an 2L norm bound, sufficient conditions to solve the robust H∞ control blended with 

D -stability problem have been obtained and solutions were formulated in terms of 
LMIs. Moreover, a procedure was given to select an optimal fuzzy controller in the 
sense of minimizing the upper bound of H∞ performance index under D -stability 

constraint. 
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Abstract. Ranking fuzzy information has been becoming the key issue in 
solving uncertainty optimization problems. Credibility being not embodied, it 
becomes powerless for both the order relation based on level cuts and the order 
relation determined by centralized quantification to play their key part in rank-
ing fuzzy information under certain consciousness. In this paper, we introduce 
the concept of location values of fuzzy numbers with a rule pool and develop a 
new way to rank fuzzy numbers. We give the further descriptions of the 
location values by using coincidence degrees of fuzzy numbers with a rule pool. 
Composite quantifica-tion technique is used for processing fuzzy information. 
Moreover, we present a numerical model for computing location values and 
coincidence degrees. Furthermore, we propose a kind of fuzzy genetic 
algorithm based on rules, BR FGA, by using the location values and 
coincidence degrees of fuzzy numbers with rules, and its performance is then 
considered with two illustrative examples. 

1   Introduction 

Evolutionary algorithms and fuzzy techniques have been proven to be powerful in 
intelligent computations. Combining both strengths together is essential for many 
actual domains such as optimization problems in complex systems, artificial intelli-
gence and computer techniques. 

In 1965, fuzzy sets, put forward by Zadeh[1], made it possible to describe uncertain 
information. In 1973, Holland[2] developed the genetic algorithm (GA) based on the 
natural evolution principle of living things. Although fuzzy techniques and 
evolutionary computation can be regarded as the two main components of the soft 
computing, they lack of consistency theoretically. As known, GA can be applied to 
optimize the shape and parameters of the membership function of a fuzzy set and 
fuzzy techniques are also setting their foot in genetic computing, but there are few 
results involving the essential combination of the two. 

For evolutionary computations, current theoretical researches mainly focus on the 
improvement of accuracy, convergence and precocity of the computing and the 
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extension of the function[3-5], which are all based on the simple genetic algorithm 
proposed by Holland. All these results start with a fitness function, which is used to 
evaluate the fitness of an individual to the environment. More precisely speaking, the 
selection probability is based on the fitness of the individuals only, according to 
which reproducing process, and then the crossover and mutation processes may go 
But for practical problems with uncertainty, it is impossible to determine exactly the 
fitness of an individual. So the reproducing process must be distorted, which will then 
affect the succeeding steps. The uncertainty engaged in evolutionary computation 
comes mainly from the environments, the fitness values of the individuals will change 
as the environments change, which will then affect the computing result. This important 
issue has already attracted the attention of many scholars.  

Fuzzy number theory is commonly used to describe the uncertainty contained in 
practical problems. Its applications involve many domains such as fuzzy control, fuzzy 
optimization, fuzzy programming, etc.[6-10]. In these application domains, it is often 
necessary to compare different fuzzy numbers. So a suitable order relation on the fuzzy 
number space is always the main concern for many scholars. In 1981, Goetschel & 
Voxman[11] discussed the topological structure of fuzzy numbers and presented the 
representation theorem in the interval form of fuzzy numbers, by which some kinds of 
fuzzy programming or fuzzy optimization problems can be transformed into classical 
ones at certain levels [12-15]. But in most situations, fuzzy information should be taken as 
a whole, so the order structure of fuzzy numbers should be consi-dered. Although some 
theoretical results about the order structure of fuzzy numbers have been given[16-20], all 
these disregarded credibility, which make it difficult to rank fuzzy information under 
certain consciousness for fuzzy rules. 

All the analyses above show that ranking fuzzy numbers rationally is still the key 
point in the uncertainty evolutionary computation. This paper focus on this aspect and 
the main works are organized as follows: In Section 2, a ranking approach for fuzzy 
numbers is proposed based on the concept of a rule pool; In Section 3, the 
corresponding numerical computing model is given. In Section 4, by using the loca-tion 
values and coincidence degrees of fuzzy numbers with rules, we propose a kind of fuzzy 
genetic algorithm based on rule, BR FGA, and then analyze its performance with two 
illustrative examples. 

In what follows, let R be the real number field, F (R) the family of all fuzzy sets on 
R, and I(R) the class of all closed intervals on R.  For ∈A  F (R), let )(xA  be the 
membership function of A, })(|{ λλ ≥= xAxA  the −λ cuts of A. 

2   Location Values and Coincidence Degrees of Fuzzy Numbers 
Based on a Rule Pool 

Definition 1[11, 21].  ∈A  F (R) is called a fuzzy number if φ≠1A )R(, IA ∈λ  for each 
]1,0(∈λ and }0)(|{supp >= xAxA is bounded. The class of all fuzzy numbers is 

called fuzzy number space, and denoted by 1E . 
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For convenience, we denote the closure of Asupp by 0A  and the singular set {a} of 
real number a by [a, a]. Clearly, 1EA∈  implies that )R(0 IA ∈ . Let ]),[;( cabA =  
denote the triangular fuzzy number with its membership function as 

≤≤−−
≤≤−−

=
otherwise0

  if)/()(
  if)/()(

)( cxbabax
bxaabax

xA . (1) 

Obviously, for ]),[;( cabA = , we have ])(,)([ λλλ bccabaA −−−+= for 
each ]1,0[∈λ , and ],[0 caA = , }{1 bA = . 

Definition 2. For 1, EBA ∈ , say B the t-translation about A (here, t is a real number), 
and written as AtB ⊕= , if )()( txAxB −=  for all R∈x . Furthermore, 

R(A) }{ +∞<<∞−⊕= tAt  (2) 

is called a complete rule pool of A, and A the rule basis of R(A). 

Remark 1.  Since AA=⊕0 and AttAtt ⊕+=⊕⊕ )()( 2121 , then for two arbitrary rule 
bases )1(A  and )2(A , R( )1(A )=R( )2(A ) implies that there exists a real number R∈t  
such that )1()2( AtA ⊕= , which indicates that R(A)=R( At ⊕ ). For convenience, we 
might as well take the rule basis A, a fuzzy number such that 0 is the center point of 

1A , as the standard rule basis. 

Theorem 1. Let  D  be the metric on 1E , R(A) be a given rule pool and 1EB∈ . Set 
),()( BAtDtG ⊕= , then  

1)  )(tG  is uniformly continuous on ),( ∞+−∞  and +∞=
∞→

)(lim tG
t

; 

2)  There exist R, 21 ∈tt with 21 tt ≤  such that G(t) is monotone decreasing on 
],( 1t−∞ , and monotone increasing on ),[ 2 ∞+t . 

Theorem 1 is the immediate deduction of the properties of metric (see [21]). 
From Theorem 1 we see that the minimum value of ),( BAtD ⊕  must be attaina-ble 

on ),( ∞+−∞  for any given 1EB ∈ . But there may be more than one minimum value 
point, or precisely, many rules in R(A) may have the same distance to B. 

Definition 3. Let A be a rule basis, D the metric on 1E and 1EB ∈ . We say B coincide 

with the rule At ⊕0 , written as AtB ⊕∈ 0
~ , if =⊕ ),( 0 BAtD ),(min

R
BAtD

t
⊕

∈
. Denote 

}~max{ 00
sup AtBtBB AA ⊕∈==  (3) 

1infsup ])(1[)( −−+= AAA BBBδ  (4) 

then AB  is said to be the location value of B with respect to the rule basis A, and 
)( ABδ  the sensitivity of B with respect to the rule basis A. 
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Remark 2.  For a given rule basis A, we can define the following order relation “ ≤ ” 
on R(A) by AtAt ⊕≤⊕ 21 if and only if 21 tt ≤ . If t is regarded as the representative 
value of the rule At ⊕ , AB will then be the representative value of the rule in the 
pool R(A) that most approximate to B. Hence the order relation between fuzzy 
numbers could be constituted utilizing the order relation on R(A). 

Definition 4. Let A be a given rule basis, D the metric on 1E and 1EB ∈ . Then 

( ) 1)],([1)( −⊕+= αBABDBCD AA  (5) 

is called the coincidence degree of B with R(A). Here, ]1,0[∈α can be viewed as an 
adjustment parameter. 

Obviously, both )( ABδ  and )(BCDA rely on B, the rule pool R(A) and the metric D, 
but not on the choice of the rule basis A. )( ABδ  can express the characteristic of the 
relative membership between B and the rule pool R(A). )(BCDA can be regarded as a 
quantitative index representing the coincidence degree of B with R(A). It is easy to see 
that ⇔= 1)(BCDA ∈B  R(A). 

To sum up, AB  can be viewed as an index reflecting the global position of B in the 
pool R(A), while )(BCDA  and )( ABδ  can be viewed as assistant indexes for further 
description about AB , which describe the relations between B and the pool R(A) from 
different sides. Accordingly, the ordered numbers ))(),(,( AAA BBCDB δ  can be thought 
of as the composite quantification for the position of B in R(A). In practical applica-
tions, the composite quantification can be processed synthetically according to differ-
ent decision consciousness. 

3   Numerical Model Computing Location Values  

For a given rule pool R(A) and 1EB ∈ , it is difficult to determine the exact position 

AB  by the definition of AB . We could follow the following steps to compute AB , and 
then )( ABδ , )(BCDA . 

Step1. Select a layer classification parameter N and a translation step-length 
parameter tΔ ; 

Step2. Compute −iλ cuts )](),([ ii aaA i λλλ = , here ,/ Nii =λ  Ni ,,2,1,0 L= ; 
Step3. Set )()0( 00 Ambt −= , )/)]()([1int( 00 tBmAmK Δ++=  and ,0 tkttk Δ+=  

Kk ,,1,0 L= , calculate the following quantities in turn: 

]|)()(||)()(|[)(
1

iikiik

N

i

k batbatt λλλλ −++−+=Σ
=

 , ),(min
0

min k
Kk

tΣ=Σ
≤≤

 

{ })(min)(min
0

min k
Kk

jj tttt Σ=Σ=
≤≤

 , { })(min)(max
0

max k
Kk

jj tttt Σ=Σ=
≤≤

; 

Step4. Compute 1
min ])(1[)( −∗ ⋅Δ+= αtBCDA , 1

minmax )](1[)( −∗ −+= ttBAδ ; 
Step5. Output ))(),(,())(),(,( max AAAAA BBCDtBBCDB ∗∗= δδ . 
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Here, )](),([ λλλ aaA = and )](),([ λλλ bbB = are the −λ cuts of A and B, 

respectively. 

Sum up all the above, we can obtain a numerical model about location values and 
coincidence degrees (all the notations are as above): 

{ }
{ }

−+=
Σ=Σ=

Σ=Σ=
⋅Δ+=

Δ

−∗
≤≤

≤≤

−∗

1
minmax

0
max

0
min

1
min

)](1[)(

)(min)(max

)(min)(min
])(1[)(

);;;(

ttB

tttt

tttt
tBCD

tNBA

A

k
Kk

jj

k
Kk

jj

A

δ

α

 (6) 

We can prove that ))(),(,( max AA BBCDt ∗∗ δ strictly approximate ))(),(,( AAA BBCDB δ  
as ∞→→Δ Nt ,0 , which will be considered in another paper. 

4   Fuzzy Genetic Algorithm Based on Rule 

For uncertainty evolutionary computation, the following three types of fitness function 
are often encountered: 

Type1   The variables are real, but the operational coefficients are fuzzy; 
Type2   The variables are fuzzy, but the operational coefficients are real; 
Type3   Both the variables and the operational coefficients are fuzzy. 

These three types of optimization problems cannot be solved by using existing genetic 
algorithms because of the powerless of them in the aspect of processing the fuzziness 
contained in the fitness function. Considering the shortcomings of current fuzzy order 
structures, we present an approach to rank fuzzy information under a certain rule, 
which will be some effective in solving the above problems. 

Generally, a fuzzy variable can be transformed into a module with special struc-
ture using the structure characteristic of a fuzzy number and then the genetic opera-
tion could be carried out, which is not further discussed here. In the sequel, we will 
establish a kind of fuzzy genetic algorithm only for Type1 by using the composite 
quantification technique. 

4.1   Selection Operator in Uncertainty Evolutionary Mechanism 

Let S be the individual space, MS  the population space, == },,,{)( 21 MXXXnX L
r

 
)}(,),(),({ 21 nXnXnX ML  the nth generation population in the evolution process. f  

denotes the fuzzy fitness function, a mapping from the individual space S to 
|{)( 11 EAE ∈=+ )},0[0 ∞+⊂A . sT  denotes the selection operator, a mapping from 

the population space MS  to the matrix space 2S . With the help of location values and 
coincidence degrees of fuzzy numbers, we can give the following steps to determine 
the selection operator sT : 
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Step1. Determine location values AkXf )]([ and coincidence degrees ))(( kA XfCD  
of fuzzy fitness values MkXf k ,,2,1),( L=  with rule pool R(A); 

Step2. Determine composite effect quantifications of )( kXf : 
θ))](([)]([)]([ kAAkAk XfCDXfXf ⋅=∗ , Mk ,,2,1 L= , 

here, ),0[ ∞∈θ  is the coincidence effect parameter; 

Step3. Set == }))(({ ks XnXTP
r

( ) 1

1

)]([)]([ −

=

∗∗
N

i
AiAk XfXf , and 

}.))(({}))(({)},{))(({ jsisjis XnXTPXnXTPXXnXTP =⋅===
rrr

 (7) 

4.2   Structure of BR-FGA 

For uncertainty evolutionary computation like Type1, if the solution is coded with l-bits 
based on the set }1,0{ , or lS }1,0{= , the selection operator sT is taken as in equ. (7), 
the mutation operator mT  follows the way that the values of every genes of an indivi-
dual are independently mutated according to the probability mp , and the crossover 
operator cT is taken to be one-point crossover, randomized one-point crossover, or 
randomized uniform crossover etc., then the population genetic sequence ∞

=0)}({ nnX , 
which is defined by 

},,,2,1)),(()1({)1( MknXTTTnXnX scmk L
r

oo
r

==+=+  (8) 

possesses similar properties to existing genetic algorithms with real type of fitness values. 
It is easy to show that if the optimum individual is always kept down to the next 
generation, then ∞

=0)}({ nnX  satisfies the following properties: 

1) The population state space is finite; 
2) Sequence ∞

=0)}({ nnX must be a homogenous finite Markov chain. And for 
10 << mp , ∞

=0)}({ nnX  will also become aperiodic and irreducible, hence there 
must be a stationary distribution for ∞

=0)}({ nnX  independent of )0(X
r

, the initial 
population. 

In order to distinguish with other algorithms, the algorithm defined by equ. (8) will be 
called fuzzy genetic algorithm based on rules, or briefly,  BR-FGA. 

4.3   Examples 

There are various kinds of uncertain information in real life, so different types of 
uncertainty optimizations should be considered. In business, managers expect to 
employ as few employees as possible under certain regular production condition; In 
selecting basketball players, coaches always choose a tall individual with strong body 
and moderate form; and so on. Among these optimizations, “regular pro-duction 
condition” and “strong body and moderate form” are all fuzzy rules. In order to solve 
these optimization problems, one needs to consider uncertainty optimization based on 
rules. The key point is to optimize the objective value in the rule pool by synthesizing 
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all the factors. We proceed with two examples to illustrate the applica-tion of BR-
FGA in solving these optimization problems. 

For convenience, in the following two examples, we will apply the following 
genetic operating mechanism: Individuals are coded with 16-bits binary system, the 
size of population is selected as 40=M , the selection operator sT  is taken as in equ. 
(8), the crossover operator cT  is taken to be one-point crossover and the mutation 
operator mT  is taken as the way of mutating bit by bit. In addition, optimum keeping 
technique is applied in the genetic process, and we stop when the variance of 
individual fitness is less than 610−  the algorithm. 

Example 1. Let )]2,1[;0( −=A . For rule pool R(A), determine the maximum value 
of fuzzy value function 12121 )(),( Axxxxf ⋅= , where )]8,3[;5(1 =A , 33 ≤≤− ix  
( 2,1=i ). It is necessary to determine the optimal location of ),( 21 xxf with the rule 
pool R(A) as the criterion. Existing genetic algorithms can’t help with this problem 
because of their ineffectiveness to fuzzy fitness values. Considering the discussions 
above and Model (6), if we employ location values and coincidence degrees to 
describe fuzzy fitness values, this optimization problem can be solved by genetic 
algorithm under certain consciousness. The operating steps are presented as follows: 

1) Select a layer classification parameter N, a translation step-length parameter tΔ , 
and a vision parameter α  for fuzzy information; 

2) Determine the synthetic effect location value ),( 21 xxF  of ),( 21 xxf ; 
3) Select parameters ,M cp  and mp  involved in the genetic mechanism; 
4) Construct the genetic sequence according to (8). 

Following the above steps, for objective function )(),(max 21 BCDBxxF AA ⋅= , 
33 ≤≤− ix ( 2,1=i ), where 121 )( AxxB ⋅= , if the parameters are selected as: 1.0=α , 

10=N , 1.0=Δt , 6.0=cp , and 001.0=mp , we obtain the convergence curves for 
objective function, location values and coincidence degrees of fuzzy optimization 
function as shown in Fig.1, Fig.2 and Fig.3, respectively. 

Example 2. Let )]2,1[;0( −=A . For rule pool R(A), determine the maximum value 
of fuzzy value function 2321

2
1321 )(),,( AxxAxxxxf ⋅+⋅= , 3,2,1,30 =≤≤ ixi , where 

)]6,3[;5(1 =A , )]9,5.5[;6(2 =A . 
Similar to Example 1, for objective function )(),,(max 321 BCDBxxxF AA ⋅= , 

30 ≤≤ ix , 3,2,1=i , where 2321
2
1 )( AxxAxB ⋅+⋅= , if the parameters are selected as: 

1.0=α , 10=N , 1.0=Δt , 6.0=cp and 001.0=mp , we obtain the convergence 
curves for objective function, location values and coincidence degrees of fuzzy 
optimization function as shown in Fig.4, Fig.5 and Fig.6, respectively. 

Setting the adjustment parameter 1.0=α , the layer classification parameter 
10=N , and the step-length parameter 1.0=Δt  for different mutation probability mp  

and different crossover probability cp , we have tested independently 200 times using 
MATLAB 6.5 in a 500MHZ computer and gave the solutions of Examples 1 and 
Examples 2 respectively. At last, average generation numbers k  to the optimum (or 
satisfied) solution with the above BR-FGA were obtained, which are listed in Table 1 
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and Table 2 respectively. In addition, the distributions of the number of convergence 
generation (for parameters ,7.0=cp 0001.0=mp ) are illustrated in Fig.7 and Fig.8. 

Table 1. Comparison of average numbers of convergence generations in Example 1 

pm 0.01 0.01 0.01 0.005 0.005 0.005 0.001 0.001 0.001 0.0001 0.0001 0.0001 

pc 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 

k  20.04 21.12 21 17.37 18.13 18.19 15.28 15.65 14.90 14.90 14.87 15.08 

Table 2. Comparison of average numbers of convergence generations in Example 2 

pm 0.01 0.01 0.01 0.005 0.005 0.005 0.001 0.001 0.001 0.0001 0.0001 0.0001 

pc 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 

k  24.37 25.57 25.43 21.64 21.93 20.49 16.58 16.74 16.94 15.76 15.93 15.91 

 

Fig. 1. Convergence curves for objective 
function in Example 1 

Fig. 2. Convergence curves for location 
values in Example 1 

 
Fig. 3. Convergence curves for coincidence 
degrees in Example 1 

Fig. 4. Convergence curves for objective 
function in Example 2 

One may notice that, in order to obtain the optimal solution for Examples 4.1 & 
4.2, 15 with 20 generations operated average running times are about 47 & 65 
seconds, respectively. All these testing results and the characteristics of the 
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convergence curves show that uncertainty optimizations could be solved effectively 
using BR-FGA technique, and the corresponding convergence speed will also be fast. 
In the testing process, we also find that the computing results tend to be almost 
changeless with the layer classification parameter N getting large and the step-length 
parameter tΔ  getting small. Of course, good effect relies on the appropriate selection 
of parameters. N is suggested to be selected between 10 and 20 while tΔ between 
0.05 and 0.1. 

 

Fig. 5. Convergence curve for location val- 
ues in Example 2 

Fig. 6. Convergence curve for coincidence 
degrees in Example 2 

 

Fig. 7. Distribution of the number of con-
vergence generation in Example 1 

Fig. 8. Distribution of the  number of  con- 
vergence generation in Example 2 

 
Noticing the structure of BR-FGA, we can see that when the rule basis is selected 

as a real-type fuzzy number and the fitness function is taken as a real function, our 
BR-FGA will be identical to the ordinary genetic algorithms, which indicates that BR-
FGA indeed extend existing algorithms. Besides, for the same type of fuzzy optimiza-
tion, different solutions may be obtained by BR-FGA for different rule bases or 
differ-ent processing techniques for fuzzy information, which indicates that BR-FGA 
can reflect the decision consciousness to a certain extent, and then differs intrinsically 
from existing genetic algorithms. 
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All the above show that BR-FGA can not only overcome the shortcoming of being 
powerless to process uncertain information for existing genetic algorithms, but also 
converges more rapidly. But these analyses and testing results cannot completely 
reflect the intrinsic performance of BR-FGA, which will be further discussed in 
another paper. 
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Abstract. In this paper, based on the foundation of the discussion of the Sugeno 
integral for real functions which was presented by Wu Congxin and Mamadou 
in 2003, we introduce and consider the concept of the absolute additivity of the 
Sugeno integral for real functions. We also discuss the fuzzy additivity of the 
Sugeno integral for real functions. For these two kinds of additivity, we obtain 
two necessary and sufficient conditions, a sufficient condition, a necessary con-
dition and several counter examples. 

1   Introduction 

It is well known that the theory of fuzzy integral for nonnegative functions was firstly 
introduced by Sugeno [1] in 1974 and then by Ralescu and Adams [2] in 1980. Fuzzy 
integral theory is an important part of fuzzy analysis and has been applied widely and 
deeply in many areas of science and technology such as control theory, computer 
science, economics etc. We can find the development of fuzzy integral in recent 
monographs [3-5]. 

In 2003, using a similar method for the extension of the classical Lebesgue integral 
from nonnegative functions to real functions, Wu and Mamadou [6] extended the 
Sugeno integral to the case of real functions and investigated the corresponding prop-
erties. We focus on presenting the characterization of the absolute integrability of 
Sugeno integral for real functions, which is a basic topic for each kind of nonlinear 
integral. In fact, Sipos [7], Marinova [8], Kolesarova [9], Narukawa, Murofushi and 
Sugeno [10] also used this traditional method to research the other fuzzy integral for 
real functions. 

Since the various additivities for any type of integral are important, in this paper 
we will discuss two kinds of additivity of Sugeno integral for real functions. First, in 
the discussion of absolute integrability of Sugeno integral for real functions in [6], it 
is natural to define the absolute additivity of Sugeno integral for real functions by 

means that for any )(1 μLf ∈  always implies )(1 μLf ∈ and  

( ) μdfs
Ω

( ) ( ) μμ dfsdfs
Ω

−

Ω

+ +=  



 The Absolute Additivity and Fuzzy Additivity of Sugeno Integral 359 

Section 3 of this paper gives the characterizations of absolute superadditivity and ab-
solute additivity of Sugeno integral for real functions. Section 4 generalizes the fuzzy 
superadditivity of Sugeno integral in [3] to the case of real functions and provides a 
counter example to show that the sufficient condition of fuzzy additivity of Sugeno 
integral in [12] cannot be generalized to the case of real functions. 

2   Preliminaries 

First, we recall some definitions which will be used for this work. 

Definition 1. [3,4] Let Ω  be a nonempty set, Σ  be a classical −σ algebra on Ω  

and [ ]+∞→Ω ,0:μ . If μ  satisfies the following conditions: 

1. ( ) 0=φμ  ( φ  is the empty set ); 

2. if Σ∈BA,  and BA ⊂ , then  

( ) ( )BA μμ ≤ ; 

3. if { } Σ⊂∞
=1nnA  and ,21 L⊂⊂ AA  then  

( )n
n

n
n AA μμ

∞→

∞

=

= lim
1
U ; 

4. if { } Σ⊂∞
=1nnA , L⊂⊂ 21 AA  and there exists a positive integer 0n  such 

that ( ) ∞<
0nAμ ,then  

( )n
n

n
n AA μμ

∞→

∞

=

= lim
1
U , 

 then we say that μ  is a fuzzy measure and ( )μ,,ΣΩ  is a fuzzy measure space. 

Definition 2. [3,4] Let ( )μ,,ΣΩ  be a fuzzy measure space, [ ]+∞∞−→Ω ,:f  be 

an extended real-valued function on Ω . Then f  is a −μ measurable function if : 

( )fNα { :Ω∈= x ( ) } Σ∈≥ αxf  

for all ∈α ( ,∞− )∞+ .  

Definition 3. [3,4] Let ( )μ,,ΣΩ  be a fuzzy measure space, [ ]+∞→Ω ,0:f  be a 

−μ  measurable function and Σ∈A . Then the Sugeno integral (in short ( )−s  inte-

gral) on A  is defined by: 

( ) ( )( )( )AfNdfs
A

Iαα
μαμ ∧∨=

>0
 

where sup=∨  and inf=∧ . And we say that f  is ( )−s integrable on A  if 

( ) ∞<μdfs
A

. 
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Definition 4. [6] Let ( )μ,,ΣΩ  be a fuzzy measure space, [ ]+∞∞−→Ω ,:f  be 

−μ  measurable and 

( )xf + ( ) 0∨= xf , ( ) =− xf ( )( ) 0∨− xf  

for all Ω∈x . 
Clearly, +f  and −f  are also −μ  measurable and ( ) ( ) ( )xfxfxf −+ −=  for all 

Ω∈x . If +f  and −f  are also ( )−s integrable on Σ∈A , then we say that f  is 
( )−s integrable on A  and define:  

( ) ( ) ( ) μμμ dfsdfsdfs
AAA

−+ −=  

and denote:  

( ) ffL :],[:{1 ∞−∞→Ω=μ is ( )−s  integrable on Ω  } 

Definition 5. Let ( )μ,,ΣΩ  be a fuzzy measure space. If for any ( )μ1Lf ∈  we 

have ( )μ1Lf ∈  and:  

( ) ( ) ( ) μμμ dfsdfsdfs
Ω

−

Ω

+

Ω
−=  

then we say that the Sugeno integral for real functions has absolute additivity. The 
definition of superadditivity is similitude. 

We will also be using some notations for a fuzzy measure space ( )μ,,ΣΩ . 

(i) (Null-additivity) [3,4]. For any Σ∈BA,  with φ=BAI  and ( ) 0=Bμ , 

we have  
( ) ( )ABA μμ =U  

(ii) (Subadditivity) [3,4]. For any Σ∈BA,  and BAI φ= , we have  

( ) ( ) ( )BABA μμμ +≤U  

(iii) For any Σ∈BA,  with φ=BAI and ( )BAUμ ∞= , we have  

( ) ( ) ( )BABA μμμ +≤U  

(iv) For any Σ∈BA,  with φ=BAI  , we have  

( ) 0=Aμ  or ( ) 0=Bμ  

(v) There does not exist Σ∈BA,  with φ=BAI such that  

( ) ( ) ∞== BA μμ  

(vi) [11] For any Σ∈A  we have:  

( ) 0=Aμ  or ( ) ( )Ω= μμ A  

(vii) (Countable additivity) For any { } Σ⊂∞
=1nnA  with φ=ji AA I  for all 

ji ≠ , we have  

( )
∞

=

∞

=

=
11 n

n
n

n AA μμ U  
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(viii) (Fuzzy additivity) [12] For any Σ⊂BA,  we have 

( ) ( ) ( )BABA μμμ ∨=U  

3   Absolute Additivity of Sugeno Integral for Real Functions 

Theorem 1. (The necessary condition of absolute superadditivity) Let ( )μ,,ΣΩ  be a 

fuzzy measure space. Then the absolute superadditivity of Sugeno integral for 

any ( )μ1Lf ∈ implies that μ  satisfies the condition (v). 

Proof. If fuzzy measure μ  does not satisfies (v), then ∈00 , BA  exist with 

φ=00 BA I  such that ( ) ( ) ∞== 00 BA μμ   (so that ( ) ∞=00 BA Uμ ) 

Define: 

Ω∈
∈−
∈

=
)(\if,0

if,1

if,1

)(

00

0

0

BAx

Bx

Ax

xf

U

 

Then ( ) ( ),
0

xxf Aχ=+ ( ) ( ),
0

xxf Bχ=− ( ) ( )xxf BA 00U
χ=  for all x  and  

( ) ( ) ( ) ,1===
Ω

−

Ω

+

Ω
μμμ dfsdfsdfs  

where Aχ  is the characteristic function of .∈A  Therefore:  

( ) ( ) ( ) μμμ dfsdfsdfs
Ω

−

Ω

+

Ω
+≥  

does not hold, it is a contradiction. 

Theorem 2. (Absolute superadditivity) Let ( )μ,,ΣΩ  be a fuzzy measure space such 

that μ  satisfies the condition (v). Then for any ( )μ1Lf ∈ , we have ( )μ1Lf ∈  and: 

( ) ( ) ( ) μμμ dfsdfsdfs
Ω

−

Ω

+

Ω
+≥ ; 

if and only if μ  satisfies conditions (iii) and (iv).  

Proof. Sufficiency: If ( )μ1Lf ∈ , then by [6] Theorem 3.1 we know that condition 

(iii) implies ( )μ1Lf ∈ . 

Let: 

( ){ },0: >Ω∈= xfxA ( ){ }0: <Ω∈= xfxB  

then clearly, ∈BA,  and .φ=BA I  

By condition (v), we must have ( ) ∞<Aμ or ( ) ∞<Bμ . 
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By condition (iv), we may assume ( ) 0 ,Aμ =  so that:  

( ) ( ) 0== +

Ω

+ μμ dfsdfs
A

 

Hence, we obtain:  

( ) ( ) ( )
( ) ( )
( ) ( ) μμ

μμ

μμμ

dfsdfs

dfsdfs

dfsdfsdfs

B

BBA

Ω

−

Ω

+

Ω

−−

Ω

+=

==

≥=
U

 

Necessity: Suppose there were ∈00 , BA  with φ=00 BA I  such that 

( ) ( ) 0000 >∧= BA μμα  

Note that ( ) 000 αμ ≥BA U  and by the condition (v), .0 ∞<α  

Define: 

( ) ( ) ( )xxxf BA 00 000 χαχα −=   for all Ω∈x  

Then:  

( ) ( )xxf A000 χα=+ , ( ) ( )xxf B000 χα=− , ( ) ( )xxf BA 0000 Uχα=  for all 

Ω∈x  
Hence 

( ) ( )
( ) ( )

( ) ( ) μμ

μαμα

ααμαμ

dfsdfs

BA

BAdfs

Ω

−

Ω

+

Ω

+=

∧+∧=

<=∧=

0000

00000 2U

 

This is a contradiction. Therefore, μ  satisfies the condition (iv). 

Moreover, by [6] Theorem 3.1 we know that  μ  also satisfies condition (iii). 

Theorem 3. (Absolute additivity) Let ( )μ,,ΣΩ  be a fuzzy measure space such that 

μ  satisfies condition (v). Then the following statements are equivalent: 

(1) Sugeno integral for real functions is absolutely additive; 
(2) μ  satisfies the conditions (ii) and (iv); 

(3) μ  satisfies the conditions (vii) and (iv);  

(4) μ  satisfies the conditions (i) and (iv); 

(5) μ  satisfies the conditions (vi) and (vii).  

Remark 1. In general, under the conditions (iv) and (v), we can obtain 

( ) ( ) ( ) μμμ dfsdfsdfs
Ω

−

Ω

+

Ω
+≥  

for ( )μ1Lf ∈ , but may not obtain ( )μ1Lf ∈ , basically because, it is not abso-

lutely superadditive. 
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Example 1. Let { }ba,=Ω , ( )Ω=Σ P  be the class of all subsets of Ω  and  

( )
{ }

{ }
Ω=∞

=
=

=
A

aA

bA

A

if,

if,1

,if,0 φ
μ  

Evidently, ( )μ,,ΣΩ  is a fuzzy measure space and μ  satisfies conditions (iv) and 

(v), but μ does not satisfy condition (iii). 

Define: 

( )
=∞−
=∞

=
bx

ax
xf

if,

if,
 

Then for any Ω∈x , 

( )
=
=∞

=+

bx

ax
xf

if,0

if,
, ( )

=∞
=

=−

bx

ax
xf

if,

if,0
 

( ) ∞=xf . 

Since 

( ) ( ) ∞=Ω=
Ω

μμdfs , 

( ) { }( ) 1==
Ω

+ adfs μμ , 

( ) { }( ) 0==
Ω

− bdfs μμ , 

we have ( )μ1Lf ∉ and ( )μ1, Lff ∈−+  so that ( )μ1Lf ∈  and  

( ) >
Ω

μdfs ( ) +
Ω

+ μdfs ( ) μdfs
Ω

− . 

4   Fuzzy Additivity of Sugeno Integral for Real Functions 

The following theorem shows that the fuzzy superadditivity of Sugeno integral for 
nonnegative functions [3,4] can be extended to the case of real functions. 

Theorem 4. For any ( )μ1, Lgf ∈ , we have 

( ) ( ) ( ) μμμ dgsdfsdgfs
ΩΩΩ

∨≥∨  

Proof. Let: 

( ) ( ){ }0,0:1 ≥≥Ω∈= xgxfxE , ( ) ( ){ }0,0:2 <≥Ω∈= xgxfxE  

( ) ( ){ }0,0:3 ≥<Ω∈= xgxfxE , ( ) ( ){ }0,0:4 <<Ω∈= xgxfxE  
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Then we have: 

( ) ( )

( ) ( ) ( )
( ) ( )
( ) ( )

( )∈
∈

∈

∈∨

=∨
+

+

++

+

4

3

2

1

,0

,

,

,

Ex

Exxg

Exxf

Exxgxf

xgf , 

( ) ( )

( )
( )
( )

( ) ( ) ( )∈∧

∈
∈
∈

=∨

−−

−

4

3

2

1

,

,0

,0

,0

Exxgxf

Ex

Ex

Ex

xgf  

It follows that:  

( ) ( ) ( ) ( ) ( )
Ω

−

Ω

+

Ω
∨−∨=∨ μμμ dgfsdgfsdgfs  

               

( )( ) ( )( )(
( )( )) ( )( )4

0
3

21
0

EgfNEgN

EfNEgfN

IIU

IUI

−−

>

+

+++

>

∧∧∨−

∨∧∨=

ααα

ααα

μα

μα
 

Notice that: 

( ) ( )( ) ( )( )111 EgNEfNEgfN IUII ++++ =∨ ααα  

( ) ( )( ) ( )( )444 EgNEfNEgfN IIII −−−− =∧ ααα  

We obtain:  

( ) ( )( ) ( )( )( )
( )( ) ( )( )( )

( ) ( ) ( )
ΩΩ

−

Ω

+

−−

>

++

>Ω

=−=

∧∨−

∧∨≥∨

μμμ

μα

μαμ

ααα

ααα

dfsdfsdfs

EfNEfN

EfNEfNdgfs

,43
0

21
0

III

IUI

 

( ) ( )( ) ( )( )( )
( )( ) ( )( )( )

( ) ( ) ( )
ΩΩ

−

Ω

+

−−

>

++

>Ω

=−=

∧∨−

∧∨≥∨

μμμ

μα

μαμ

ααα

ααα

dgsdgsdgs

EgNEgN

EgNEgNdgfs

42
0

31
0

IUI

IUI

 

So that: 

( ) ( ) ( )
ΩΩΩ

∨≥∨ μμμ dgsdfsdgfs  

Remark 2. We point out that even for nonnegative ( )μ1, Lgf ∈ we may not 

have ∈∨ gf ( )μ1L . 
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Example 2. Let { }ba,=Ω , and:  

( ) { } { }
Ω=∞

=
=

A

baA
A

if,

,,,if,0 φ
μ  

Define:  

( )
=∞
=

=
bx

ax
xf

if,

if,0
, ( )

=
=∞

=
bx

ax
xg

if,0

if,
, 

then ( ) ( ) ∞=∨ xgxf  for all Ω∈x  and:  

( ) ( ) { }( ) 0==
Ω

bdxfs μμ , 

( ) ( ) { }( ) 0==
Ω

adxgs μμ , 

( ) ( ) ∞=Ω=∨
Ω

μμdgfs  

so that ( )μ1, Lgf ∈ , but ( )μ1Lgf ∉∨ . 

Remark 3. We cannot extend the Wangs’ conclusion in [12], i.e. condition (viii) 
implies the fuzzy additivity of Sugeno integral for nonnegative functions to the case 
of real functions.  

Example 3. Let { }dcba ,,,=Ω , ( )Ω=Σ P  and  

( ) { }=
=

=
otherwise,2

if,1

if,0

dA

A

A

φ
μ  

We can easily see that ( )μ,,ΣΩ  is a fuzzy measure space and μ  satisfies condition 

(viii). 
Define:  

( )

=−
=−
=
=

=

dx

cx

bx

ax

xf

if,1

if,2

if,1

if,1

, ( )

=−
=
=−
=

=

dx

cx

bx

ax

xg

if,1

if,1

if,2

if,1

 

Then for each Ω∈x : 

( ) ( ) { }( )xxgf cba ,,χ=∨ +
, ( ) ( ) { }( )xxgf dχ=∨ −

 

( ) { }( )xxf ba,χ=+ , ( ) { }( )xxg ca,χ=+ , 

( )
=
=
=

=−

dx

cx

bax

xf

if,1

if,2

,if,0
, ( )

=
=
=

=−

dx

bx

cax

xg

if,1

if,2

,if,0
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Therefore: 

( ) { }( ) { }( )dcbadgfs μμμ ∧−∧=∨
Ω

1,,1 ,01121 =∧−∧=  

( ) { }( ) { }( )( ) { }( )( )cdcbadfs μαμαμμ
αα

∧∨∨∧∨−∧=
>≥>≥Ω 1201

,,1

,12121 −=∨−∧=  

( ) { }( ) { }( )( ) { }( )( )
12121

,,1
1201

−=∨−∧=

∧∨∨∧∨−∧=
>≥>≥Ω

bdbcadgs μαμαμμ
αα  

so that: 

( ) ( ) ( ) μμμ dgsdfsdgfs
ΩΩΩ

∨≠∨  

5   Conclusion 

This paper introduces the concept of the absolute additivity of the Sugeno integral for 
real functions, and discuss the fuzzy additivity of the Sugeno integral for real functions. 
For these two kinds of additivity, two necessary and sufficient conditions, a sufficient 
condition, a necessary condition and several counter examples are presented. 
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Abstract. The aim of this paper is the partial axiomatization for 0-level 
universal logic. Firstly, a propositional calculus formal deductive system 

(0,1]hUL ∈  of 0-level universal logic is built up, and the corresponding algebra 
Ł GΠ  is introduced. Then we prove the system (0,1]hUL ∈  is sound and complete 

with respect to the 0-level continuous universal AND operators on [0, 1]. 
Lastly, three extension logics of (0,1]hUL ∈  are also introduced. 

1   Introduction 

How to deal with various uncertainties and evolution have been critical issues for 
further development of AI. The well-developed mathematical logic is too rigid and it 
can only solve certainty problems. Therefore non-classical logic and modern logic 
develop rapidly, for example fuzzy logic (FL) and universal logic (UL). 

In recent years considerable progress has been made in logical foundations of 
fuzzy logic, (See [2,3,4,5,9,10,11,18]). Some well-known logic systems have been 
built up, such as the basic logic (BL) introduced by Hajek; the monoidal t-norm based 
logic (MTL) introduced by Esteva and Godo; a formal deductive system L* intro-
duced by Wang (see [14,15,16,17]), and so on.  

UL[6] was proposed by Huacan He in 2001. In the recent years, the study of UL 
semantics has acquired significant development (see [1,6,7,8,12,13]), but the study of 
UL axiomatization is in the pilot study. In this paper we will propose a propositional 
calculus formal system (0,1]hUL ∈  of 0-level UL, and its completeness will be proven. 

The paper is organized as follows. After this introduction, Section 2 contains nec-
essary background knowledge about BL and UL. In Section 3 the propositional calcu-
lus formal deductive system (0,1]hUL ∈  is built up. The soundness theorem and some 

other theorems of (0,1]hUL ∈  are proven. In Section 4 we prove the system (0,1]hUL ∈  is 

complete with respect to the 0-level continuous universal AND operators on [0,1]. In 
Section 5 some extension logics of (0,1]hUL ∈  are introduced. The final section offers 

the conclusions. 
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2   Preliminaries 

In this section we summarize the basic notions and results from BL and UL that will 
be used throughout this paper. 

2.1   The Basic Fuzzy Logic BL and BL-Algebra 

The language of the basic logic BL is based on two basic connectives →  and &  and 

one truth constant 0 . Further connectives are defined as follows:  

ϕ ψ∧  is ( )&ϕ ϕ ψ→ ; ϕ ψ∨  is (( ) ) ( ) )ϕ ψ ψ ψ ϕ ϕ→ → ∧ → → ;  

ϕ¬   is 0ϕ → ; ϕ ψ≡  is ( ) ( )&ϕ ψ ψ ϕ→ → . 

The following formulas are the axioms of BL:  

(A1) ( ) (( ) ( ))ϕ ψ ψ χ ϕ χ→ → → → →   

(A2) ( )&ϕ ψ ϕ→  

(A3) ( ) ( )& &ϕ ψ ψ ϕ→  

(A4) ( ) ( ( ))& &ϕ ϕ ψ ψ ψ ϕ→ → →  

(A5a) ( ( )) (( ) )&ϕ ψ χ ϕ ψ χ→ → → →  

(A5b) (( ) ) ( ( ))&ϕ ψ χ ϕ ψ χ→ → → →  

(A6) (( ) ) ((( ) ) )ϕ ψ χ ψ ϕ χ χ→ → → → → →  

(A7) 0 ϕ→  

The deduction rule of BL is modus ponens.  
It has been shown that the well-known Lukasiewicz logic is the extension of BL by 

the axiom: ( )Ł ϕ ϕ¬¬ → , and product logic is just the extension of BL by the 

following two axioms:  

( 1) ((( ) ( )) ( ))χ ϕ χ ψ χ ϕ ψΠ ¬¬ → → → →& & , and ( 2) 0ϕ ϕΠ ∧ ¬ → .  

Finally, Gödel logic is the extension of BL by the axiom: (G) ( )&ϕ ϕ ϕ→ .  

A BL-algebra is an algebra ( 0 1)L L= ,∩,∪,∗, , ,  with four binary operations and 

two constants such that  

1 ( 0 1)L,∩,∪, ,  is a lattice with the greatest element 1  and the least element 0  

(with respect to the lattice ordering ≤ ),  
2 ( 1)L,∗,  is a commutative semigroup with the unit element 1 , i.e. ∗  is commuta-

tive, associative and 1 x x∗ =  for all x ,  
3 The following conditions hold for all x y z, , :  

(a) ( )z x y≤  iff x z y∗ ≤ ; (b) ( )x y x x y∩ = ∗ ; (c) ( ) ( ) 1x y y x∪ = . 

Defining ( 0)x x¬ = . MV-algebras are BL-algebras satisfying: x x¬¬ = . Product 

algebras are BL-algebras satisfying: 0x x∩ ¬ =  and ( (( )z x z y z¬¬ ∗ ∗  

( ))) 1x y = . G-algebras are BL-algebras satisfying: x x x∗ = .  
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Let us denote by Ł , Π , and G, Lukasiewicz, Product, and Gödel logic, respectively, 
and, as usual, let us denote by standard MV-algebra (Product algebra, G-algebra respec-
tively) the BL-chain on [0 1],  defined by the Lukasiewicz t-norm (product t-norms or 

min t-norm, respectively). The standard completeness results of Ł , Π , and G that is 
the completeness with respect to their corresponding standard algebras. 

2.2   UL and 0-Level Universal Operations 

UL thinks that all things in the world are correlative, that is, they are either mutually 
exclusive or mutually consistent, and we call this kind of relation generalized correla-
tion. Any two propositions have generalized correlation. The degree of general corre-
lation can be described quantitatively by the coefficient of the generalized correlation 

[0 1]h ∈ , : If we define the h  of operator ( )T a b,  as the ratio between the volume of 

( )T a b,  and the volume of maximal operator , then 1h =  means the maximal attrac-

tive state; 0 75h = .  means independency correlative state; 0 5h = .  means neutral 
state; 0h =  means maximal exclusive state. The 0-level universal AND operators and 
0-level universal implication operators are defined as:  

0-level universal AND operators are mapping: [0 1] [0 1] [0 1]T : , × , → , ,  
1 1( ) [( 1) ]m m mT x y h x y /, , = Γ + − , which is usually denoted by h∧ ; the real number m  

has relation with the coefficient of generalized correlation h  as:  

(3 4 ) (4 (1 ))m h h h= − / −  . (1) 

[0 1]h m R∈ , , ∈ . And 1[ ]xΓ  denotes x  is restricted in [0 1], , if 1x >  then its value 

will be 1 , if 0x < , its value will be 0 .  
0-level universal IMPLICATION operators are mapping: [0 1] [0 1] [0 1]I : , × , → , ,  

1 1( , , ) {1 0 0 0 [(1 ) ]}m m mI x y h ite x y m and y x y /= | ≤ ; | ≤ = ; Γ − + , 

which is usually denoted by h . In the above equation with m  and h  is the same as 

(1). In the above the { }ite a b c| ;  denotes that the value is a  if b  is true, otherwise c . 

Remark 1. If h does not equal 0, the 0-level universal AND operators are continuous 
and for the same h, 0- universal IMPLICATION operators and 0-level universal AND 
operators are an adjoint pair. So we don't discuss when h=0.  

3   0-Level UL System:  

If we fix (0 1]h ∈ , , we fix a propositional calculus PC(h): h∧  is taken for the truth 

function of the conjunction & , the residuum h  of h∧  becomes the truth function 

of the implication → . In more detail, we have the following:  

Definition 1. The propositional calculus PC(h) given by h  has propositional vari-

ables 1 2p p, , , connective &,→  and the constant 0  for 0. Formulas are defined in 

L
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the obvious way: each propositional variable is a formula; 0  is a formula; if ϕ ψ,  are 

formulas, then &ϕ ψ ϕ ψ, →  are formulas. Further connective variables are defined 

as follows:  
ϕ ψ∧  is ( )&ϕ ϕ ψ→ ; ϕ ψ∨  is (( ) ) ( ) )ϕ ψ ψ ψ ϕ ϕ→ → ∧ → → , 

ϕ¬  is 0ϕ → ; ϕ ψ≡  is ( ) ( )&ϕ ψ ψ ϕ→ → . 

An evaluation of propositional variables is a mapping v  assigning to each proposi-
tional variable p  its truth value ( ) [0 1]v p ∈ , . This extends uniquely to the evaluation 
of all formulas as follows: 

(0) 0v = ; ( ) ( ( ) ( ))hv v vϕ ψ ϕ ψ→ = ; ( ) ( ( ) ( ))hv & v vϕ ψ ϕ ψ= ∧ .  

That is, an evaluation of PC(h) is a ( h h∧ → )-type homomorphism from PC(h) to 

[0 1], . All valuations ( ) [0 1]v PC h: → ,  are denoted by Ω . It is clear that: 

( ) min( ( ) ( ))v v vφ ψ ϕ ψ∧ = , 1( ( ) ( )), ( ) max( ( ) ( ))v v v v vϕ ψ ϕ ψ ϕ ψ= ∧ , ∨ = , .  

Definition 2. A formula ϕ  is a 1-tautology of PC(h) if ( ) 1v ϕ =  for each evaluation 

v ∈ Ω .  

In the following we are going to choose some formulas that are 1-tautology of each 
PC(h) for our axioms and develop a logic that is common base of all the logics 
PC(h). 

Definition 3. Axioms of  the system (0 1]hUL ∈ ,  are those of BL plus  

( ) : ( ) (( 0) (( )Ł G & &ϕ ϕ ψ ϕ ψ ϕ ϕ ϕΠ → → → ∨ ∨ → ( )))&ψ ψ ψ∧ →  

The deduction rule of (0 1]hUL ∈ ,  is modus ponens.  

Remark 2. The axioms of system (0 1]hUL ∈ ,  are similar to the axioms of logic Ł GΠ  in 

[2], but their semantics are different. 
We can define the concepts such as proof, theorem, deduction from a formula set 
Γ , Γ -consequence in the system (0 1]hUL ∈ , . ϕΓ  denotes that ϕ  is provable in the 

theory . ϕ  denotes that ϕ  is a theorem of system (0 1]hUL ∈ , . ϕ  denotes that ϕ  is 

a 1-tautology of each PC(h). ϕΓ  denotes that ϕ  is a 1-tautology of each PC(h) 

whenever ( ) 1v Γ ⊆ .  

Proposition 1. The hypothetical syllogism holds, i.e. let { }ϕ ψ ψ χΓ = → , → , then 

ϕ χΓ → .  

Proposition 2. The following formulas are the theorems of the system (0 1]hUL ∈ , :  

( 1) ( )T ϕ ψ ϕ→ →  

( 2) ( ( )) ( ( ))T ϕ ψ χ ψ ϕ χ→ → → → →  

( 3)T ϕ ϕ→  

( 4) ( ) ( )T & &ψ χ ϕ ψ ϕ χ→ → →  

( 5) ( ) (( ) ( ))T ψ χ ϕ ψ ϕ χ→ → → → →  
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( 6) ( ) ( ) ( )T ψ χ ϕ ψ ϕ χ→ → → →  

( 7) ( ) ( ) ( )T ϕ ψ ψ χ ϕ χ→ → → →   

For brevity, we omit the proofs of the above two propositions. 

Theorem 1. (Soundness) All axioms of (0 1]hUL ∈ ,  are 1-tautology in each PC(h). If ϕ  

and ϕ ψ→  are 1-tautology of PC(h), then ψ  is also a 1-tautology of PC(h). Conse-

quently, each formula provable in (0 1]hUL ∈ ,  is a 1-tautology of each PC(h), i.e. ϕΓ , 

then ϕΓ .  

Proof.  It is clear that the the evaluation of PC(h) is a part of the evaluation of PC( ), 
where  is a fixed continuous t-norm, and (A1)-(A7) are 1-tautologies in each 
PC( ),  then (A1)-(A7) are 1-tautologies in each PC(h). For ( Ł GΠ ), if 1h = , we 

have (( )v &ϕ ϕ ψ→ → (( 0) (( ) ( ))))& &ϕ ψ ϕ ϕ ϕ ψ ψ ψ→ ∨ ∨ → ∧ → = ( ( )v ϕ  

1 ( )v ϕ→ 1 1 1 1( )) (( ( ) 0) ( ) (( ( ) ( )& v v v v vψ ϕ ψ ϕ ϕ→ → ∨ ∨ → 1 1( )) ( ( ) ( )& v v vϕ ψ ψ∧ → .

1 ( )))) 1& v ψ =  The similar proof for others (0 1)h ∈ , . For modus ponens observe that 

if 1x =  and 1hx → = , then necessarily 1y = .  

Definition 4. Let ϕ ψ, ∈  PC(h), if ϕ ψ→  and ψ ϕ→ , we say that ϕ  and ψ  is 

provable equivalence, and denote ϕ ψ .  

Proposition 3. The provable equivalence is an equivalence relation on PC(h).  

Proposition 4. The provable equivalence is a congruence relation on PC(h), i.e.  
(1) If ϕ ψ  and χ ω , then & &ϕ χ ψ ω .  

(2) If ϕ ψ  and χ ω , then ϕ χ ψ ω→ → .  

Proof. (1) If ϕ ψ  and χ ω , then & &χ ϕ χ ψ→  by ϕ ψ→ , (T4) and MP rule. 

Using (A3) and HS rule we get & &ϕ χ ψ χ→ . On the other hand, by χ ω→ ,(T4) 

and MP rule we have & &ψ χ ψ ω→ . Hence, & &ϕ χ ψ ω→  from HS rule. By the 

same method we can prove that & &ψ ω ϕ χ→ . Then, & &ϕ χ ψ ω .  

(2) If ϕ ψ  and χ ω , then ( ) ( )ϕ χ ϕ ω→ → →  by χ ω→  and left-isotonic rule 

(T6). According to pB A→  and right-antitonic rule (T7), we get 

( ) ( )ϕ ω ψ ω→ → → . Therefore, ( ) ( )ϕ χ ψ ω→ → →  from HS rule. By the same 

way, we can prove that ( ) ( )ψ ω ϕ χ→ → → .Then, ϕ χ ψ ω→ → . 

4   The  Algebra and the Completeness of  

Definition 5. A Ł GΠ algebra is a BL-algebra in which the identity 
( ) (( 0) ((∗ ∪ ∪x x y x y x   ) ( ))) 1∗ ∩ ∗ =x x y y y  is valid.  

Example. (1) MV-algebra, Product algebra and G-algebra are Ł GΠ algebra.  

The Axiomatization for 0- evel Universal Logic L
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   (2) For each (0 1]h ∈ , , ([0 1] min max 0 1)h h, , , , ∧ , , ,  which is called Ł GΠ  unit 

interval is a linear ordering Ł GΠ  algebra with its standard linear ordering.  

Definition 6. Let L  be a Ł GΠ  algebra. In an analogy, we define an L-evaluation of 
propositional variables to be any mapping v  assigning to each propositional variables 

p  an element ( )v p  of L . This extends on L  as truth function, i.e. (0) 0v = , 

( ) ( ( ) ( ))v v vϕ ψ ϕ ψ→ = , ( ) ( ( ) ( ))v & v vϕ ψ ϕ ψ= ∗ , and hence  

( ) ( ( ) ( ))v v vφ ψ ϕ ψ∧ = ∩ , ( ) ( ( ) ( ))v v vϕ ψ ϕ ψ∨ = ∪ , ( ) ( ( ) 0)v vϕ ϕ¬ = . 

All L-evaluations ( )v PC h L: →  are denoted by ( )LΩ . If ( ) ( ) 1v L v ϕ∀ ∈ Ω , = , 

then ϕ  is called an L-tautology. denoted by L ϕ . L ϕΓ  denotes that ϕ  is an L-

tautology whenever ( ) 1v Γ ⊆ .  

Theorem 2. (L-soundness) The system (0 1]hUL ∈ ,  is sound with respect to Ł GΠ -

tautologies: if ϕ  is provable in (0 1]hUL ∈ , , then ϕ  is an L-tautology for each Ł GΠ  

algebra L . More generally, if Γ  is a theory over the system (0 1]hUL ∈ ,  and Γ  proves 

ϕ , then, for each Ł GΠ  algebra L  and each L-tautology of v  of propositional vari-

ables assigning the value 1 to all the axioms of Γ  we have ( ) 1v ϕ = .  

Proof. Soundness of axioms is straightforward from the definition of Ł GΠ  algebra.  
If ϕΓ , then ϕ  is a axiom, or ϕ ∈ Γ , or ϕ  is obtained from ψ  and ψ ϕ→  by 

MP, where ψ  and ψ ϕ→  are Γ -consequence, and ( ) ( ) 1v vψ ψ ϕ= → = . If ϕ  is a 

axiom, or ϕ ∈ Γ , then ( ) 1v ϕ = . If ϕ  is obtained from ψ  and ψ ϕ→  by MP, then 

( ) ( ) ( ( )ϕ ψ ψ≥ ∗v v v  ( )) ( ) ( ( )) 1ϕ ψ ψ ϕ= ∗ → =v v v , hence ( ) 1v ϕ = .  

Definition 7. Let Γ  be a fixed theory over (0 1]hUL ∈ , . For each formula ϕ , let [ ]ϕ Γ  

be the set of all formulas ψ  such that ϕ ψΓ ≡  (formulas Γ -provably equivalent 

to ϕ  ). LΓ  is the set of all the classes [ ]ϕ Γ . We can give the following definitions:  

0 [0]Γ= ; 1 [1]Γ= ; [ ] [ ] [ ]&ϕ ψ ϕ ψΓ Γ Γ∗ = ; [ ] [ ] [ ]ϕ ψ ϕ ψΓ Γ Γ= → , 

[ ] [ ] [ ]ϕ ψ ϕ ψΓ Γ Γ∩ = ∧ ; [ ] [ ] [ ]ϕ ψ ϕ ψΓ Γ Γ∪ = ∨ .  

Definition 8. Let L  be a Ł GΠ  algebra. A filter on L  is a non-empty set F L⊆  

such that for each x y L, ∈ , a F∈  and b F∈  implies a b F∗ ∈ , a F∈  and a b≤  

implies b F∈ . F  is a prime filter if F  is a filter and for all a b L, ∈ , ( )a b F∈  

or b a F∈ .  

Proposition 5. Let L  be a Ł GΠ  algebra and let F  be a filter.  

1 The relation Fa  iff ( )a b F∈  and b a F∈ , is a congruence relation over 

a Ł GΠ  algebra.   
2 The quotient of L  by F  is a Ł GΠ  algebra  

3 The quotient algebra is linearly ordered iff F  is a prime filter.  
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Proof. Being a Ł GΠ  algebra is a BL-algebra plus the identity  
( ) (( 0) (( )∗ ∪ ∪ ∗x x y x y x x x  ( ))) 1∩ ∗ =y y y , 

so the proofs are analogous to those for BL-algebras.  

Proposition 6. Let L  be a Ł GΠ  algebra and let a L∈ , 1a ≠ . Then there is a prime 
filter F  on L  not containing a . 

Proof. There are filters not containing a , e.g. 0 {1}F = . We can show that the smallest 

filter containing F  as a subset and z  as an element is 

{ }F x L y F n N y z x′ = ∈ | ∃ ∈ ,∃ ∈ , ∗ ≤ . 

Indeed, if F F′′ ⊇  is a filter and z F∈  then for each y F∈  and n N∈ , ny z F ′′∗ ∈ ; 

on the other hand, F ′  itself is a filter since it is obviously closed under ∗  and con-
tains with each z  all z z′ ≥ . any filter not containing a  and b c L, ∈  are such that 

b c F∉  and c b F∉ , then there is the filter F ′  . 
Thus assume b c L, ∈ , s.t. b c F∉  and c b F∉ , let 

1 { ( ) }nF x L y F n N y b c x= ∈ | ∃ ∈ ,∃ ∈ , ∗ ≤ , 

2 { ( ) }nF x L y F n N y c b x= ∈ | ∃ ∈ ,∃ ∈ , ∗ ≤ . 

From above let 1F , 2F  be the smallest filters containing F  as a subset and b c , 

c b  respectively as an element.  
We claim that 1a F∉  or 2a F∉ . Assume the contrary; then for some y F∈ , and 

natural n , ( )y b c a∗ ≤  and ( )y c b a∗ ≤ , thus ( ) ( )a y b c y c b≥ ∗ ∪ ∗  

(( ) ( ) )n ny b c c c= ∗ ∪ 1y y= ∗ = , thus a F∈ , a contradiction. Thus, 1a F∉  or 

2a F∉ .  

Now if L  is countable, then we may arrange all pairs ( )b c,  from 2L  into a se-

quence {( ) }n nb c n N, | ∈ , put 0 {1}F =  and having constructed nF  such that na F∉  

we take 1n nF F+ ⊇  such that 1na F +∉  according to our construction; if possible we 

take 1nF +  such that 1( )n n nb c F +∈ . Our desired prime filter is the union n nF∪ .  

If L  is uncountable, then one has to use the axiom of choice and work similarly 
with a transfinite sequence of filters.  

Proposition 7. Each ΠŁ G  algebra is a subalgebra of the direct product of a system 
of linearly ordered ΠŁ G  algebra.  

Proof. Let { is a prime filter on }= |A F F L , then ≠ ∅A . For ∈F A  let = /FL L F  

and let ∗
∈

= ∏ FF A
L L . ∗L  is the direct product of linearly ordered ΠŁ G  algebra 

{ }| ∈FL F A . We may prove that the mapping ([ ] )∗
∈: → , → F F Ai L L x x  is an embed-

ding from L  to ∗L .  
Clearly this embedding preserves operations; it remains to show that it is one-one. 

∀ , ∈x y L  and ≠x y , without loss of generality, we assume x y , then ( ) 1≠x y . 

The Axiomatization for 0- evel Universal Logic L
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There exists a prime filter F  on L  such that ∉x y F  by proposition 6, thus 

[ ] [ ]F Fx y  in /L F , hence [ ] [ ]≠F Fx y , i.e. ( ) ( )≠i x i y .  

Proposition 8. [2] The logic ΠŁ G  proves ϕ  iff ϕ  is a tautology in each of the stan-

dard MV, product and G algebras.  
From remark 2, we can obtain the following theorem directly.  

Theorem 3. The system (0 1]hUL ∈ ,  proves ϕ  iff ϕ  is a tautology in each of the stan-

dard MV, product and G algebras.  

Theorem 4. ϕ  is a tautology in each of the ΠŁ G  unit interval iff ϕ  is a tautology in 

each of the standard MV, product and G algebras.  

Proof. Because 0 5 0 5([0 1] min max 0 1). ., , , ,∧ , , ,  is just standard MV-algebra, 

([0 1] min max, , , , 0 75 0 75 0 1). .∧ , , ,  is just standard product algebra, 

1 1([0 1] min max 0 1), , , ,∧ , , ,  is just standard G-algebra, then the necessity is obvious.  

Because for each (0 0 75)∈ , .h , ([0 1] min max, , , ,  0 1)∧ , , ,h h  is MV-algebra, for each 

(0 75 1)∈ . ,h , ([0 1] min max 0 1), , , , ∧ , , ,h h  is product algebra, for 1=h , 

([0 1] min max 0 1), , , , ∧ , , ,h h  is G-algebra, then from the completeness of MV, prod-

uct and G algebras, the sufficient condition also holds. 

Theorem 5. (Completeness) The system (0 1]∈ ,hUL  is complete, i.e. If ϕ , then ϕ . 

In more detail, for each formula ϕ , the following are equivalent:  

(1) ϕ  is provable in (0 1]∈ ,hUL , i.e. ϕ ,  

(2) ϕ  is an L-tautology for each ΠŁ G -algebra L ,  

(3) ϕ  is an L-tautology for each linearly ordered ΠŁ G -algebra L ,  

(4) ϕ is a tautology for each ΠŁ G unit interval, i.e. ϕ .  

Proof. The implications from (1) to (2) is soundness, (2) to (3) and (3) to (4) are triv-
ial to verify. From the above two theorems we can get (4) (1) directly. 

5   Some Extension Logics of  

According to the same method for (0 1]h ∈ , , we can also build up the systems 

(0 1)hUL ∈ , , [0 75 1]hUL ∈ . ,  and (0 0 75) 1hUL ∈ , . ∪  if we fix (0 1)h ∈ , , [0 75 1]h ∈ . ,  and 

(0 0 75) 1h ∈ , . ∪  respectively in PC(h). We can get the following. 

Definition 9. Axioms of the the system (0 1)hUL ∈ ,  are those of (0 1]hUL ∈ ,  plus  

( ŁΠ ) ( ( )) (( 0) )&ϕ ϕ ψ ϕ ψ→ → → ∨ . 

The deduction rule of (0 1)hUL ∈ ,  is modus ponens.  
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Definition 10. Axioms of the the system [0 75 1]hUL ∈ . ,  are those of (0 1]hUL ∈ ,  plus  

( GΠ ) ( ( 0)) 0ϕ ϕ∧ → → . 

The deduction rule of [0 75 1]hUL ∈ . ,  is modus ponens. 

Definition 11. Axioms of the the system (0 0 75) 1hUL ∈ , . ∪  are those of (0 1]hUL ∈ ,  plus  

( ŁG ) ((( 0) 0) ) ( ( ))&ϕ ϕ ϕ ϕ ϕ→ → → ∨ → . 
The deduction rule of (0 0 75) 1hUL ∈ , . ∪  is modus ponens. 

Theorem 6. (Soundness) (i) (0 1)hUL ∈ ,  is soundness, i.e. each formula provable in 

(0 1)hUL ∈ ,  is a 1-tautology of each PC(h) ( (0 1)h ∈ , ), i.e. if ϕ , then ϕ .  

(ii) [0 75 1]hUL ∈ . ,  is soundness, i.e. each formula provable in [0 75 1]hUL ∈ . ,  is a 1-

tautology of each PC(h) ( [0 75 1]h ∈ . , ), i.e. if ϕ , then ϕ .  

(iii) (0 0 75) 1hUL ∈ , . ∪  is soundness, i.e. each formula provable in (0 0 75) 1hUL ∈ , . ∪  is a 1-

tautology of each PC(h) ( (0 0 75) 1h ∈ , . ∪ ), i.e. if ϕ , then ϕ .  

Theorem 7. (Completeness) (i) The system (0 1)hUL ∈ ,  is complete, i.e. If ϕ  is a tautol-

ogy for each PC(h)( (0 1)h ∈ , ), then ϕ  is provable in (0 1)hUL ∈ , , i.e. If ϕ , then ϕ .  

(ii) The system [0 75 1]hUL ∈ . ,  is complete, i.e. If ϕ  is a tautology for each 

PC(h)( [0 75 1]h ∈ . , ), then ϕ  is provable in [0 75 1]hUL ∈ . , , i.e. If ϕ , then ϕ .  

(iii) The system (0 0 75) 1hUL ∈ , . ∪  is complete, i.e. If ϕ  is a tautology for each 

PC(h)( (0 0 75) 1h ∈ , . ∪ ), then ϕ  is provable in (0 0 75) 1hUL ∈ , . ∪ , i.e. If ϕ , then ϕ . 

6   Conclusion 

In this paper a propositional calculus formal deductive system (0 1]∈ ,hUL  of 0-level 

universal logic is built up. The soundness theorem and some other theorems of 
(0 1]∈ ,hUL  are proven. Moreover, we prove the system (0 1]∈ ,hUL  is complete with re-

spect to the 0-level continuous universal AND operators on [0,1]. Three extension 
logics of  (0 1]∈ ,hUL  are also introduced.  
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Abstract. We first deduce the variance formulas of normal, triangular
and trapezoidal fuzzy variables in credibility theory. Then two classes of
fuzzy portfolio selection models are built based on credibility measure,
the expected value and variance of a fuzzy variable. To solve the pro-
posed models, a genetic algorithm is employed. Finally, two numerical
examples are provided for the proposed portfolio selection models to test
the designed algorithm.

1 Introduction

Markowitz [12][13] applied probability theory to the portfolio selection prob-
lem and proposed the famous mean-variance model. He considered return rates
of individual bonds as random variables. In the mean-variance model, the ex-
pected value and variance of the return rate were taken as the investment return
and risk, respectively. Since then, a large number of portfolio selection mod-
els have been proposed [1][7][14][17]. In all these models, the return rates of
bonds have been treated as random variables and the portfolio selection prob-
lem has been formulated as a stochastic programming problem for a long time.
On the other hand, based on possibility theory [4][18], a lot of researchers such
as Carlsson, Fullér and Majlender [2], Inuiguchi and Tanino [6], Tanaka, Guo
and Türksen [16] and León, Liern and Vercher [8] have devoted their efforts to
the fuzzy portfolio selection problem. It is known that an investor will decide
the investment proportion to each investment type according to the return rate
of each investment type. But the investor cannot know the exact return rate
in the decision-making stage. In order to estimate the return rate, the investor
will take experts’ knowledge into account. To that end, a fuzzy variable is an
appropriate tool. So it is reasonable to treat the return rate of the investment
type as a fuzzy variable. As a consequence, the portfolio selection problem is
formulated as a fuzzy programming problem. Since experts’ knowledge is very
valuable in a decision-making process, fuzzy portfolio selection models are use-
ful in real investment problems. Traditionally, possibility measure is regarded as
the counterpart of probability measure and is widely used in literature. How-
ever, it is the credibility measure [10] that plays the role of probability measure
in fuzzy decision systems. Consequently, a new theory, called credibility theory,

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 377–386, 2006.
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has been developed by the motivation of the facts in [11]. Credibility measure is
nonadditive and is employed to measure the degree to which a fuzzy event holds.
Based on credibility measure, Liu and Liu [10] also defined the expected value
and variance of a fuzzy variable. This paper will give the variance formulas of
three common fuzzy variables, and employ credibility theory to study portfolio
selection problems. In our portfolio selection models, we treat the return rate as
a fuzzy variable, and use the expected value and variance [10] of a fuzzy variable
to characterize the return and risk of the investment.

The rest of the paper is organized as follows. Section 2 introduces the calcu-
lating formulas of the variances of three common fuzzy variables in credibility
theory. In Section 3, we will give the portfolio selection models based on cred-
ibility measure, the expected value and variance of a fuzzy variable. A genetic
algorithm to solve the portfolio selection problem is described in Section 4, and
two numerical examples are also provided in this section. Finally, a brief sum-
mary is given in Section 5.

2 Several Useful Variance Formulas

Let ξ be a fuzzy variable with possibility distribution μ : R → [0, 1]. A fuzzy
variable is said to be normal if there exists a real number r such that μ(r) = 1.
In this paper, we always assume that the fuzzy variables are normal.

Let r be a real number. It is well known that the possibility of the event
{ξ ≥ r} is defined by

Pos{ξ ≥ r} = sup
u≥r

μ(u), (1)

and the necessity of the event {ξ ≥ r} is defined by

Nec{ξ ≥ r} = 1 − Pos{ξ < r}. (2)

Definition 1 ([10]). Let ξ be a fuzzy variable. For any r ∈ �, the credibility of
the fuzzy event {ξ ≥ r} is defined as

Cr{ξ ≥ r} =
1
2
(1 + Pos{ξ ≥ r} − Pos{ξ < r}). (3)

Definition 2 ([10]). Let ξ be a fuzzy variable. The expected value of ξ is defined
as

E[ξ] =
∫ ∞

0

Cr{ξ ≥ r}dr −
∫ 0

−∞
Cr{ξ ≤ r}dr. (4)

If ξ = n(m, σ) denotes a normal fuzzy variable with possibility distribution

μ(r) = exp
(−(r − m)2

2σ2

)
, (5)

then the expected value of ξ is E[ξ] = m.
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If ξ = (r0, α, β) is a triangular fuzzy variable with center r0, left-width α > 0
and right-width β > 0, and possibility distribution

μ(r) =

⎧⎨⎩
r−r0+α

α , if r0 − α ≤ r ≤ r0
r0+β−r

β , if r0 ≤ r ≤ r0 + β

0, otherwise,
(6)

then the expected value of ξ is E[ξ] = 1
4 (4r0 − α + β).

If ξ = (r1, r2, α, β) is a trapezoidal fuzzy variable with left-width α > 0 and
right-width β > 0, and possibility distribution

μ(r) =

⎧⎪⎪⎨⎪⎪⎩
r−r1+α

α , if r1 − α ≤ r ≤ r1

1, if r1 ≤ r ≤ r2
r2+β−r

β , if r2 ≤ r ≤ r2 + β

0, otherwise,

(7)

then E[ξ] = 1
4 (2r1 + 2r2 − α + β).

Definition 3 ([10]). Let ξ be a normalized fuzzy variable with finite expected
value. The variance of ξ is defined as

V [ξ] = E[(ξ − E[ξ])2]. (8)

For the variances of normal, triangular and trapezoidal fuzzy variables, we
have the following results:

Proposition 1. If ξ = n(m, σ) is a normal fuzzy variable with possibility dis-
tribution μ(r) = exp(−(r−m)2

2σ2 ), then V [ξ] = σ2.

Proof. We have E[ξ] = m based on Definition 2. In addition, for any r ≥ 0, since

Pos{(ξ − m)2 = r} = Pos({ξ − m =
√

r} ∪ {ξ − m = −
√

r})
= Pos{ξ − m =

√
r} ∨ Pos{ξ − m = −

√
r}, (9)

we have

Pos{(ξ − m)2 ≥ r} = exp
( −r

2σ2

)
and

Cr{(ξ − m)2 ≥ r} =
1
2

exp
( −r

2σ2

)
.

As a consequence,

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr = σ2.

The proof is complete. ��
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Proposition 2. If ξ = (r0, α, β) is a triangular fuzzy variable, then

V [ξ] =

⎧⎪⎨⎪⎩
33α3+11αβ2+21α2β−β3

384α , α > β
α2

6 , α = β
33β3+11α2β+21αβ2−α3

384β , α < β.

(10)

Proof. Let m = E[ξ]. In the case of α = β, by (9) we have

Pos{(ξ − m)2 ≥ r} =

{
β−√

r
β , 0 ≤ r ≤ β2

0, β2 ≤ r,

Cr{(ξ − m)2 ≥ r} =

{
β−√

r
2β , 0 ≤ r ≤ β2

0, β2 ≤ r,

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr =
α2

6
.

In the case of α > β, we have

Pos{(ξ − m)2 ≥ r} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, 0 ≤ r ≤ (r0 − m)2
r0+β−m−√

r
β , (r0 − m)2 ≤ r ≤ rs

−√
r−(r0−α−m)

α , rs ≤ r ≤ (r0 − α − m)2

0, (r0 − α − m)2 ≤ r,

Cr{(ξ − m)2 ≥ r} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 −

√
r−(r0−α−m)

2α , 0 ≤ r ≤ (r0 − m)2
r0+β−m−√

r
2β , (r0 − m)2 ≤ r ≤ rs

−√
r−(r0−α−m)

2α , rs ≤ r ≤ (r0 − α − m)2

0, (r0 − α − m)2 ≤ r,

where rs = (α+β)2

16 . As a consequence,

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr =
33α3 + 11αβ2 + 21α2β − β3

384α
.

In the case of α < β, we have

Pos{(ξ − m)2 ≥ r} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, 0 ≤ r ≤ (r0 − m)2
−√

r−(r0−α−m)
α , (r0 − m)2 ≤ r ≤ rs

r0+β−m−√
r

β , rs ≤ r ≤ (r0 + β − m)2

0, (r0 + β − m)2 ≤ r,

Cr{(ξ − m)2 ≥ r} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 − r0+β−m+

√
r

2β , 0 ≤ r ≤ (r0 − m)2
−√

r−(r0−α−m)
2α , (r0 − m)2 ≤ r ≤ rs

r0+β−m−√
r

2β , rs ≤ r ≤ (r0 + β − m)2

0, (r0 + β − m)2 ≤ r.
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Therefore, we have

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr =
33β3 + 11α2β + 21αβ2 − α3

384β
.

The proof is complete. ��

Proposition 3. Let ξ = (r1, r2, α, β) be a trapezoidal fuzzy variable with ex-
pected value m. Then
(1) If α = β, then

V [ξ] =
3(r2 − r1 + β)2 + β2

24
. (11)

(2) If α > β, then

V [ξ] =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
6 [− (r2−m)3

β − (r1−α−m)3

α

+ (αr2+βr1−m(α+β))3

αβ(α−β)2 ], if r1 − m < 0
1
6 [ (r1−m)3

α − (r2−m)3

β − (r1−α−m)3

α

+ (αr2+βr1−m(α+β))3

αβ(α−β)2 ], if r1 − m ≥ 0.

(12)

(3) If α < β, then

V [ξ] =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
6 [ (r1−m)3

α + (r2+β−m)3

β

− (αr2+βr1−m(α+β))3

αβ(α−β)2 ], if r2 − m > 0
1
6 [ (r1−m)3

α + (r2+β−m)3

β − (r2−m)3

β

− (αr2+βr1−m(α+β))3

αβ(α−β)2 ], if r2 − m ≤ 0.

(13)

Proof. We only prove the assertions (1) and (2). The third can be proved
similarly.
(1) If α = β, then we have

Cr{(ξ − m)2 ≥ r} =

⎧⎨⎩
1
2 , 0 ≤ r ≤ (r2 − m)2
r2+β−m−√

r
2β , (r2 − m)2 ≤ r ≤ (r2 + β − m)2

0, (r2 + β − m)2 ≤ r.

So

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr =
3(r2 − r1 + β)2 + β2

24
.

(2) Let α > β. If r1 − m < 0, then we have

Cr{(ξ − m)2 ≥ r} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2 , 0 ≤ r ≤ (r2 − m)2
r2+β−m−√

r
2β , (r2 − m)2 ≤ r ≤ rs

−√
r−(r1−α−m)

2α , rs ≤ r ≤ (r1 − α − m)2

0, (r1 − α − m)2 ≤ r,
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where rs = (αr2+βr1−mα−mβ
α−β )2. As a consequence,

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr

=
1
6
[− (r2 − m)3

β
− (r1 − α − m)3

α
+

(αr2 + βr1 − m(α + β))3

αβ(α − β)2
].

If r1 − m ≥ 0, then we have

Cr{(ξ − m)2 ≥ r} =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1 −
√

r−(r1−α−m)
2α , 0 ≤ r ≤ (r1 − m)2

1
2 , (r1 − m)2 ≤ r ≤ (r2 − m)2
r2+β−m−√

r
2β , (r2 − m)2 ≤ r ≤ rs

−√
r−(r1−α−m)

2α , rs ≤ r ≤ (r1 − α − m)2

0, (r1 − α − m)2 ≤ r.

Therefore, we have

V [ξ] = E[(ξ − m)2] =
∫ ∞

0

Cr{(ξ − m)2 ≥ r}dr

=
1
6
[
(r1 − m)3

α
− (r2 − m)3

β
− (r1 − α − m)3

α
+

(αr2 + βr1 − m(α + β))3

αβ(α − β)2
].

The proof is complete. ��

In the following sections, these formulas will be used to solve portfolio selection
problems.

3 Formulation of Portfolio Selection Problem

In a fuzzy decision system, fuzzy portfolio selection problem can be described as
follows. Assume that an investor wants to allocate his wealth of one unit among
n investment types. Each investment type is characterized by a fuzzy return and
thus its risk is measured by the variance of the fuzzy return. The objective of the
investor is to find the proportions of his wealth to be invested in each investment
type in order to get a desired portfolio selection.

In this section, we will give two types of portfolio selection problem in fuzzy
decision systems under two different optimization decision criteria.

First, following the idea of the mean-variance model, we use the expected
value of the return rate to quantify the investment return, and the variance of
the return rate to characterize the investment risk. If the return rate is treated
as a normal (triangular or trapezoidal) fuzzy variable, then we can obtain the
expected value and variance of the return rate by using the formulas given in
Section 2.

If an investor wants to maximize the return and minimize the risk simulta-
neously, then the portfolio selection problem may be formulated as the following
bi-objective programming problem:
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max E[

∑n
i=1 ξixi]

min V [
∑n

i=1 ξixi]
s.t.
∑n

i=1 xi = 1,
xi ≥ 0, i = 1, 2, · · · , n

(14)

where ξi is the return rate of the i-th investment type and assumed to be a fuzzy
variable, and xi is the decision variable which shows the investment proportion
to the i-th investment type.

Although this model reflects all investors’ investment expectations, it de-
scribes only an ideal result which can not be realized in a real investment en-
vironment. That is to say we can not find a decision which is suitable for the
investor to minimize the risk and maximize the return simultaneously. Further-
more, instead of a single optimal solution, we usually obtain the Pareto-optimal
solutions [3] of the above model. For this case, the investor can use many dif-
ferent multiobjective optimization methods such as the weighting method, the
constraint method and goal programming [15]. In this section, we adopt the
weighting method to turn the above model into the following single objective
model: ⎧⎨⎩

max ωE[
∑n

i=1 ξixi] − (1 − ω)V [
∑n

i=1 ξixi]
s.t.

∑n
i=1 xi = 1,

xi ≥ 0, i = 1, 2, · · · , n
(15)

where the weighting coefficient ω ∈ [0, 1] denotes the degree that the investor is
willing to burden risk. The greater ω is, the higher degree the investor is willing
to burden risk. When ω = 1 , the investor will ignore the risk, when ω = 0, the
investor will be extremely conservative.

Second, suppose that an investor has invested his money in some investment
types. If the return on other investment types is higher than the investor’s chosen
types, the investor may regret his choices. Since we cannot know the return rate
in the decision-making stage, any investment decision may bring regret to the
investor. If the investor is interested in minimizing the pessimistic value to the
regret, then the portfolio selection problem can be built as the following chance-
constrained programming [9]:⎧⎪⎪⎨⎪⎪⎩

min r̄
s.t. Cr{r(

∑n
i=1 ξixi) ≤ r̄} ≥ α,∑n

i=1 xi = 1,
xi ≥ 0, i = 1, 2, · · · , n

(16)

where r(
∑n

i=1 ξixi) is the regret which can be quantified by many different ways
(see [6]), α ∈ (0, 1] is a prescribed confidence level, and r̄ is the α-pessimistic
value to the regret r(

∑n
i=1 ξixi).

4 Genetic Algorithm and Numerical Examples

In this section, we will use genetic algorithm to solve fuzzy portfolio selection
problems. Genetic algorithm is a type of stochastic search method based on
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the mechanics of natural selection and natural genetics. Genetic algorithm has
demonstrated considerable success in providing good solutions to many complex
optimization problems. For detailed discussion about the genetic algorithm, the
interested readers may refer to [5]. The genetic algorithm procedure is described
as follows:

Step 1. Initialize pop-size chromosomes at random.
Step 2. Update the chromosomes by crossover and mutation operations.
Step 3. Calculate the objective values for all chromosomes.
Step 4. Compute the fitness of each chromosome according to the objective

values.
Step 5. Select the chromosomes by spinning the roulette wheel.
Step 6. Repeat the second to fifth steps for a given number of cycles.
Step 7. Report the best chromosome as the optimal solution.

We now solve two numerical examples by genetic algorithm described above
with the following parameters: the population size is 30, the probability of
crossover is 0.3, and the probability of mutation is 0.2.

Example 1. Consider the following fuzzy portfolio selection model:⎧⎨⎩
max ωE[

∑5
i=1 ξixi] − (1 − ω)V [

∑5
i=1 ξixi]

s.t.
∑5

i=1 xi = 1,
xi ≥ 0, i = 1, 2, · · · , 5,

(17)

where ξ1 = n(0.26, 0.1170), ξ2 = n(0.23, 0.0977), ξ3 = n(0.21, 0.0977), ξ4 =
n(0.16, 0.0818) and ξ5 = n(0.06, 0.06) are normal fuzzy variables.

Since ξi, i = 1, · · · , 5 are normal fuzzy variables,
∑5

i=1 ξixi is also a normal
fuzzy variable, and we can calculate E[

∑5
i=1 ξixi] and V [

∑5
i=1 ξixi] by the for-

mulas given in Section 2. For different values of ω, 500 generations of genetic
algorithm provides the following results:

Table 1.

ω (x1, x2, x3, x4, x5) E V

0 (0,0,0,0,1) 0.06 0.0036
0.2 (0.9186,0.0813,0,0,0) 0.2576 0.0133
0.5 (0.9763,0.0233,0.0004,0,0) 0.2593 0.0136
0.8 (0.9994,0.0005,0.0001,0.0001,0) 0.26 0.0137
1 (0.9630,0.0369,0.0001,0,0) 0.2589 0.0135

From the distribution of ξi(i = 1, · · · , 5), we know that V [ξi] > V [ξj ]
(i < j) and E[ξi] > E[ξj ] (i < j). Since ω = 0 implies that the investor is
very conservative, the solution suggests an investment in the fifth type of invest-
ment whose risk is the least and so is more suitable for the conservative investor.
When the investor is willing to take more risk (ω > 0), the solutions suggest the
investments in the first type whose expected return is the largest.
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Example 2. Consider the following fuzzy portfolio selection model:⎧⎪⎪⎨⎪⎪⎩
min r̄

s.t. Cr{r(
∑5

i=1 ξixi) ≤ r̄} ≥ α,∑5
i=1 xi = 1,

xi ≥ 0, i = 1, 2, · · · , 5,

(18)

where ξi, i = 1, · · · , 5 are the same fuzzy variables as in Example 1.

Let r(
∑5

i=1 ξixi) = max
i

{ξi −
∑5

i=1 ξixi, i = 1, 2, · · · , 5}. Note that minimiz-

ing r̄ is equivalent to minimizing ξi −
∑5

i=1 ξixi, i = 1, 2, · · · , 5, simultaneously;
no matter which investment types have the best return, we have the least regret
if r̄ is minimized. For α = 0.9 and α = 0.95, we run the genetic algorithm 500
generations, and get the results reported in Table 2.

Table 2.

α (x1, x2, x3, x4, x5) r̄

0.9 (0.4136,0.3065,0.2495,0.0304,0) 0.2513
0.95 (0.3898,0.2970,0.2556,0.0576,0) 0.3066

From the results we can see that two distributive investment solutions to the
portfolio selection model (18) are obtained.

5 Concluding Remarks

The major results can be summarized as the following three aspects:

(i) The variance formulas of normal, triangular and trapezoidal fuzzy variables
were given.

(ii) Two kinds of fuzzy portfolio selection models were proposed based on cred-
ibility theory.

(iii) Two numerical examples were provided, and the second example illustrated
that the model based on “the minimize regret criterion” can derive distribu-
tive investment solutions.
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Abstract. A new method of fuzzy multiple reference models adaptive
control (FMRMAC) for dealing with significant and unpredictable sys-
tem parameter variations is presented. In this method, a suitable ref-
erence model is chosen by parameters estimation and fuzzy rules when
changes occurred to the original model parameters. A successful appli-
cation to the speed servo system of a dynamic model of a Brushless DC
motor (BLDCM) shows this method works well with high dynamic per-
formance under the condition of command speed change and load torque
disturbance, so the applicability and validity of FMRMAC in pa-rameters
variation system accommodation control was proven.

1 Introduction

Most industrial systems are non-linear with strong coupling and multiple states.
Under the disturbance of noise, imprecise modeling and time-varying target, the
systems usually have some uncertainties. Usually the adaptive control theory
is a very useful way for handing these cases and the reference model adaptive
control method (MRAC) is especially effective when the objective is to track
the output with a command or trajectory. Much research using this approach
has been performed, and provides better results than the conventional PI con-
troller [13]. However, when there is a sudden change in the system parameters,
due to the target changing or inter-nal/external disturbance, such dynamic con-
trollers fail to perform the given performance criteria and will even make the
system unstable [4]. Therefore, Narendra [5] introduced the concept of multi-
ple reference models, but how to choose a suitable model is the focus of our
studies.

In 1965, the fuzzy theory was proposed by Zadeh. Due to its simplicity in
dealing with complex processes, it has been used as a highly effective way to
optimize the settlement of complicated problems in many fields [6]. Fuzzy logic
rules are the algorithms for synthesizing the linguistic control protocol of the
experience of the skilled human operator. In the past, more attention had been
paid to the application of the fuzzy theory to optimize the controller than to
fuzzy classification and fuzzy selection. In fact, fuzzy logic rules have a strong
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c© Springer-Verlag Berlin Heidelberg 2006
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ability to sort through different situations of a system and to choose the most
appropriate control strategy [7].

In this paper, we propose a new method which combines the fuzzy selection
with multiple reference models adaptive control and we have named it fuzzy mul-
tiple reference models adaptive control method (FMRMAC). In this method, a
novel multiple input indirect adaptive algorithm is given, the fuzzy rules are de-
signed to classify the system situation and choose properly the model which is to
be the reference model. A mathematical model of BLDCM is used for testing the
FMRMAC system with MATLAB. The simulation results show this method has
a strong ability to adapt the conversion between high speed and low speed, or load
torque alteration.

The paper is organized as follows. In Section 2, the structure of the control
system is proposed. Section 3 is devoted to the description of the FMRMAC
approach. A simulation example is given in Section 4. Finally, some concluding
remarks are drawn in Section 5.

2 Structure of the Control System

The fuzzy multiple reference models adaptive control system is shown in Figure 1,
including its five parts: indirect adaptive algorithm, controller, plant, multiple ref-
erence models, and fuzzy selection mechanism. The solid line shows the adaptive
control layer, and the dotted line shows the intelligent adjustment layer. The plant
auxiliary parameters and system input signal are utilized as the inputs of the fuzzy
system, and with the choosing of a reference model by fuzzy logic rules, the output
of the plant is made to track the reference model.

Controller

Adaptive
algorithm

Plant

Multiple
reference  models

Fuzzy selection

e

Intelligent adjustment layer

output

Reference output

Adaptive control layer

u( t)

£«

£›

input

Fig. 1. Fuzzy multiple reference models adaptive control system
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3 The FMRMAC Approach

3.1 Indirect Model Reference Adaptive Control

Consider a system described by a non-linear input-output model of the form:

A(q−1)y(n) = q−d1B(q−1)u(n) + q−d2C(q−1)v(n) + L(q−1)Ξ(n) (1)

where:
A(q−1) = 1 + a1q

−1 + · · · + anaq−na,

B(q−1) = b0 + b1q
−1 + · · · + bnbq

−nb, b0 �= 0

C(q−1) = c0 + c1q
−1 + · · · + cncq

−nc, c0 �= 0

L(q−1) = 1 + l1q
−1 + · · · + lnlq

−nl

q−1 is the backward shift operator, and we have q−mx(n) = x(n − m) , y(n) is
the measurable output, u(n) and v(n) are control inputs, Ξ(n) is assumed as
the white noise with zero mean and its variance is σ2. d1 ≥ 1 and d2 ≥ 1 are
integers representing the plant time delay.

Choose the reference model of the form:

D(q−1)ym(n) = q−d1E(q−1)um(n) + q−d2F (q−1)vm(n)

Where D(·)E(·) F (·) are the matrix polynomials of backward shift operator
q−1. In case of Ξ ≡ 0, defining η(n) = y(n) − ym(n), the control objectives are
achieved if the following equation holds:

D1(q−1)η(n + 1) = 0 (2)

Using the well-known Bezout identity:

D1(q−1) = A(q−1)D(q−1) + q−1R(q−1) (3)

where:
S(q−1) = 1 + s1q

−1 + · · · + snsq
−ns

R(q−1) = r0 + r1q
−1 + · · · + rnrq

−nr

Introducing (3) into (2), it can be formulated that:

D1(q−1)η(n + 1) = q−d1+1B(q−1)S(q−1)u(n) + q−d2+1C(q−1)S(q−1)v(n)

+R(q−1)y(n) − D1(q−1)ym(n + 1) (4)

Given d1 ≤ d(2), and define τ = d2 − d1, multiplying the factor qd1−1 at both
sides of (4), gives:

B(q−1)S(q−1)u(n) + C(q−1)S(q−1)v(n − τ) + R(q−1)y(n + d1 − 1)

−D1(q−1)ym(n + d1) = 0 (5)
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From (5), we have:

u(t) =
1
b0

[−Bs(q−1)u(n − 1) − Cs(q−1)v(n − τ) − R(q−1)y(n + d1 − 1)

+D1(q−1)ym(n + D1)]

=
1
b0

[D1(q−1)ym(n + d1) − P T Φ(n)]

Where PT = [b0s1+b1, b1s1+b0s2+b2, · · · , c0s1+c1, c1s1+c0s2+c2, · · · , r0, · · · ,
rnr] , ΦT (n) = [u(n − 1), · · · , u(n − ns − nb), v(n − τ), · · · , v(n − τ − ns −
nc), y(n+d1 −1), · · · , y(n+d1 −nr−1)] , and using the reference model output
ym(n + i), i = 1, · · · , d1 − 1 to replace the future output of plant y(n + i):

Φ̂T (n) = [u(n − 1), · · · , u(n − ns − nb), v(n − τ), · · · , v(n − τ − ns − nc),

ym(n + d1 − 1), · · · , ym(n + 1), y(n), · · · , y(n + d1 − nr − 1)]

Now, one of the system inputs is generated as follows:

u(n) =
1
b0

[D1(q−1)ym(n + d1) − PT Φ̂(n)] (6)

Multiplying the factor qd2−1 at both sides of (4), we get:

B(q−1)S(q−1)u(n + τ) + C(q−1)S(q−1)v(n) + R(q−1)y(n + d2 − 1)

−D1(q−1)ym(n + d2) = 0 (7)

v(n) =
1
c0

[−Cs(q−1)v(n − 1) − Bs(q−1)u(n + τ) − R(q−1)y(n + d2 − 1)

+D1(q−1)ym(n + d2)]

=
1
c0

[D1(q−1)ym(n + d2) − P
T
Φ(n)]

where P
T

= [c0s1+c1, c1s1+c0s2+c2, · · · , b0s1+b1, b1s1+b0s2+b2, · · · , r0, · · · ,

rnr] Φ
T
(n) = [v(n−1), · · · , v(n−ns−nc), u(n+τ), · · · , u(n+τ −ns−nb), y(n+

d2−1), · · · , y(n+d2−nr−1)], and using the reference model output ym(n+i), i =
1, · · · , d2 − 1 to replace the future output of plant y(n + i), also considering at
time n, the controller output values [u(n +1), · · · , u(n + τ)] do not exist yet, we

have to use the u(n) to approximate to them. Define Φ̂
T

(n) = [v(n−1), · · · , v(n−
ns−nb), u(n), · · · , u(n − 1), · · · , u(u + τ −ns −nb), ym(n + d2 − 1), · · · , ym(n +
1), y(n), · · · , y(n + d2 − nr − 1)],then:

v(n) =
1
c0

[D1(q−1)ym(n + d2) − P
T
Φ̂(n)] (8)

From (6) and (8), it can be seen that the controller output depends on the output
of the reference model. If a suitable reference model in different situations is
chosen, the performance of the system can be improved.
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3.2 Parameter Estimation

The recursive least-squares algorithm is adopted in this paper for parameters
prediction. Introducing the filtered operator, let:

η̃ = D1(q−1)η(n)

ỹ(n) = D1(q−1)y(n)

ỹm(n) = D1(q−1)ym(n)

Ξ̃(n) = S(q−1)L(q−1)Ξ(n)

Notice 1. The filter operator introduced to deal with the noise only makes form
changes on the output of plant and reference model, and has no influence on
these in the real system.

Considering the noise, the equation (4) can be written as:

η̃(n + 1) = ϕT m(n) − ỹm(n + 1) + Ξ̃(n + 1) (9)

where:

mT (n) = [u(n − d1), · · · , u(n − d1 − ns − nb), v(n − d2), · · · ,

v(n − d2 − ns − nc), y(n − 1), · · · , y(n − nr)]

ϕT = [b0, b0s1 + b1, · · · , bnbsns, c0, c0s1 + c1, · · · , cncsns, r0, · · · , rnr]

From (9), we can obtain:

ỹ(n + 1) = ϕT m(n) + Ξ̃(n + 1) (10)

Then, we can get the formula of unbiased and minimum variance estimation:

ϕ̂(n + 1) = ϕ̂(n) + Γ (n + 1)[ỹ(n + 1) − ϕ̂T (n)m(n)]

Γ (n + 1) = P (n)m(n)[mT (n)P (n)m(n) + σ2]−1

P (n + 1) = P (n) − Γ (n + 1)m(n)P (n)

where Γ (n) = [mT (n)m(n)]−1 is covariance function, and σ2 = (1+
∑ns

i=1 s2
i )σ

2.

3.3 Structure of Reference Model

Choosing a discrete objective with dual inputs as reference model:

D(q−1)ym(n) = q−d1E(q−1)um(n) + q−d2F (q−1)vm(n) (11)

And (11) can be rewritten as:

ym(n) = q−d1
E(q−1)
D(q−1)

um(n) + q−d2
F (q−1)
D(q−1)

vm(n) (12)
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From (12), the model construction parameters be described as:

θ̃ =
[
e0 · · · ene f0 · · · fnf 1 · · · dnd

]T (13)

The vector θ̃ was used to describe the dynamic characteristics of the system.
If set to the fixed values, they will represent a single reference model. On the
other hand, if different values are chosen for them on line, this means the poles
and zeros of the system have changed, and different reference models are given,
i.e., multiple reference models.

3.4 Fuzzy Classification and Fuzzy Selection

In this paper, the parameters changing space S are regarded as the universe of
discourse U ( U can be discrete or continued aggregate). According to the states
of the system, the universe of discourse can be separate into several subspaces
{Ai}, i = 1, 2, · · · , n . For every reference model, there exists a subspace in the
finite reference model ranges which fully determines the plant parametric change.
This concept is outlined in Figure 2.

Subspace

Subspace ...

...

Subspace

n

The universes of
discourse  U

1

i

Fig. 2. Domain of subspaces with parametric transformation

Using Gauss function as membership function, then the membership function
of the fuzzy subset {Ai} with center ci can be described as:

Oi(Xk) = exp(−‖ Xk − ci ‖2

2ξ2
i

)

Where ‖ · ‖ is Euclidean norm. Xk is the kth input of universe of discourse. ξi

is the width of subset {Ai}.
The multiple reference models describe the desired input/output properties

of the closed-loop plant for different environment conditions. Consider a fuzzy
system output denoted by a function f(X):

f(X) =
∑n

i=1 riμi∑n
i=1 μi

(14)
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Where n is the number of fuzzy logic rules. Assuming that this fuzzy system
is constructed in such a way that the

∑n
i=1 μi �= 0 for every relevant auxiliary

state and the system input, then (14) can be rewritten in the following form [8]:

f(X) = MT θ (15)

where:
MT =

[
r1 r2 · · · rn

]
is input vector, and θ =

[
μ1 · · · μn

]
∑n

i=1 μi
is the vector of membership functions.

Then the fuzzy linguistic rules base involved in the FMRMAC system can be
summarized as:

Rule i,

If x1 is M̃i1 · · · and xn is M̃in

Then ri is
[
r1
i r2

i · · · rm
i

]T , m = ne + nf + nd + 2
As the rank of the polynomial is known, we can adjust the poles and the

zeros of the reference model:

θ̃∗ = � · f(X) · θ̃ (16)

where � is the operator factor, θ̃ is the structure parameter of the reference
model, and the θ̃∗ denotes the modified parameters.

4 Simulation

To test the accuracy of the controllers, two kinds of methods (MRAC and FM-
RMAC) were applied to speed servo system of BLDC [10]. The parameters
are: DC voltage U = 36V , resistance of stator phase winding R = 5Ω, self-
inductances of the stator respectively L = 0.002H , mutual inductances of stator
respectivelyM = −0.0067H , moment of inertia J = 0.003kg · m, rated speed
n = 2500r/min , number of pole pairs np = 1.

As shown in Figure 3, a case study was performed to show the effect of
changing the system conditions on the different controller performances. Under

BLDCM

Inverter

Reference

speed

Fuzzy

selection

block

MMRAC speed 

controller

Hysteresis

current

controller

Refernce
current

Input current 
of model 

PWM
signal

Load torque

Position
signalaI

cba III ,,

Fig. 3. BLDC control system in Matlab/Simulink
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Table 1. Fuzzy rule base

Stator current of phase A
Reference input VS S M L VL

VS VS VS S M L
S VS S M M L
M S M L L VL
L M S M L VL

VL VL L VL VL VL

 

Fig. 4. Ratiocination space of fuzzy selection

the tremendous changes of command speed (1800r/min-130r/min) and the load
torque disturbance (1N ·m -5N ·m), two methods were compared with each other.
The fuzzy rules of FMRMAC are presented in Table 1, and the Ratiocination
space of membership function is shown in Figure 4. The input and output of the
fuzzy selection can be adjusted to normalize the universes of discourse for some
certain ranges. Here, inputs are normalized to [0, 20], and outputs are normalized
to [2, 10].

The speed response using MRAC and FMRMAC controller respectively are
shown in Figures 5 and 6, where the command speed is a step function, the
initial speed is 1800r/min, and at time 0.5 second, the command speed reduce
to 130r/min. As shown in the figures, the MRAC behave well at high speed,
but failed to track at low speed, because the original model is not suitable for
the new command speed. On the other hand, the FMRMAC showed perfect
responses to the variable step speed.

Figures 7 and 8 show the load torque disturbance rejection capability by
MRAC controller and FMRMAC controller. As seen from the Figures 7 and 8
the initial torque is 1N · m , and at time 0.6 second the torque adds to 5N · m.
For tracking the command speed while the load torque is 1N ·m, the MRAC has
significant overshoot and emerges with a steady-state error. Compared to the
simulation results of MRAC, FMRMAC performs much better showing almost
no speed change when the load torque is disturbed.
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Fig. 5. Speed tracking performance-
MRAC (Command speed: 1800r/min-
130r/min)

Fig. 6. Speed tracking performance-
FMRMAC (Command speed: 1800r/min-
130r/min)

Fig. 7. Speed tracking performance-
MRAC (Load torque:1Nm-5Nm)

Fig. 8. Speed tracking performance-
FMRMAC (Load torque:1Nm-5Nm)

The simulation results show that the FMRMAC has much better perfor-
mance in terms of overshoot and steady-state error than the conventional MRAC
when the command speed undergoes tremendous changes or the load torque is
disturbed.

5 Conclusion

In this article, a novel fuzzy multiple reference model adaptive control method
for the different system operating region is presented. With the parameters pre-
diction adaptive algorithm, this method chooses the suitable reference model by
fuzzy logic rules to achieve improved performance. A successful application of the
FMRMAC algorithm for BLDC has been given, and an outstanding advantage
of the FMRMAC algorithm is that the closed-loop system performance can be
guaranteed even when significant and unpredictable plant parameter variations
occur. Some remarks are given to explain the obtained results, and to point out
the limitations that the calculation of this method will have for complex models.
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Abstract. Value engineering is introduced into a selection of optimal 
technological innovation projects. The function and cost factors of a project 
have been analyzed from the viewpoint of the whole enterprise, and new 
index systems of evaluation on the project are constructed. Since many 
factors influence the success of a technological innovation project in direct 
ways or in potential indirect ways, it is difficult to find a common appraisal 
method to achieve a satisfactory and effective scientific result. Therefore, 
multistage fuzzy synthetic evaluation is adopted. In addition, this novel 
method can be programmed to be used in similar fields, so it is of high 
practicability. 

1   Introduction 

In the face of a fierce competitive market, strengthening technological innovation 
strategy has already become the inevitable choice in enterprise development. If an 
enterprise never innovates, it will be eliminated through market competition; once 
an enterprise's technological innovation succeeds, the competitive power of the 
enterprise will be greatly promoted; once it fails, the enterprise will face high risks. 
So, how to appraise innovation projects completely and choose the optimal one 
scientifically in an enterprise’s technological innovation has been the focus that the 
theory circle and enterprise operators have paid close attention to [1-4]. In past 
research, diversified analytical methods have been proposed. Here, value 
engineering is introduced into the optimization of technological innovation projects: 
the function or benefit, which results from one technological innovation project, is 
analyzed from the viewpoint of the whole enterprise; at the same time the project’s 
expenses, opportunity cost and risks are also considered. In addition, the purpose of 
value engineering lies in promotion of the object’s value. To a certain degree, it 
accords with the goal that a technological innovation project pursues. Therefore, 
this paper places emphasis on factor analysis based on value engineering and the 
application of fuzzy synthetic evaluation in the optimization of technological 
innovation projects. 
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2   Principle of Value Engineering 

Value engineering (VE), also called value analysis, was proposed by the American 
engineer, L. D. Miles, in the1940s. It has since been widely used in various fields now. 

As a method of technical economic analysis, value engineering can be formulated as: 

Cost
FuctionValue =  (1) 

In the equation, Value means the ratio between the total function and the total cost of 
the object; Function means the attribute that a certain demand can be satisfied; Cost 
means all expenses to realize all functions of the object. 

From the above definition, using VE to appraise and choose technological 
innovation projects has unique advantages, because an enterprise usually faces a lot of 
project alternatives while implementing technological innovation strategy and these 
can bring different functions to the enterprise at different costs. For optimization of 
the projects, VE is a very suitable means of technological analysis. 

However, examples of Chinese and foreign enterprises’ technological innovations 
prove that there exit some factors influencing the success of the projects directly, and 
other ones doing so potentially indirectly. Thus, merely adopting VE to evaluate 
technological innovation projects means it is usually difficult to get the appropriate 
objective and overall result. For this reason, the application of VE in the evaluation of 
the innovation project is limited. So this paper puts forward using fuzzy synthetic 
evaluation theory to analyze different technological innovation projects. In fact, this 
method overcomes the above limitations. 

3   Establishment of Evaluation Index Systems Based on VE 

3.1   Analysis of the Factors Influencing the Success of a Technological 
Innovation Project 

An enterprise’s implementation of a technological innovation strategy, in essence, is 
the embodiment of the strategic objective that the enterprise pursues continuous 
benefit and maintains sound development. As a kind of strategic decision-making, the 
selection of innovation projects generally needs to consider various factors 
synthetically and analyze their influences on the implementation of the projects 
carefully. In references [3~5], these factors have been analyzed roundly, but this 
paper generalizes the factors as three aspects: 

(1) Influence of an enterprise’s environment on an innovation project. Any 
technological innovation project must take into account whether it can suit national 
macroscopic policies and legal systems. In addition, it also needs to consider the 
development state of the same trade, impact of scientific and technological progress, 
possible reaction of rivals, analysis of market prospect, rivals’ competitive products, 
market situation and economic strength of rivals, and consumer acceptance of the new 
product, etc. All these factors influence the success of the technological innovation 
project directly. 

(2) State analysis of an innovation project itself. In choosing technological 
innovation projects, the success possibilities and risk factors of the projects must 
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be fully considered; namely, whether the innovation project is ripe technically; 
whether the technology involved is adequately advanced; whether or not the 
project is too complicated; whether personnel meet the project's research and 
development demand; whether there are adequate funds to implement the project; 
whether correlative technologies are easy to obtain; whether the supply of key 
resources is stable; and whether the R&D period of the project is too long to enter 
the market in time, etc.  

(3) Strategic objectives of an enterprise and condition of an innovation project 
implementation. This mainly includes the factors as follows: the R&D strength of the 
enterprise, the enterprise's staff quality, expenses of talent introduction and staff 
training, enterprise's financial state, opportunity cost, adaptive capacity of the existing 
equipment, funds required for changing equipment and introducing new technology, 
production cost of the innovation project, cost risk in initial low scale, the enterprise's 
marketing ability, the expenses of exploiting the product market. 

3.2   Index System of the Project’s Function Factors 

Based on the above analysis of the factors influencing a technological innovation 
project, the function factors can be distinguished according to their influence, such as 
bringing economic benefits to the enterprise, promoting the enterprise's competitive 
power, enriching the product structure and so on. With the method of AHP, the 
evaluation index system of function factors is set up. (See Fig. 1.) 
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Fig. 1. Function factors of an innovation project 

3.3   Index System of the Project’s Cost Factors 

Analogously, according to the enterprise’s expenses and risks in technological 
innovation, the cost factors can also be distinguished. With AHP, the evaluation index 
system of cost factors is set up. (See Fig. 2.) 
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Fig. 2. Cost factors of an innovation project 

4   Multistage Fuzzy Synthetic Evaluation of a Technological 
Innovation Project 

4.1   Establishment of Fuzzy Sets Involved 

Definition: Level 1 factor set is { }kUUUU ,,, 21 L= , and its corresponding weight 

vector is ( )kaaaA ,,, 21 L= . Here, Nk ,,2,1 L= , and N is the number of the sub-

index of U ; 
=

=
N

k
ka

1

1 . 

Level 2 factor set is { }klkkk uuuU ,,, 21 L= , and its corresponding weight vector is 

( )klkkk aaaA ,,, 21 L= . Here, Ml ,,2,1 L= , and M is the number of the sub-index 

of kU ; 
=

=
M

l
kla

1

1. 

4.2   Establishment of the Comment Set 

Considering the operation and precision of evaluating practical problems, a five level 
comment set is adopted, which is { }54321 ,,,, vvvvvV = , and its corresponding 

comment grades are as follows: 1v  is the “worst” grade; 2v  is a “bad” grade; 3v  is a 

“neutral” grade; 4v  is a  “good” grade; 5v  is the “best” grade. 
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4.3   Calculating Weight Vectors of Factor Sets 

In fuzzy synthetic evaluation, weight allocation of the indexes has much influence on 
the evaluation result, and even affects the selection result of the projects directly. So it 
is important to determine the weight vectors accurately, objectively. This paper 
introduces the method of analytical hierarchy process (AHP) and its application in 
Matlab6.x to calculate weight vector. 

AHP is a multigoal decision-making method which combines qualitative analysis 
and quantitative analysis. The main calculation process is as follows: 

Step 1. Ask all members of the expert panel to write down the relative degree of 
importance between every two factors in each factor set, and then develop fuzzy 
judgement matrixes. 

Step 2. Calculate the weight vector of each judgement matrix with the eigenvector 
method, and carry out a consistency check on these matrixes to accept or reject for 
them; 

Step 3. Use geometrically weighted arithmetic to compute the weight vectors of the 
judgement matrix group in terms of multiperson and single rule; and, 

Step 4. Work out the final weight vectors of all factor sets. By utilizing the powerful 
matrix function of the software Matlab6.x program, the calculation of a judgement 
matrix’s maximal eigenvalue and corresponding eigenvector are greatly simplified. For 
example, build up the M-file briefly in the editor of Matlab 6.1. See Fig. 3. 

Fig. 3. Example of M-file for computing eigenvector 

Finally, the weight vector W  is obtained after computation. 

4.4   Determining Fuzzy Judgement Matrixes of Factor Sets 

4.4.1   Determining Single Factor Judgement of a Quantificational Index 
According to the above comment set, consult the experts repeatedly to determine five 
rational ranges of each quantificational index value, which corresponds to the five 
grades of the comment set. The division basis can refer to the enterprise’s actual 
ability and the standard of congener technological innovation projects in the same 
trade, etc. As for a positive correlation index, suppose that five ranges of the value of 

clear all; clc; 
R=[r11,r12,…,r1k;…;ri1,ri2,…,rik];        %input judgement matrix of the factor set 
[a,b]=eig(R)                                       %compute eigenvector of R 
n=input(‘Please input the row number of judgement matrix’); 
defult_CR=input(‘Please input the defult value of CR’); 
defult_RI=(0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.52 1.54) 
CI=(b(1,1)-n)/(n-1);RI=defult_RI(1,n);CR=CI/RI  %carry on consistency check  
If CR<defult_CR 
W=a(:,1)/sum(a(:,1))                          %carry on normalization 
else; ‘Consistency check is not passed’ 
end 
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kiu ),,2,1( li L= , which corresponds to five grades of the comment set, are 

respectively as follows: ),( 2α−∞ , ),( 31 αα , ),( 42 αα , ),( 53 αα , ),( 4 +∞α and then 

the trigonometric membership function is constructed: 
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(2) 

Here, with different quantificational indexes, the value of )5,...,1( =mmα is also 

different. The curve graph of the trigonometric membership function is displayed in Fig. 4. 

1α0

1

2α 3α 4α 5α

1v 2v 3v 4v 5v

 

Fig. 4.  Curve graph of trigonometric membership function 

So, according to the value of the quantificational index kiu , its single factor 

judgement can be calculated: 

( ))(),(),(),(),(
54321 kivkivkivkivkiv ururururur  

In addition, as for a negative correlation index, such as quantificational indexes in 
cost factors, five grades of the comment set are just the reverse of a positive 

correlation index; namely, ),( 2α−∞ , ),( 31 αα , ),( 42 αα , ),( 53 αα , ),( 4 +∞α  
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corresponds to the grades 12345 ,,,, vvvvv  respectively. Its trigonometric 

membership function and curve graph transform in the same way. 

4.4.2   Determining Single Factor Judgement of a Qualitative Index 
First, let the experts determine the comment criteria according to the information of 
how technological innovation projects fit with the enterprise’s actual situation and the 
feature of each technological innovation project itself. Then, use a fuzzy statistical 
method to calculate the single factor judgement of qualitative indexes; that is to say, 

let all members of the expert panel classify kiu  ),,2,1( li L=  in the factor set kU . 

Then, gathering the result, count the frequency 
)(m

kiW  that kiu belongs to the grade 

( )5,4,3,2,1=mvm  inV , and so )( kiv ur
m

 can be calculated: 

T
Wur

m
ki

kiv m

)(

)( =  (3) 

In this equation, )( kiv ur
m

 means the membership degree or the membership function; 

T means the number of experts. 

Thus, single factor judgement of the index kiu  is: 

( ))(),(),(),(),(
54321 kivkivkivkivkiv ururururur  

4.4.3   Calculating Fuzzy Judgement Matrix of the Factor Set 
kU  

After calculating the single factor judgement of all indexes in the factor set kU , 

arrange them to form 5×l  matrix, which is a fuzzy judgement matrix of kU : 

=
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Here, ),,2,1;5,4,3,2,1;,,2,1(, Nkjlir jki LL ===  is a single factor judgement of the 

index kiu . 

4.5   Multistage Fuzzy Synthetic Evaluation 

4.5.1   Fuzzy Synthetic Evaluation of Level 2 Index 
With fuzzy weighted averaging operator ),( ⊕•M , carry out a matrix synthetic operation 

on the fuzzy judgement matrix kR  and its weight vector ( )klkkk aaaA ,,, 21 L= . Thus, 

the membership vector of kU  to V is computed: 
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Here, fuzzy subset ),,2,1(),,,,( 521

~

NkbbbB kkkk LL ==  is also the result of the 

fuzzy synthetic evaluation of the Level 2 index kU . 

4.5.2   Fuzzy Synthetic Evaluation of Level 1 Index 
With the fuzzy subset ),,2,1(

~
NkB k L= , fuzzy judgement matrix of the factor set 

U  is obtained: 
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In the same way, with the operator ),( ⊕•M , carry out a matrix synthetic operation 

on fuzzy judgement matrix R  and its weight vector ( )kaaaA ,,, 21 L= . Thus, the 

membership vector of U  to V  is computed: 
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When 1
5

1

≠
=n

nb , carry on normalization; namely, set 
=

=
5

1

* /
n

nnn bbb  and compute: 
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1

~
* ,,, bbbB L=  

~
*B is the fuzzy evaluation result of Level 1 index U . 

4.6   Evaluation Result of a Technological Innovation Project 

After the above fuzzy synthetic evaluation of a technological innovation project’s 
function factors, the result can be obtained: 

( )54321

~

,,,, bbbbbB =  
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In order to compare different projects and derive more convenient calculation, 
transform the result into the number value type. After consulting the experts, set each 

comment ( )5,4,3,2,1=mvm  that corresponds to a weight value )5,4,3,2,1( =mfm , 

which denotes the importance of this comment grade. So, the result becomes: 

TfffffBF ),,,,( 54321

~

=  (6) 

Similarly, as for the project’s cost factors, the evaluation result can be obtained: 
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Remember that these are negative correlation indexes. Therefore, when 
transforming into the number value type, the weight value, corresponding to each 
comment, should be different depending on the function factors. Then the result 
becomes: 
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Ultimately, put F and C into Formula (1), and so the “value” of the technological 
innovation project is: 
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4.7   Optimality Analysis of Evaluation Result in Terms of “Value” 

The detailed analysis includes: first, with the above-mentioned fuzzy analysis 
principle, the evaluation results of all technological innovation project alternatives are 
worked out. The results are ranked from large to small. The greater the “value” of a 
project is, the more attention we should pay to it in the selection of the projects. 
Undoubtedly, this selection method offers a scientific basis for the enterprise’s 
decision-making. 

Secondly, VE aims at the promotion of an object’s value. Introducing VE into the 
evaluation of innovation projects is simply for analyzing different projects’ function 
and cost characteristics in the view of “value”. Namely, compare the situation of the 
function and the cost of the projects, analyze their difference, and find key factors to 
influencing function and controlling cost. Obviously, this analysis is highly useful to 
improve function, reduce cost and control risks in the future project implementation, 
management and control, so it is very important. And the optimality analysis in terms 
of “value” is the essence of this paper. 

5   Conclusions 

(1) The purpose of VE lies in the promotion of the object’s value; at the same time, 
technological innovation is just the activity of creating greater value at certain cost. 
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So, to a certain extent, VE has offered a suitable approach to analyze a technological 
innovation project. 
(2)  Considering that many factors influence the success of a technological innovation 
project in direct or potentially indirect ways, using a common method to appraise the 
project makes it difficult to obtain the appropriate objective and scientific result. 
Here, fuzzy synthetic evaluation is a kind of comparatively ideal method; with it, 
more extensive appraisal on the project can be obtained. 
(3) This paper combines VE with a fuzzy analytical method to select optimal 
technological innovation projects, because it overcomes the limitation of common 
methods and obtains very effective results. In similar fields, the method has extensive 
reference value. In addition, the above selection method can also be realized with 
computer programming. Therefore, it has very high practicability. 
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Abstract. The hierarchical fuzzy evaluation system (HFES) and its application 
in intelligent workflow management system (IWfMS) are discussed in this pa-
per. First, the definition of HFES is discussed, including the definitions of the 
evaluation items and the relationships among them, based on the five common 
operations. Second, the running algorithms of the HFES are introduced to  
compute the values of those evaluation items and the result of the HFES. Sub-
sequently, the application of the HFES in the IWfMS is presented in detail in-
cluding the cooperating model. The experiments are carried out and the results 
show that the HFES is effective. 

1   Introduction 

Evaluation plays an important role in management [1, 2]. With it, we can find out the 
current status (the profit, the loss, etc.) of our business and analyze the relationship 
between the status and our objectives [3]. Based on the analyzed results, the corre-
sponding methods are proposed and adopted. Usually, the evaluation system has 
many evaluation items and the hierarchical frame is its common frame [4], in which 
we can organize the evaluation items conveniently. 

Fuzzy information exists in evaluation procedure [5–7], and fuzzy theory is used as 
a powerful method for evaluation [8–10]. If we take an evaluation item as one fuzzy 
proposition in a fuzzy logic system, the evaluation system can be transferred into a 
fuzzy formula. For one evaluation object, each fuzzy proposition assigns one value 
and the evaluation result of the object is the value of the corresponding fuzzy formula. 
In [11, 12], we have achieved the classical logic formula computing method inte-
grated with neural networks [13–15], meaning that the fuzzy formulae can all be proc-
essed by computer instead of by hand.  

At the same time, with the development of the information society, computers are 
important to our life and works. So the evaluation system should be designed with this 
in mind. As we know, workflow technology is one of the support technologies of 
information systems.  

Workflow technology has developed rapidly since the 1990s, giving us new ideas on 
how to better manage information [16]. In order to further satisfy user requirements, 
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intelligent workflow management system (abbr. IWfMS) was proposed [17, 18]. As 
many information systems are designed based on the workflow technology, the evalua-
tion method for work needs to be updated with those environments and this is the focus 
of our work in this paper. 

The hierarchical fuzzy evaluation system (abbr. HFES) and its application in this 
IWfMS is discussed in this paper. Based on the database technology, the HFES is 
constructed like the IWfMS, by which the information of the HFES is saved for writ-
ing and reading. The conjunctive method operating between the HFES and the 
IWfMS is that the HFES refers to the IWfMS when constructing the HFES and speci-
fies the data source (dynamic SQL statement managing the data in the IWfMS) of 
each evaluation item in the HFES. 

In our HFES, five common operations are concerned including the conjunctive op-
eration, the disjunctive operation, the negative operation, the lattice-value implicative 
operation and the weighted averaging operation. All these operations are unitary or 
binary operations and their attributes can be saved in a uniform format. The relation-
ships among the evaluation items are defined after the definition of the evaluation 
items in the HFES. 

Our paper is organized as follows. First, we discuss the definition of the evaluation 
system including the evaluation items' storage, then the relationships among the 
evaluation items are presented in the next section. The two main algorithms are pre-
sented in Section 3. Subsequently, the connection model and works between the 
HFES and the IWfMS are introduced in Section 4 and the experiment is carried out in 
Section 5. We present our conclusion in Section 6. 

2   The Definition of HFES 

First, the methods to construct HFES are introduced. In this section, the top-down 
definition of the evaluation items and the bottom-up definition of the relationships 
among those items are discussed based on database technology.  

2.1   The Attributes of the Evaluation Items 

To ensure an accurate definition, the attributes of the evaluation items first need to be 
identified. As a feasible method, the hierarchical frame can be represented by the code of 
the evaluation items. At the same time, the layer number and the length of each layer’s 
code must be specified. We suppose that the layer number is N and the maximum length 
of each layer’s code is k. The main attributes of the items are listed in Table 1.  

Table 1. The attributes of the evaluation items 

Attributes Type Length Primary Key 
Own no. VarChar N × k Yes 
Layer no. Integer Default No 
Parent no. VarChar (N -1) × k No 

Name VarChar 20 No 
Data source VarChar 100 No 

Value Decimal 5, 3 No 
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In Table 1, the primary key in the evaluation items table (EIT) is ‘Own no.’ field, 
which is derived from the ‘Parent no.’ (see Table 3). The ‘Parent no.’ of the root 
evaluation item is ‘0’. So, conveniently, the hierarchical frame of the evaluation sys-
tem can be saved in the EIT. It should be noted that the field ‘Data source’ is used to 
connect IWfMS through the dynamic SQL statements. Obviously, the definition of 
HFES must start with the root item and the children items are defined after the defini-
tion of their parent items. 

2.2   The Relationships Among the Evaluation Items 

Usually, the relationships among the evaluation items in HFES are formed from the 
following five common operations.  

1) The fuzzy conjunction operation:  

a  b =  min (a, b) (1) 

2) The fuzzy disjunction operation:  

a  b =  max (a, b) (2) 

3) The fuzzy negative operation:  

~ a = 1 – a (3) 

4) The lattice-value implication operation [19]:  

a  b = min(1, 1 - a + b)   (4) 

5) The weighted averaging operation [20, 21]:  

a α  b = a ×α  + (1 - α ) × b (5) 

in which α  is the weight of a and 1 - α  is the weight of b.  

The weighted averaging operation is a common operation in the existing evaluation 
system. Also, the weighted averaging operation of the n (> 1) evaluation items can be 
transferred into n - 1 binary operation ‘W-AVG’.  

For example, if we have four evaluation items, a, b, c and d with the corresponding 
weights, 0.2, 0.3, 0.3 and 0.2, the weighted averaging operation will be used three 
time as follows (this work can be finished by a special module in the program, usually 
to three decimal places):  

0.2 a +0.3 b +0.3 c +0.2 d 
= 0.8 × (0.625 × (0.4 a +0.6 b)+0.375 c) + 0.2 d 
= ((a 

4.0
b) 

625.0
 c) 

8.0
d 

(6) 

Therefore, the definition of the relationships is based on the operations, which only 
require one or two input items. In the bottom-up definition, we start with the endmost 
evaluation items (located in the lowest layer). The value of the parent item is defined 
by the operation of its children items. Obviously, each item can only be calculated 
once.  
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With the unitary operation and the binary operations above, the relationships can 
be easily saved in the uniform table named as IRT. The attributes of the relationships 
(operations) needed to be saved are listed in Table 2.  

Table 2. The attributes of the item’s relationships 

Attributes Type Length Primary Key 
Sequence no. Integer Default Yes 

1st input VarChar N × k No 
2nd input VarChar N × k No 
Unit type VarChar 5 No 
Output Decimal 5, 3 No 

The 2nd input is null for the negative operation. The operation type is filled with the 
first letter of the operation, conjunction (C), disjunction (D), negation (N) and impli-
cation (I), the α  (expressed as a string) of the weight averaging operation.  

If the evaluation items are defined, they can’t be chosen again. But the system will 
generate a special code (or sequence no.) for their result. If all the child items are 
defined, the system will prompt that their parent item is satisfactory and can be cho-
sen in the following steps.  

3   The Main Algorithms in HFES 

Corresponding to the definitions of the HFES, there are two main algorithms when 
the HFES runs. The values of the endmost evaluation items (saved in the EIT table) 
must be figured out first. Then the bottom-up computing algorithm runs based on the 
relationships among the evaluation items (saved in the IRT table).  

3.1   The Values of the Endmost Evaluation Items  

In order to get the values of the endmost evaluation items with the selected object(s), 
we should input the values manually or first connect to the relative database of IS. 
The algorithm operates each record in the EIT table (with SQL statements here). The 
input parameter is the ID(s) of the selected object(s). The algorithm is: 

1 i = 1; 
2 Get the ‘Own no.’ field of the i-th record; 
3 Judge whether the ‘Own no.’ appears in ‘Parent no.’ 
field through the whole table;  
3.1 If no, go to 7;  
3.2 If yes, get the SQL statement in the ‘Data source’ 
field of the i-th record;  

4 Input the ID of the select object into SQL statement;  
5 Execute the dynamic SQL and save the result into the 
‘Value’ field of the i-th record; 

6 i = i + 1, go to 2; 
7 The algorithm is over. 

Notes and Comments: For one selected object, the algorithm should be executed once. 
The following computing algorithm runs based on the results here.  



 The Hierarchical Fuzzy Evaluation System and Its Application 411 

3.2   The Bottom-Up Computing Algorithm 

After the above algorithm runs, the computing algorithm for the HFES should be 
executed. Refer to similar finished works in [11, 22]. 

In order to refer to the computed result (Output)s in IRT, the primary key ‘Se-
quence no.’ must be written with a constant length in either the ‘1st input’ field or the 
‘2nd input’ field. The special letter is placed in front of the ‘Sequence no.’ to distin-
guish it from the ‘Own no.’ of the evaluation item. Here, the format ‘Axx’ is used, in 
which ‘xx’ represents the ‘Sequence no.’ with the constant length 2. For example, 
‘A05’ indicates the ‘Output’ field of the record whose ‘Sequence no.’ is equal to 5. 

1 Judge the definition (formula) of the HFES – is it cor-
rect? If yes, go to 2; otherwise, the algorithm prompts 
for the relative information and terminates. 

2 i = 1, sort the IRT with ‘Sequence no. Ascending’; 
3 Get the ‘1st input’ field, ‘2nd input’ field and ‘Opera-
tion type’ field of the i-th record, then save them 
into sa, sb and t respectively; 

4 Judge Left(sa, 1) = ‘A’? If yes, j = integer(Right(sa, 
2)), get the ‘Output’ field of the j-th from IRT; oth-
erwise, get the ‘Value’ field corresponding to sa from 
EIT; save the return valve in the variable a; 

5 Judge Left(sb, 1) = ‘A’? If yes, j = integer(Right(sb, 
2)), get the ‘Output’ field of the j-th from IRT; oth-
erwise, else get the ‘Value’ field corresponding to sb 
from EIT; save the return valve in the variable b;  

6 Compute the ‘Output’ field of the j-th record under the 
following six different conditions:  
6.1 If IsNumber(t) = true, compute with the weighted 

averaging operation:                   c = Dec(t) × a 
+ (1 - Dec(t)) × b. 

6.2 If t = ‘C’, compute with the fuzzy conjunctive op-
eration: c = min (a, b); 
6.3 If t = ‘D’, compute with the fuzzy disjunctive op-
eration: c = max (a, b); 
6.4 If t = ‘N’, compute with the fuzzy negative opera-
tion: c =1 - a; 
6.5 If t = ‘I’, compute with the implicative operation: 
c = min (1, 1 - a + b); 
6.6 If t = ‘E’, no computation is needed; 

7 Write c into the ‘Output’ field of the j-th record; 
8 i = i + 1, go to 3; 
9 Output the ‘Output’ field of the aftermost record. 

Notes and Comments: In this algorithm above, i) Left(sa, 1) is used to get the first char-
acter in the string sa from left to right, Right(sa, 2) the two characters from right to left. 
ii) IsNumber(t) is used to judge whether the string t is converted from a number or not. 
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As to the weighted averaging operation, the result of the judgment is true. The function 
Dec(t) is used to converted to a decimal for calculation purposes. iii) In Step 6.6, the 
letter ‘E’ is the first character of ‘Equal’, which is used to combine the value of the 
parent and the results of the children based on their relationships.  

The two main algorithms above run in turn, so the conclusion below is obtained.  

Proposition 1. The definitions of the hierarchical evaluation system are correct if and 
only if the algorithm terminates at Step 9. 

The definitions of the hierarchical evaluation system are incorrect if and only if the 
algorithm terminates at Step 1. 

Proposition 2. The computational complexity of the algorithms is O(n). 

4   Application in IWfMS  

The connection model between HFES and IWfMS is shown in Fig 1. There are three 
steps to connect HFES and IWfMS when constructing including a), b) and c). The first 
two steps are used to establish the hierarchical frame of the evaluation system, which is 
explained in the two sections above, and they also need to refer to the IWfMS corre-
sponding to the evaluation requirements and the management information system.  

In the third step c), the data source of each evaluation item needs to specify the 
necessary dynamic SQL statements with the variables corresponding to the organiza-
tion of the information in the IWfMS. At the beginning of the evaluation procedure, 
the necessary parameters should be specified, too, such as the weights when the 
weighted averaging operation is used. The operational relationships among the items 
above are shown as the hollow wide arrows in Figure 1.  

When the fuzzy evaluation system runs, the solid thin arrows are used to express 
the operational relationships of those works in italic format. When we select the 
 

 

Fig. 1.  The connection model between HFES and IWfMS 
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evaluation object(s), the system first replaces the variable of the dynamic SQL state-
ments with the ID(s) of the evaluation object(s). Then the dynamic SQL statements 
are executed in the IWfMS and the results are returned. So we can achieve the evalua-
tion results after the HFES’s computing. 

5   Experiment 

Suppose we have a hierarchical evaluation frame in IWfMS as in Figure 2, which has 
three layers and nine endmost evaluation items corresponding to three parent evalua-
tion items in the second layer respectively.  

 

Fig. 2. The example 

Taking the code with square brackets as its corresponding fuzzy proposition, the 
attributes of the evaluation items are list in Table 3, in which only the endmost 
evaluation items have the corresponding values. Those values are obtained by execut-
ing the corresponding dynamic SQL statements.  

Table 3. The attributes of the evaluation items 

Own no. Layer no. Parent no. Value 
[1] 1 0 Null 

[11] 2 1 Null 
[12] 2 1 Null 
[13] 2 1 Null 

[111] 3 11 0.60 
[112] 3 11 0.70 
[113] 3 11 0.90 
[121] 3 12 0.85 
[122] 3 12 0.65 
[123] 3 12 0.80 
[124] 3 12 0.55 
[131] 3 13 0.35 
[132] 3 13 0.85 
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Then the relative operations among those evaluation items are listed as follows:  

[11] = ( [111]  [112] )  [113]  
[12] = ( [121]  [122] )  ( [123]  [124] ) 
[13] = ( ~ [131] )  [132]  
[ 1 ] = 0.6 × [11] + 0.3 × [12] + 0.1 × [13] 

= 0.6 × [11] + 0.4 × ( 0.75 × [12] + 0.25 × [13] ) 

Accordingly, the IRT of the example is as shown in Table 4, in which the attributes of 
all the relationships in the HFES are listed.  

Table 4. The attributes of the items’ relationships 

Sequence no. 1st input  2nd input  Operation type Output 
1 111 112 D 0.60 
2 A01 113 I 1.00 
3 A02 11 E 1.00 
4 121 122 C 0.85 
5 123 124 C 0.80 
6 A04 A05 D 0.80 
7 A06 12 E 0.80 
8 131 Null N 0.65 
9 A08 132 D 0.65 

10 A09 13 E 0.65 
11 A10 12 0.75 0.7625 
12 A11 11 0.40 0.905 
13 A12 1 E 0.905 

As we have the values of the evaluation items in the EIT, the output of the evalua-
tion system is equal to the practical result, 0.905, which shows the HFES is effective.  

6   Conclusion  

In this paper, the HFES is discussed in detail. In our following work, this method can 
be used to evaluate more objects, such as the activity in the workflow process. Mean-
while, applying the linguistic value to the hierarchical evaluation system is also an 
important direction [23]. Furthermore, the persons in any organization working with 
the IWfMS are also hierarchical, then the research to combine these two hierarchical 
frames is a challenge to us.  
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Abstract. The concepts and solutions to a system of linear equations of interval 
numbers have been discussed previously.  In this paper, we will extend the con-
cepts and solutions to from the system of interval numbers to the system of 
fuzzy numbers.  The basic properties of the system of linear equations with 
fuzzy numbers are discussed. 

1   Introduction 

In this paper, we will introduce the concept of a system of linear equations with fuzzy 
numbers. It first can be converted into the system of linear equations with interval 
numbers, and then the solution can be addressed by the approach given in [1]. How-
ever, such solution may have bad properties and depiction.  Therefore, based on some 
underlying concepts of interval numbers, this paper first extends the system to the 
fuzzy number and then gives an improvement of the solution to the fuzzy numbers 
system of linear equations. 

2   Systems of Linear Equations of Interval Numbers[1] 

In this paper, the set of real numbers is denoted by R, the interval number ],[ ba  
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the system of linear equations of interval numbers, and it may be denoted by SLEI, and: 
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are called interval numbers, variable interval numbers, coefficient and interval con-
stant terms, respectively. 

Definition 2.3. Let B be a branch set of nR][ . If there exists:  
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such that it is a solution of SLEI (1), then we say SLEI(1) has its solution in B; other-
wise we conclude that SLEI (1) has no solution in B. 
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This is called the interval augmented matrix of (1). In 
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We call this a transition matrix of SELI(1) in correlation to the branch set B. 
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Furthermore, we can obtain a white matrix: 

=

ssnsnssss

ssnsnssss

nn

ss

B

crrrrrr

drrrrrr

crrrrrr

drrrrrr

D

4324231413

2122211211

14131124123114113

12111122121112111

*

L

L

LLLLL

L

L

, 

This is called a white dependent matrix of SELI(1) in correlation to the 
branch set B. 

Let us take *
BD  as an augmented matrix and construct a system of linear 

equations: 
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This is called a system of white linear equations (SWLE) in correlation to 
SELI(1). 
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3    System of Linear Equation of Fuzzy Numbers 

In this paper, we only discuss that fuzzy numbe ]3[ ],[)( baA m  

( 1)(,0)()( === mAbAaA ) are continuous on close interval. 

We  will introduce the concept system of linear equation of fuzzy numbers, and 
give  solving its method based on simplification of operations of addition, subtraction, 

multiplication and division on fuzzy numbers [4] . 
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Definition 3.1. Let fuzzy number ],[)( baA mλ . If the membership function of the 

fuzzy number ],[ baA is continuous and austerely monotone on ],[ ma and ],[ bm , 

respectively, then it is called an austerely monotone continuous fuzzy number. 
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Proof. (1) and (2) 01  are apparent. We prove (2) 02 . For ),(
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Proof. By  simplified  four  arithmetic  operations ]5,4[    of   fuzzy numbers, this con-
clusion is evident. 
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4   Conclusion 

In this paper, we first have improved the existed method for solving the system of 
linear equation of interval numbers. We have presented a concept of a system of 
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linear equation of fuzzy numbers and given an approach to its solution. The future 
work will include the simplified representation of the solution. 
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Abstract. A novel method of Interactive Evolutionary Computation (IEC) for 
the design of microelectromechanical systems (MEMS) is presented. As the 
main limitation of IEC is human fatigue, an alternate implementation that re-
quires a reduced amount of human interaction is proposed. The method is ap-
plied to a multi-objective genetic algorithm, with the human in a supervisory 
role, providing evaluation only every nth-generation. Human interaction is ap-
plied to the evolution process by means of Pareto-rank shifting for the fitness 
calculation used in selection. The results of a test on 13 users shows that this 
IEC method can produce statistically significant better MEMS resonators than 
fully automated non-interactive evolutionary approaches. 

1   Introduction 

In this paper we present a new method of synthesis utilizing human interaction to 
augment the use of evolutionary computation to generate resonating microelectrome-
chanical systems (MEMS). MEMS, also known as Micromachines are electrome-
chanical mechanisms and transducers created using IC microfabrication techniques. 
In this paper we use the example application of the design of a resonating mass, a 
simple MEMS example that can be extended to the design of MEMS-based RF filters 
or inertial sensors. 

1.1   MEMS Evolutionary Synthesis 

An evolutionary MEMS synthesis tool has been presented in [1], [2].  A multi-
objective genetic algorithm (MOGA)[3], as well as simulated annealing (SA) [4] have 
been used as an evolutionary computation method for the design of a variety of 
MEMS test applications, including the design of electrostatic actuators [5],[6], accel-
erometers and vibrating rate gyroscopes [7]. 

A MEMS simulator is used by the evolutionary algorithm to predict the perform-
ance of the candidate design.  Unfortunately to remain tractable for the evolutionary 
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process, simplified, reduced order modelling tools can not predict the sensitivity of a 
design to fabrication uncertainty and do not include the effects of certain design fea-
tures on performance. A fabrication and characterization study (Fig. 1) has shown that 
these sensitivities can dramatically affect the quality of the solutions generated. Many 
of these potential problems are clearly visible to a human user visually observing the 
design layout, but they would be difficult, if not impossible, to mathematically model 
and simulate in software and incorporate into a flexible MEMS synthesis program. A 
human’s opinion, based on their experience, expert domain knowledge or simple 
preference can not be easily coded into a numerical fitness function. Therefore we 
developed a human-interactive MEMS design tool to allow the inclusion of this hu-
man knowledge. 

 

Fig. 1. Example of resonating micromachine design generated by our MOGA tool that has been 
fabricated and characterized. The center mass is approximately 0.2mm wide. 

1.2   Interactive Evolutionary Computation 

Interactive Evolutionary Computation (IEC) is a method for optimizing a system 
using subjective human evaluation as part of the optimization process.  It is well 
suited for optimizing systems whose evaluation criteria are preferential or subjec-
tive, such as graphics, music and design, and systems that can be evaluated based 
on expert's domain knowledge.  Fields in which this technology has been applied 
includes graphic arts and animation, 3-D CG lighting, music, editorial design, 
industrial design, facial image generation, speech and image processing, hearing 
aid fitting, virtual reality, media database retrieval, data mining, control and ro-
botics, food industry, geophysics, education, entertainment, social system, and 
others [8]. 

In [9], an initial method of using IEC to further hone MEMS designs generated by 
a MOGA was presented. In this case output from the automated MOGA tool was used 
to draw the initial designs for IEC.  This allowed the human user to further evolve the 
output into designs that better met their expert opinions and goals. A single objective 
genetic algorithm used the user’s evaluation for fitness ranking.  A user study pre-
sented shows that the combination of the automated and human interactive can pro-
duce better designs than by simple automated evolutionary synthesis alone. A simple 
example of a human’s evaluation of two MEMS resonating mass designs can be seen 
in Fig. 2. 



430 R. Kamalian, Y. Zhang, H. Takagi, and A.M. Agogino  

  

Fig. 2. (a) left: MEMS resonator design produced by Non-interactive MOGA, given a poor 
score by a user due to potential stress concentrations in the legs. (b) right: High scoring 
MOGA+IEC design generated by the same user, free of perceived negative traits. 

One of the limitations of IEC that does not exist in conventional, non-interactive 
EC, is that the humans evaluating the fitness of designs suffer from fatigue, and there-
fore we would like to search out new methods of better matching the capabilities of 
the human and the computer to exploit their strengths and minimize their weaknesses. 

Based on the observations of the user study, presented in [10], we developed a new 
version of EC with human interaction. This new implementation differs in that the 
human's participation is more in a supervisory role, utilizing the tireless computation 
power of computer but still allowing the human to input their expert knowledge and 
visual perception of a design when desired. 

In this paper we present a description of the new interactive EC tool for MEMS, as 
well as the results from a user study to verify the ability of the tools to produce better 
output, compared to our original non-interactive MOGA tool. 

2   Alternate MEMS IEC Implementation 

The original IEC MEMS synthesis, as presented in [9], used a population size of 
27,and evaluated up to 10 generations.  A human evaluated each individual of each 
generation based on the layout as well as the performance predicted by a simulator 
tool. The score given ranged from 1 to 5 and was selected by the user by a mouse 
click (see Fig. 3 for user interface).  The human user generated a single subjective 
score based on his/her opinion of the shape as well as the performance in four objec-
tives, in essence mentally computing a weighting function to generate a score with a 
range of 1 to 5. 

A user study of 11 test subjects showed that IEC produced statistically significant 
better results than non-interactive evolutionary synthesis. With up to 270 human 
evaluations required, human fatigue was a concern and limited the number of genera-
tions the evolution could continue. 

In our original user study, we identified two interesting types of reactions from the 
human when scoring the individuals via IEC.  When humans detected design features 
they did not like they generally immediately scored that design very low regardless of 
the objective performance of that individual.  This situation can be described as a 
human-applied constraint violation, or as the human attempting to screen the popula-
tion by culling (or 'killing off') designs of which they disapprove. 
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Fig. 3. User interface of original IEC MEMS synthesis tool 

The second type of behavior was the opposite, where a design feature of interest 
prompted the human to score a design highly despite poor performance in the objec-
tive space.  In a normal GA, this design would not be likely to pass along its features 
to subsequent generations, but IEC allows the human to give it a 'stay of execution', 
so that its features are allowed to propagate to future generations of the design. 

2.1   Improved IEC Approach 

We chose to build upon these observations to create a version of IEC where the hu-
man's interactions are limited to these two types of action. We developed an interface 
(see Fig. 4) where the human can chose to give either a promote (positive) or demote 
(negative) reaction to each design presented.  This human evaluation is then used to 
shift the ranking of the design accordingly.  Our MOGA implementation uses Pareto 
ranking to handle multiobjectives, which is then used by a roulette wheel function for 
selection for genetic operations. Therefore the human interaction is used to adjust the 
Pareto ranking of a design (upwards or downwards). The default choice is to not take 
any action for a design, leaving its Pareto ranking unaltered. 

In practice this means a design not on the Pareto frontier may be artificially pro-
moted to the Pareto dominant set by the human, which will allow it to be passed to the 
next generation by elitism, and make it much more likely to be chosen as a parent for 
crossover.  Likewise a Pareto frontier design might be demoted to a lower rank by the 
human, making it less likely to pass along its traits in the future. 

It should be noted that as we are adjusting the Pareto ranking, which is used for 
roulette wheel (probabilistic) selection, the human's actions differ slightly from a 
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Fig. 4. User interface of new IEC MEMS synthesis tool 

 
Fig. 5. Schematic of interspresed human interaction in automated evolutionary synthesis 

simple absolute screening approach. It should also be noted that the human's interac-
tion can be applied as little or as much as desired.  Generally we find that users have a 
strong opinion (positive or negative) only a relatively small percentage of the time.  
Therefore this approach requires less activity (through scoring via the graphical user 
interface (GUI)) than the previous IEC MEMS tool. 

This method is also unique in that it combines IEC with multiobjective GA.  With 
few exceptions, [8],[11] most IEC applications are limited to single objective optimi-
zation problem,  this implementation allows a human to interact with a MOGA with-
out needing to combine objectives into a weighted sum (either explicitly via a formula 
or implicitly within the user’s head). 

Another unique aspect of our proposed alternate method is that the level of human 
interaction is flexible; if the human were to not score any designs, the tool becomes 
identical to the automated MOGA, using the unmodified Pareto ranking. In this re-
spect, we have chosen a method where the human interaction for evaluation occurs 
only every nth-generation (see Fig. 5).  Automated evolution with occasional human 
'review' combines the tirelessness and speed of the computer with the more 'expen-
sive' (in terms of time and fatigue) opinion of the human. 

The time and attention required by the human is further reduced by not displaying 
physically invalid designs in the interactive phase. As much as half of the population at 
any given point may violate a validity constraint such as those introduced to remove 
designs that are not physically realizable in the MEMS fabrication environment (e.g., no 

Human 
Evaluation 

Automated 
Evaluation 
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crossing of legs, minimum distances between parts, etc.) By removing these designs 
from human consideration, they can focus their attention exclusively on meaningful 
designs, delaying the onset of fatigue. In practical terms, this means the user’s effort can 
be focused on producing more better designs rather than being expended looking at 
invalid designs. 

3   Experiment 

To verify the success of the tool, we performed a user test of 13 student volunteers 
using the tool. The design of a symmetric, four legged resonating mass was used as a 
test problem. Four objective goals are set for the synthesis: ωr (10,000Hz), area 
(minimized), lateral stiffness (100 N/m) and vertical stiffness (0.5 N/m). The problem 
formulation, geometrical bounds, constraints and objectives are identical to those used 
in [7],[9],[12]. 

Table 1. Settings for improved IEC user test 

Property Setting 
Population Size 80 
Generations 80 
Interval for human interaction Every 10th generations 
Starting point for human interaction 20th generation 
Total number of human interaction 
generations 

6 
(20,30,40, 50,60,70th generations) 

3.1   User Test Setup 

The settings and parameters for the Interactive evolutionary implementation used in 
this paper are presented in Table 1.  The human evaluation phase occurs 6 times over 
the course of the 80 generation test. As our initial population is randomly generated 
from scratch, human interaction is not initiated until the 20th generation to give the 
GA the opportunity to first converge towards the objective goals before the human 
expertise is applied. Each generation of human interaction, approximately five screens 
worth of designs (up to 9 designs per screen) are displayed, for a total of approxi-
mately 300 designs presented to the human throughout the course of the synthesis, of 
which the human may only actually chose to adjust the ranking of a fraction of these. 

3.2   MEMS Synthesis Quality Metric 

Design synthesis [13] relies on the ability to accurately predict in advance the per-
formance of a proposed design.  Through a study of MEMS synthesis designs fabri-
cated and characterized, we have found that certain types of design features lead to 
inaccurate predictions using the tractable MEMS simulation tools capable of being 
used in an evolutionary computation algorithm at the present time. 

The characterization test of fabricated evolutionary synthesis output reveals two 
important factors that dramatically impact the accuracy of some of the designs gener-
ated [7].  When fabricated, these designs' performance differ dramatically from the 
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predicted performance in the most critical objective, the resonant frequency. These 
designs are susceptible to one or both of two phenomenon - simulator deficiencies and 
fabrication variation. 

Finite Element Modeling (FEM) has the ability to very accurately predict the per-
formance of a resonating mass, but requires a significant time to simulate.  We there-
fore use a simplified nodal analysis-based simulator, which also has the benefit of 
easier integration with our discretized component-based evolutionary encoding.  The 
open source simulation tool SUGAR [14] is used as the evaluation engine, but it lacks 
the ability to accurately model the end conditions of beam elements.  This leads to a 
loss of accuracy in certain geometrical configurations (such as thin-thick junctions at 
acute angles). 

Likewise, the presence of uncharacterized process variation can dramatically  
impact the performance of a design when fabricated.  Currently in most MEMS foun-
dries, there is no characterization or prediction of the level of residual stress that  
exists in material layers.  This residual stress can dramatically impact the resonant 
frequency for certain geometrical configurations as well (such as designs with a very 
high lateral stiffness, large anchor width, etc). 

In [12] a performance metric for these two deficiencies was presented. The first 
was a 'simulation error percentage', the percentage difference between the frequency 
predicted by SUGAR and that predicted by the FEM tool ANSYS.   The second met-
ric was 'fabrication error percentage', the percent change in the frequency with and 
without a typical amount of compressive residual stress included. (Note, a 5 MPa 
compressive stress was used for this study).  This percentage is equivalent to the sen-
sitivity of a particular design to the presence of residual stress. For more information 
on these metrics and their sources, please refer to [12].  

The goal of the user study of our new IEC tool is to test whether the IEC output has 
a lower amount of simulation error on average than that of the automated MOGA. We 
also would like to show that IEC has less sensitivity to residual stress, (which is gen-
erated in the fabrication process) than the automated designs. The absolute magnitude 
of these numbers is not important, rather we focus on their relative improvement and 
statistical variation. 

An analysis of variance (ANOVA) test [15] is used to measure the level amount of 
variation between two groups and tell us if it is statistically significant. This test is 
applied to compare the two groups of designs for each of the two metrics to tell if 
there is a significant difference between the two methods 

3.3   Results 

Employing a similar testing strategy as [10] and [12],  we take the best two designs 
produced by each synthesis run that are within 500 Hz of the goal of 10 kHz.  Each of 
these is evaluated in SUGAR, and the FEM tool ANSYS.  The simulator error per-
centage and fabrication error percentage are calculated.  These results are compared to 
the results of 10 runs of the automated synthesis program - identical settings and code, 
except no human interaction is used. 

The average error as well as the standard deviation is presented in Table 2. In the 
case of both metrics, the IEC results perform better (have less sensitivity to these 
factors) than the automated version. The standard  deviation amongst  the human  inter 
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Table 2. Comparison of results of improved IEC user test and automated EC for 4-objective 
MEMS resonator test problem. The IEC method presented in this paper performs better than the 
baseline, non-interactive EC method for both metrics. 

 Improved IEC (26 designs) Automated EC(20 designs) 
Simulator Error Percentage 
Average 0.3% 3.3% 
Std. dev 4.7% 2.7% 
ANOVA P-value P=0.016 (98% significance) 

 
Fabrication Error Percentage 
Average 58% 73% 
Std. dev 15% 23% 
ANOVA P-value P=0.014 (98% significance) 

action results is higher for the simulator error, which can possibly be attributed to the 
difference in the quality of the interaction by the various users in the study. Whereas 
the automated synthesis tool is generally more consistent from run to run, despite 
producing less desirable designs.  The results of the ANOVA test are also presented in 
Table 2.  They confirm that there is a statistically significant difference in the quality 
of output for both factors. 

As user fatigue is difficult to quantify, we can not make conclusions about the suc-
cess of this system compared to our previous IEC MEMS program or other imple-
mentations of IEC in terms of user fatigue.  However a general idea of fatigue can be 
drawn by looking at the number of actions required to execute the synthesis run (in 
this case mouse clicks on radio buttons in the graphical user interface). 

In the new IEC implementation, the user need only act approximately 60-90 times 
per synthesis run (although our observation is that some users actually score much more 
than this at their choice). Even for a user who rates more than a few designs per screen, 
this compares well against the 240-270 actions required in the previous IEC implemen-
tation presented in [9]. Similarly the average time required for one run of the IEC pre-
sented in this paper is shorter than the time required for the previous implementation, 
approximately 45 minutes per user versus one hour per user, respectively.  

4   Conclusion / Future Work 

This work presents an initial trial of a new implementation of human interaction for 
evolutionary MEMS design synthesis.  Our user study shows that the quality of the 
output is superior to the output of a non-interactive evolutionary design program. 

More testing to directly compare the performance of this new IEC to the previous 
IEC implementation is needed before the benefits of the alternate methods can be 
fully gauged; this requires another user study that compares the performance of two 
methods analytically.  The challenge is to develop a fair test that can compare the 
quality of the output produced by the two methods when they require an equivalent 
amount of effort (fatigue) from the human, or to compare the amount of effort re-
quired to produce the equivalent quality output. We would then validate the results of 
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this study by fabricating and characterizing the output produced by this implementa-
tion and comparing the real world performance with other designs generated by other 
interactive and non-interactive synthesis implementations. 

Finally, we intend to apply this method to the design of other MEMS devices, such 
as MEMS inertial sensors. Additionally it would be interesting to apply this method to 
the device or layout design in other engineering domains as well, such as the design 
of circuits, building structures, HVAC, etc. 

A promising extension of this method is to include a human predictor to either as-
sist or partially replace the human interaction.  For example a neural network could be 
trained either before or during evolution to predict which designs might warrant a 
‘promote’ or ‘demote’ score.  This predictor could anticipate the users preferences for 
all the designs in the IEC UI; the user need only review these predictions and correct 
any mistakes.  This could further reduce the amount of physical and mental effort 
required, allowing for larger population sizes or more generations of evolution.  An 
alternate approach utilizes a neural network to evaluate a much larger population on 
behalf of the user, while the user only occasionally provides a small amount of addi-
tional evaluation to improve the training of the neural network. We are currently in-
vestigating these approaches and testing their implementation for application to 
MEMS synthesis. 
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Abstract. This paper proposes a novel environmental/economic load dispatch 
model by considering the fuel cost and emission functions with uncertain co-
efficients and the constraints of a ramp rate. The uncertain coefficients are  
represented by fuzzy numbers, and the model is known as fuzzy dynamic  
environmental/economic load dispatch (FDEELD) model. A novel weighted ideal 
point method (WIPM) is developed to solve the FDEELD problem. The FDEELD 
problem is first converted into a single objective fuzzy nonlinear programming by 
using the WIPM. A hybrid evolutionary algorithm with quasi-simplex techniques 
is then used to solve the corresponding single objective optimization problem. A 
method of disposing constraint and a fuzzy number ranking method are also ap-
plied to compare fuzzy weighted objective function values of different points. Ex-
perimental results show that FDEELD model is more practical; the algorithm and 
techniques proposed are efficient to solve FDEELD problems. 

1   Introduction 

The conventional economic dispatch problem mainly concerns the minimization of 
operating cost subject to diverse constraints in terms of units and systems. However, 
the environmental pollution problem caused by generation has been detected in recent 
years. A variety of feasible strategies [1-3] have been proposed to reduce atmospheric 
emissions. These include installation of pollutant cleaning equipment, switching to 
low emission fuels,replacing the aged fuel-burners and generator units, and emission 
dispatching. The literature [3] referred the first three options should be the long-term 
ones, the emission dispatching option is an attractive short-term alternative. In fact, 
the first three options should be determined by the generation companies, but not by 
the regulatory authorities, especially in the circumstances of power market. Thus, the 
desired long-term target is to reduce the emission of harmful gases, in other words, 
the emission of harmful gases by generation should be curtailed in accordance with 
laws and regulations. Therefore, the environmental/ economic load dispatch problem 
considering emission of harmful gases is a kernel issue in power markets. 
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However, in previous environmental/economic load dispatch models [1-6], the un-
certainties of fuel cost and emission functions were not considered. In this paper, we 
consider fuel cost and emission functions with uncertainty coefficients, and propose a 
novel environmental/economic load dispatch model. In the model, the uncertain coef-
ficients of the fuel cost and emission functions are represented by fuzzy numbers, and 
the model is therefore called fuzzy dynamic environmental/economic load dispatch 
(FDEELD) model. A novel weighted ideal point method is presented to solve the 
FDEELD problem. In the WIPM, the FDEELD problem is converted into a single 
objective fuzzy nonlinear programming problem. Solving the single objective prob-
lem contributes not only to obtaining Pareto optimal solution, but also to predicting 
the magnitude of the effects of the set of weights on each objective function value. A 
hybrid evolutionary algorithm with quasi-simplex techniques is used to seek the sin-
gle objective optimization problem resulting from the WIPM. A method of disposing 
constraint and a fuzzy number ranking method are applied to compare fuzzy weighted 
objective function values of different points.  

The structure of the rest of this paper is arranged as follows. The FDEELD model 
is proposed in Section 2 by describing the coefficients of fuel cost and emission func-
tions as fuzzy numbers. A weighted ideal point method (WIPM), a hybrid evolution-
ary algorithm, a method of disposing constraint, and a fuzzy number ranking method 
to solve the FDEELD problem are applied and developed in Section 3. The experi-
mental results are given in Section 4.  Conclusions are presented in Section 5. 

2   Fuzzy Dynamic Environmental/Economic Load Dispatch Model 

The basic structure of power market in the literatures [7-9] consists of Power Exchange 
(PX) and Independent System Operator (ISO). In this structure, the PX takes charge of 
spot trade, and then economic load dispatch is its main task. On the other hand, the ISO 
takes the responsibilities for network security and auxiliary service etc. Therefore, in the 
load dispatch model, the network constraints and spinning reserve etc. can be neglected, 
but the ramp rate limit must be considered to assure the optimum solution. Considering 
the uncertainties of the coefficients of fuel cost and emission functions, it is not precise 
to describe these coefficients as destinies. To guarantee the accuracy of the fuel cost and 
emission functions, these coefficients take the forms of fuzzy numbers. Based on the 
analysis above, the FDEELD model can be described as follows: 
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where T is the number of hours for the time horizon; N is the total number of com-

mitted units; ( )jP t  is the power output for the thermal unit j during the hour t ; f is 

the fuel cost function of unit j , jjj cba ~,
~

,~  are the fuzzy coefficients, e is the emis-

sion function of unit j , , ,j j jα β γ%% % are the fuzzy coefficients, minjP is the minimum 

output of the unit j , maxjP  is the maximum output of the unit j , )(tPD is the load 

demand at time interval t , )(tPL is the network loss at time interval t , jD  is the 

down ramp rate limit of the unit j , jR  is the up ramp rate limit of the unit j  and  

{ }jjjjlow DtPPMaxtP −−= )1(,)( min  (2) 

{ }jjjjhigh RtPPMintP +−= )1(,)( max  (3) 

3   Weighted Ideal Point Method and Hybrid Evolutionary 
Algorithm 

3.1   Weighing Ideal Point Method 

It is well known that both the weighted method and the reference point method are 
effective that contribute to Pareto optimal solution of multi-objective nonlinear 
programming problems. Strictly speaking, the weights represent only the relative 
importance of different objectives  functio s; it is hard to know the effect of the set of 
weights on each objective function value. The reference point method is a relatively 
practical interactive approach to multi-objective optimization problems that intro-
duces the concept of a reference point suggested by the decision maker, which pre-
sents in some the desired values of the objective functions. It is very hard to deter-
mine weights and reference points in application, besides the interactive approach 
increases heavily computing burden. This paper proposes a new weighted ideal 
point method that needs no alternation and can predict the magnitude of the effect 
of the set of weights on each objective function value. 

The general nonlinear programming problem can be formulated as the following: 

1 2 min ( ) ( ( ), ( ), , ( ))k
x S

f x f x f x f x
∈

= L  (4) 

where 1( ), , ( )kf x f xL are k distinct objective functions and S  is the constrained set 

defined by  

{ | ( ) 0, 1, , }n
jS x R g x j m= ∈ ≤ = L  (5) 

n
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In this paper, we propose a weighted ideal point method (WIPM) as follows:  

minmin
2 21 1

1 min min
1

( ) ( ) ( )k k
k

k

f ff f
g x w w

f f

−−= + +L  (6) 

where min min ( ),  1, , .i i
x S

f f x i k
∈

= = L  the vector min min min
1( , , )kf f f= L  is so-

called ideal or utopia point, ( )kwww ,,1 K=  is weight vector, where 
1

1
k

i
i

w
=

= , 

and kiwi ,,1,0 K=> .   

The Pareto optimal solution of the problem (4) can be obtained by solving the sin-
gle objective optimization problem below 

min ( )
x S

g x
∈

 (7) 

The model (7) is different with the general weighted method or reference point 
method. Because the different objective function values in (4) can be greatly different, 
it is hard to make clear the effect quantities of the weights to each objective function 

value. In model (7), 
min

min
i i

i

f f

f

−
converts every objective into the same magnitude 

level, we can therefore predict the effect quantities of the weights to the objectives. 

For example, if 1 23w w= ,
* min * min

2 2 1 1
min min

2 1

3
f f f f

f f

− −≈ , where * *( )i if f x= , 

1, 2i = , *x is the optimal solution of the problem (7). In other words, the weights of 

WIPM reflect the trade-off rate information in the objective functions. 
When the coefficients are fuzzy numbers in the objective function, we also use the 

model (7) to convert the problem (4) into the corresponding single objective fuzzy 
optimization problem.  

3.2   Quasi-simplex Techniques  

To solve the single objective problem (7), the quasi-simplex techniques are intro-
duced in this section. Simplex is one of the widely accepted conventional direct 
search methods [10]. A simplex in an n-dimensional space is defined by a convex 
polyhedron that consists of 1+n  vertices, which are not in the same hyper-plane. 

Assume that there are n+1 points in the n-dimensional space, denoted by ix  respec-

tively and the objective function values over these points are denoted by if , 

i = 1,2,…,n+1, respectively.  The worst and the best points in terms of function values 

are denoted by Hx  and Bx , respectively. Two potential optimal search directions in 
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generating prospective offspring are considered in the quasi-simplex techniques. One 
direction is the worst-opposite direction which is used in the conventional simplex 
techniques, and the other is the best-forward direction which is a ray from the centroid 
of a polyhedron whose vertexes are all the points but the best one towards the best 
point of the simplex. Along the worst-opposite direction, four prospective individuals 
will be generated by using the reflection, expansion and compression operations, 
respectively, and can be determined by the following formula  

)( HCC xxxx −+= α  (8) 

where cx is the centroid and can be calculated by 

nxxx H
n

i

iC −=
+

=

1

1

 (9) 

α is a coefficient whose value determines the position of a potential better point along 

this direction, such as α=1 for the reflection point Rx ,  α >1 for the expansion points 
Ex ,  -1 < α < 0  and  0 < α < 1 for  the compression points Mx and Nx ,  

respectively. 

Along the best-forward direction, using the following formula (10), four individu-

als ex , rx , mx and nx  will be calculated by the operations that are similar to the 
expansion, reflection, and compression operations used in the conventional simplex 
method  

)( DBB xxxx −+= β  (10) 

where Dx  denotes the centroid of the polyhedron whose vertexes are all the points 
but the best point and can be calculated by the following formula 

nxxx B
n

i

iD −=
+

=

1

1

 (11) 

β is a coefficient whose value determines the position of calculated point on the best-
forward line. The four prospective points along the best-forward direction have values 
corresponding to β >1, β=1, -1 < β < 0 and 0 < β < 1, respectively.  

3.3   The Method of Disposing Constraint 

To solve the single objective constrained optimization problem, the common prac-
tice method is to use the Lagrange Relaxation method to construct a penalty func-
tion. However penalty factor is hard to determine in application. A method of  
disposing constraint is given below. Define the extent of constraints violation as  
follow:  
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( ) ( ) ( ){ } ( ) ( ){ }tPtPtPtPgv jhighjjjlow −+−= ,0max,0max  (12) 

Where g represents the objective function obtained by WIPM from model (1).  

In the algorithm proposed, selection operation and quasi-simplex techniques need 
individuals order relation. 

Give below individuals order by using values of function g  and values of 

the ( )gv : 

(1) if ( )[ ] ( )[ ]= ygvxgv , then  

( ) ( )ygxgyx ≤⇔p  (13) 

(2)  if ( )[ ] ( )[ ]ygvxgv ≠ , then 

 

where x  and y  are two individuals of the population. 

3.4   Fuzzy Number Ranking Method 

In solving the single objective problem (7), we do not convert the problem (7) into 
non-fuzzy programming problem by using α -level set [11], but directly compare the 
fuzzy function values by using fuzzy number order. Different methods for ranking 
fuzzy numbers have been suggested [12-14]. The definition below comes from Lee 
and Li [12]. 

Definition 3.1. Let )(
~

,~ RFba ∈ be two fuzzy numbers, and the definition of rank-

ing two fuzzy numbers is as follows: 

ba
~~ ≤  if )

~
()~( bmam <  or )

~
()~( bmam = and )

~
()~( ba σσ ≥  (15) 

where )~(am  and )~(aσ are mean and standard deviation of the fuzzy number  a~ , 

respectively, ( ) { | ( ) 0}s a x a x= >% %  is the support of fuzzy number a~ . 

For triangular fuzzy number ),,(~ nmla =  

)(
3

1
)~( nmlam ++=  (16) 

2 2 21
( ) ( )

18
a l m n lm ln mnσ = + + − − −%  (17) 

( )[ ] ( )[ ]ygvxgvyx ≤⇔p  (14) 
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3.5   Weighted Ideal Point Method and Hybrid Evolutionary Algorithm 

Combining the previous WIPM with the quasi-simplex techniques, the method of disposing 
constraint, the fuzzy number ranking method and an evolutionary algorithm, we propose a new 
weighted ideal method and hybrid evolutionary algorithm (WIEA), the basic steps as follows: 

Step1: Convert problem (4) into the problem (7) by WIPM; 
Step2: For the problem (7), initialize a population of size μ = K (n+1); 

Step3: Evaluate the fitness value for each individual ix  of the population based 

on the objective function value ( )ig x and ( )[ ]ixgv ; 

Step4: Subdivide the population into K subpopulations; 
Step5: For each subpopulation, create offspring by Gaussian mutation, Cauchy  

mutation and quasi-simplex techniques in parallel. In order to increase 
subpopulation varieties, select the best point as offspring from the points  
obtained by the equation (8) and (10), the rest offspring of subpopulation 
are created by Gaussian mutation and Cauchy mutation; i.e., 

, (0,1)i g j ij ij jx x Nη− = +
 (18) 

, (0,1)i c j ij ij jx x η δ− = +  (19) 

' 'exp( (0,1) (0,1))ij ij jN Nη η τ τ= +  (20) 

where ijx is the j–th components of the parent ix , ,i g jx −  and ,i c jx − represent the j–th 

components of the offspring generated from the Gaussian and the Cauchy mutations, 

the factors τ and 'τ are commonly set to be ( ) 1

2 n
−

 and ( ) 1

2n
−

 respec-

tively; (0,1)N , (0,1)jN denote a normally distributed random number with mean 0 

and standard deviation 1, respectively, and jδ  is a Cauchy random variable. 

Step6: Sort the union of parents and offspring in the ascending order according to 
their fitness by using the method of disposing constraint and the fuzzy num-
ber ranking method previously mentioned.  

Step7: For each subpopulation, select the top n+1 individuals out from the union of parents 
and offspring, and unite all individuals selected to be the parents of next generation. 

Step8: Stop if the halting criterion is satisfied, otherwise, return to Step 3. 

4   Experiment Study 

To validate the model (1), the FDEELD is converted into the single objective optimi-
zation problem by WIPM.  Because the single objective optimization problem ob-
tained is high-dimension constrained nonlinear optimization one, nobody knows 
where the global minimum point is. In order to demonstrate the effectiveness of the  
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proposed algorithms, the mean and standard deviation of fuzzy fuel cost, fuzzy emis-
sion and fuzzy total cost corresponding to the optimal outputs are significant and 
convincing. In addition, in order to compare the magnitude of effect of the set of 
weights on fuzzy fuel cost and fuzzy emission, we calculate 3 group results for 3 
different weights. Table 4 lists the means and standard deviations of fuzzy fuel cost, 
fuzzy emission and fuzzy total cost for 10 the results obtained by the proposed algo-
rithm running independently 10 times.  

4.1   Test Data 

Table 1. Limits of units output and ramp rate 

Unit 
No. minP  maxP  jD  jR  Unit 

No. minP  maxP  jD  jR  

1 10 125 30 20 4 35 210 40 30 
2 10 150 30 20 5 130 325 60 40 
3 35 225 40 30 6 125 315 60 40 

Where the unit of minP and maxP are MW, the unit jD and jR  are MW/h. 

Table 2. Fuzzy coefficients of fuel cost  and emission functions 

Unit 
No 0a  1a  2a  0α  1α  2α  

1 734.0948 756.79886 775.71883 13.5821 13.85932 14.13651 
2 437.7853 451.32513 462.60826 13.5821 13.85932 14.13651 
3 1023.747 1049.9977 1070.9976 39.4615 40.26690 41.07224 
4 1212.442 1243.5311 1268.4017 39.4615 40.26690 41.07224 
5 1625.398 1658.5696 1683.4481 42.0376 42.89553 43.75344 
6 1329.526 1356.6592 1377.0090 42.0376 42.89553 43.75344 

Unit 
No. 0b  1b  2b  0β  1β  2β  

1 37.46062 38.53973 39.46468 0.32015 0.32767 0.33422 
2 44.86670 46.15916 47.26698 0.32015 0.32767 0.33422 
3 39.38673 40.39665 41.20458 -0.55642 -0.54551 -0.53460 
4 37.34789 38.30553 39.07164 -0.55642 -0.54551 -0.53460 
5 35.60126 36.32782 36.90907 -0.52138 -0.51116 -0.50094 
6 37.50500 38.27041 38.88274 -0.52138 -0.51116 -0.50094 

Unit 
No. 0c  1c  2c  0γ  1γ  2γ  

1 0.14866 0.15247 0.1556718 0.00411 0.00419 0.00427 
2 0.10322 0.10587 0.1080932 0.00411 0.00419 0.00427 
3 0.02747 0.02803 0.0285345 0.00669 0.00683 0.00697 
4 0.03476 0.03546 0.0360982 0.00669 0.00683 0.00697 
5 0.02075 0.02111 0.0214266 0.00452 0.00461 0.00470 
6 0.01768 0.01799 0.0182598 0.00452 0.00461 0.00470 
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Table 3. Load demands 

T 1 2 3 4 5 6 7 8 9 10 11 12
D 520 500 500 510 560 630 700 750 760 800 780 740
T 13 14 15 16 17 18 19 20 21 22 23 24
D 720 720 760 800 850 880 900 870 780 710 650 560  
where T is the time interval, D is the corresponding load demand.  

4.2   Test Results 

Table 4. Comparisons of the results obtained with different weights 

1 2( , )w w MFC MEC MTC
854984.9 229.24 11412.73 38.74 866234 201.55
874417 251.14 11947.76 39.83 886199 221.18(0.3,0.7)

890110.4 271.91 12463.23 40.95 902405.6 240.32
854826.9 199.91 11423.23 53.49 866150.6 183.15
874163.9 217.78 11993.81 54.89 886047.5 195.74(0.5,0.5)
889776.3 236 12537.37 56.28 902194.8 209.86
854737.9 236.1 11487.18 48.88 866314.2 232.67
874099.5 249.51 12022.18 49.91 886185.9 242.58(0.7,0.3)
889731.5 263.89 12539.55 50.92 902313.6 253.23

 

where MFC, MEC, MTC represent the means of the fuel cost, the emission, the total 
fuel cost and emission for 10 the results obtained by the proposed algorithm running 
independently 10 times, respectively; STDEV-FC, STDEV-EC and STDEV-TC are 
the corresponding standard deviations.

Obviously, the standard deviations of each result are all very small. So the results 
are reasonable. It can be seen that the fuel costs decrease and the emissions increase 
when the weight of the fuel cost increases.  

5   Conclusions 

A new dynamic environmental/economic load dispatch model considering the uncer-
tainties of coefficients of fuel cost and emission functions is proposed. The WIEA is 
developed to solve the FDEELD problem. FDDELD problem is fuzzy multi-objective 
nonlinear programming problem. In this paper, we do not use the traditional Maxi-
mum satisfaction factor method and the concepts of the λ -level set that convert the 
problem to several non-fuzzy programming problems, but directly optimize the objec-
tive value by the fuzzy number ranking method that can avoid the possibility of losing 
some useful information by getting λ -level set in the beginning. Meanwhile, deci-
sion makers are likely to get some important information from the fuzzy objective 
value. The method has the following advantages: 
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(1) The fuel cost and emission coefficients presented by fuzzy numbers can lead 
to more accurate model. 

(2) The fuzzy minimum tells not only the approximate fuel cost and emission but 
also the diversity degree of the minimal fuel cost and emission. 

(3) The obtained optimum solution is steady and trusty, because we choose the 
solution of minimum dispersivity when many solutions have approximately 
the same total cost. 
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Abstract. Temporal and spatial reasoning are two important parts of Artificial 
Intelligence and they have important applications in the fields of GIS 
(geographic information system), Spatiotemporal Database, CAD/CAM etc. The 
development of temporal reasoning and spatial reasoning includes three aspects: 
Ontology, representation models and reasoning methods. This paper checks the 
correspondence between spatiotemporal relations and the 3D topological 
relations and presents a relation analysis model for indeterminate evolving 2D 
regions. It extends the 2D Egg/Yolk model into the third dimension that can 
describe the approximate topological relations for indeterminate evolving 
regions. The result is a collection of relation clusters that have different 
spatiotemporal natures. 

1   Introduction 

The topic of spatiotemporal reasoning is a new area of research. Related research 
includes spatiotemporal ontology, spatiotemporal relationship representation models 
and spatiotemporal reasoning methods. Formal works on the relationship 
representation model are based on an assumption that all the objects are determinate. 
But the spatiotemporal objects in the world around us can’t be measured exactly. 
Objects do not have crisp boundaries, relationships among them can not be precisely 
defined, and measurements of objects’ positions have errors. To survive in the complex 
spatiotemporal reality, we need sophisticated analysis on the uncertain spatiotemporal 
relation models, which are essential for spatiotemporal reasoning research.  

In this paper, we present a model for the approximate spatiotemporal relationships 
between indeterminate 2D evolving objects. Our goal is to extend the indeterminate 
2d spatial topological relations model to spatiotemporal dimension and provide a set 
of J.E.P.D. (Joint Exclusive and Pairwise Disjoint) basic topological relations for 
uncertain spatiotemporal objects. The remaining sections are organized as follows: 
Section 2 introduces the related works, including indeterminate spatial topological 
relations models and crisp spatiotemporal reasoning issues. Section 3 presents the 
idea of extending a 2d indeterminate spatial topological relations model to 
spatiotemporal space. Section 4 examines the correspondence between indeterminate 
spatiotemporal relations and 3D topological relations. Section 5 gives a comparison 
to related works. 
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2   Related Work 

Recently, in the area of uncertain spatial reasoning, several contributions[1][2] have 
already provided topological relationship models for uncertain spatial reasoning by 
extending topological relations with fuzzy logic or probability functions. Furthermore, 
the model of approximate relations presented in reference[3] assumes that all uncertain 
spatial objects have a broad boundary and extended the 9-intersection model to 
represent their topological relations. The model, called Egg/Yolk[4], which is based on 
the RCC model, can also gives J.E.P.D. basic relations. The Cone-Based model[5], 
Projection-Based model[5] and Double-Cross model[6] also provided us with the 
orientation relations analysis between point objects, while the work of Goyal and 
Egenhofer presented their “Orientation Relation Matrix”[7] for all the spatial data 
types.  

For spatiotemporal reasoning, the most popular approach is to combine a temporal 
logic T with a spatial logic S to get the spatiotemporal result, such as the F.O.S.T. 
spatiotemporal logic provided by Wolter[8], the 2D spatiotemporal logic P.S.T.L. by 
Bennett[9]. Muller’s[11] extension on Asher’s spatial logic[10] also gives a 
spatiotemporal model which has stronger reasoning ability. Another approach is the 
algebraical approach, including Medak’s “lifestyles” approach[12], Viqueira’s 
“quantum” model[13] and Claramunt’s extension[14] to Ladkin algebra[15].Other 
works focused on the relation model for certain applications. Muller presented a 
qualitative relation model[16], which defines six basic spatiotemporal relations: leave, 
reach, collide, inner, outer, intersect. Erwig uses spatiotemporal predicates in the 
formal representation of spatiotemporal topological relations[17], which are basic 
functions defined on spatiotemporal abstract data types. 

From related works, we noticed that the area of formal definition on the 
indeterminate topological relations between uncertain spatiotemporal objects remains 
untouched. The continuity and infinity of time and the interaction of spatial 
indeterminacy with temporal indeterminacy makes it difficult to represent 
indeterminate spatiotemporal objects. The lack of indeterminate spatiotemporal 
representation models further hindered the research on the analysis of topological 
relations between them. In 2002, E.Tossebro and M.Nygard presented a formal 
definition on indeterminate spatiotemporal objects[18]. Based on this representation 
model and the related indeterminate spatial relations research we can give the formal 
analysis of indeterminate topological relations between uncertain evolving objects.  

3   Extending 2d Egg/Yolk Model to 3D Space 

The formal definition of indeterminate spatiotemporal regions is their abstract data 
type, which can be defined as a function from time to spatial region: 

det min: in er ate
A ATG time G⎯⎯⎯⎯⎯→ . 

GA is the indeterminate spatial data type of regions, the indeterminacy not only exists in 
GA, but also exists in the functions itself. TGA is not a certain function, but a band of 
functions that can express the relationship of time to a spatial region approximately. 
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Fig. 1. An indeterminate moving region during one time period 

The discrete implementation of indeterminate spatiotemporal type TGA is based on 
the slice of time periods. As shown in Figure 1, for an indeterminate moving region, 
time is sliced into many sections, each section is called a unit and all the units are 
organized by an A.V.L. tree[18]. In each unit, the development of moving objects can 
be expressed by a pair of simple functions, usually the linear approximation[18], a 
fixed value, or more complicate grey models[19]. When spatial indeterminacy and 
temporal indeterminacy affect each other, the calculation of these functions includes 
some merging and morphing algorithms, which we will not discuss in this paper due to 
the length limit. 

The Egg/Yolk model or Extended Egg/Yolk model presented in [4] uses pairs of 
RCC regions to describe indeterminate regions GA. The topological relations between 
indeterminate region A and B can be classified by the RCC-5 relations between their 
“Egg” and “Yolk”, which can be defined as a certain matrix pattern: 

( ( ), ( )) ( ( ), ( ))

( ( ), ( )) ( ( ), ( ))

R y A y B R y A e B

R e A y B R e A e B
 

y(A) is the yolk of A, e(A) is the egg of A. R is RCC-5 relations, including relations DR, 
PO, PP, EQ and PPI, shown in Figure 2.  

From the Egg/Yolk model, for 2D indeterminate regions, we can obtain 46 basic 
relations which are J.E.P.D. 

b

PPI(a,b)

a b

EQ(a,b)

a bab

PO(a,b)

a b a ba

DR(a,b)

a b

PP (a,b)  

Fig. 2. rcc-5 relations of regions 
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Fig 2 conceptualizes TGA as pairs of exact spatiotemporal objects, which can be 
visualized as purely geometric 3d volumes when the time axis is regarded as a third 
geometric dimension. The Egg/Yolk model is dimension extensible, the RCC regions 
can be either 2D or 3D, so the relations between 3D indeterminate volumes have the 
same collection of JEPD topological relations; note that the two volumes must have the 
same dimension. In [17], Erwig has proven the spatiotemporal space and the 3d 
geometric space to be homeomorphic and topologically equivalent, so 3D topological 
relations can be used to describe the spatiotemporal relations between indeterminate 
evolving regions. For example, indeterminate 3D topological relations possibly overlap 
(A,B) can describe the condition that A,B sometimes possibly intersect each other, as 
shown in Figure 3. 

t

y
x

A B

 

Fig. 3. Possibly overlap  sometime possibly intersect 

4   Correspondence Between Approximate Spatiotemporal 
Relations and Indeterminate 3D Topological Relations 

Using the dimensional extensibility, we get 46 basic relations between 3D volume 
pairs, which inherited the J.E.P.D. characteristics from the 2D Egg/Yolk model, shown 
in Figure 4.  

The spatiotemporal space defined by Erwig is homeomorphic and topologically 
equivalent to 3D geometric space. The relations between 3D volume pairs can be used 
to describe spatiotemporal relations between indeterminate evolving regions. But while 
the spatiotemporal relations do have their temporal nature, there will be problems when 
directly using 3d topological relations to describe spatiotemporal relations, especially 
when the indeterminacy is concerned. 

In Figure 5, under each of the two conditions, evolving regions A and B have the 
same topological relation, but their spatiotemporal relation is certainly different.  

Now we need an assumption that can simplify the problems and eliminate some 
meaningless topological relations derived from the different time spans between 
indeterminate evolving regions. 

Assumption: when we discuss the spatiotemporal relations between two indeterminate 
evolving regions A and B, we are interested in the evolving regions which are of the 
same time span and in any time instant t during their time span, the snapshot of A and B 
at t has a non-empty yolk: 

( ) ( ), ( ( , )) , ( ( , ))t timespan A timespan B yolk at A t yolk at B t∀ ∈ ≠ ∅ ≠ ∅  
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Fig. 4.  Basic relations between 3D volumes pairs 

Predicate at returns the snapshots of spatiotemporal objects at a given time. 
As shown in Figure 6, two common indeterminate evolving regions can be sliced 

into several parts, while the sliced parts between t1, t2 and t3 conform to our 
assumption. 

Another problem will arise when we use 3d topological relation to describe 
spatiotemporal relations, that is, some spatiotemporal relations require that 
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topological relations remain valid throughout the whole time span of objects, while 
3d topological predicates are not restricted to being valid on the whole coordinate of 
time dimension. 

A B

y
x Matrix pattern

DR DR

PPI PPI
B

x
y

t

A

 

Fig. 5.  Different spatiotemporal relations with the same topological relation 

time

y x

t1

t2
t3

 

Fig. 6. Slicing of time 

To distinguish these different conditions, we introduce the key words sometimes and 
always,  

 R( , ) timespan( ) timespan( ), R( ( , ), ( , ))Sometimes A B t A B at A t at B t⇔ ∃ ∈ , 
 R( , ) timespan( ) timespan( ), R( ( , ), ( , ))Always A B t A B at A t at B t⇔ ∀ ∈  

t

y
x

A B t

y
x

A B

 

     Fig. 7a. Always possibly overlap   Fig. 7b. Sometimes possibly overlap 

Figure 7 illustrates the difference between always possibly overlap and sometimes 
possibly overlap. 

By using these two key words Always and Sometimes, the relations clusters of the 2d 
Egg/Yolk model should be further examined and regrouped. The correspondence  
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Table 1. The relation clusters between indeterminate time evolving 2d regions 

Cluster name Matrix pattern 
Cluster
name

Matrix pattern 

Always disjoint
DR DR

DR DR Sometimes
overlap

PO PO

PO PO

Always inside 

PP PP

PP PP

PP PP

EQ PP Always contains
PPI PPI

PPI PPI

PPI EQ

PPI PPI

Sometimes possibly 
meet

DR DR

DR PO

DR DR

PO PO

DR PO

DR PO Sometimes
possibly overlap

DR PO

PO PO

DR PP

DR PO

DR PP

PO PO

DR DR

PPI PO

DR PO

PPI PO

Always
Coveredbyboundary

DR PP

DR PP
Always Possibly 

coveredbybou
ndary

DR PP

PO PP

Always
coverswithboundary

DR DR

PPI PPI
Always Possibly 

coverswithbou
ndary

DR PO

PPI PPI

Sometimes
boundaryoverlap

DR PP

PP PO Always
boundaryoverlap

DR PP

PPI PPI

DR PPI

PP PPI

DR PP

PPI EQ

Sometimes
strongoverlap

PO PP

PPI PO

PO PP

PPI PP

PO PP

PPI PPI

PO PP

PPI EQ

PPI PP

PPI PO

PP PP

PPI PO

Always
StrongOverlap

EQ PP

PPI PO

Sometimes
nearlycoverdby

PO PP

PO PO

PO PP

PO PP Always
nearlycoverdby

PP PP

PO PP

PP PP

PO PO

Sometimes
nearlycovers

PO PO

PPI PO

PO PO

PPI PPI
Always

nearlycovers

PPI PO

PPI PPI

PPI PO

PPI PO

Always nearlyfill 

PP PP

PPI PP

PP PP

PPI PPI

PP PP

PPI EQ

EQ PP

PPI PPI

Always
nearlyfilledby

EQ PP

PPI PP

PPI PP

PPI PPI

PPI PP

PPI PP

PPI PP

PPI EQ

Always  equal 

EQ PP

PPI EQ

 

between 3D topological RCC relations and these two keywords can be described in 5 
lemmas as follows: 

Lemma 1 DR3d always disjoint 
Lemma 2 PO3d sometimes overlap 
Lemma 3 PP3d always inside 
Lemma 4 EQ3d always equal 
Lemma 5 PPI3d always Contain 
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We only provide proof for Lemma 1 due to the length limit of this paper: 

Proof for Lemma 1. For DR3d(A,B), let { | , : ( , , )}Z z IR x y IR x y z A B= ∈ ∃ ∈ ∈ ,if 
DR3d(A,B) holds, then for each z∈Z, disjoint holds for those regions obtained as cuts 
parallel to the plane from A and B. Interval Z can be mapped to a time interval T, and for 
all times t∈T, disjoint holds for at(A,t) and at(B,t). For all z∉Z, predicate disjoint can 
not hold. Consequently, for all t∉T, predicate disjoint can hold for at(A,t) and at(B,t), 
so disjoint always holds, and vice versa. 

By using these lemmas, the 46 basic topological relations can be grouped into 
spatiotemporal relations clusters which have different spatiotemporal natures. The 21 
relation clusters named and corresponding matrix patterns are listed in Table 1. 

The clustering of these relations and the neighborhood graph of clusters is shown in 
Figure 8. 

 

Fig. 8. Neighborhood graph of relation clusters 
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5   Comparison to Related Works 

The area of research that is relevant to the model presented in this paper is the 
topological relation model of spatial objects[3][4]. Our model is based on the 2D 
indeterminate topological model presented in reference [4]. The main difference 
between our work and that model is that we extended it to the third dimension and paid 
more attention to the temporal nature of spatiotemporal relations. 

Figure 9 shows two relations groups, Sometimes nearlycoveredby and Always 
nearlycoveredby, and their matrix pattern. In the 2D version model, these 2 relations 
are grouped into one relation cluster, but for spatiotemporal relations, they are different. 

t

y

x

A
B

x

t

y

A B

PP PP

PO PP
PO PP

PO PP  

Fig. 9.(a) Sometimes nearlycoveredby   Fig. 9. (b) Always nearlycoveredby 

Clementini’s broad boundary region model extended the 9-intersection model for 
indeterminate spatial regions to describe the topological relations between 
indeterminate 2d regions and obtained the same result as reference [9] did. We have 
noticed that the 9-intersection model is also dimension extensible and is also fit for 3d 
volumes. The reason we chose the Egg/Yolk approach is that from the RCC relations it 
can be easier to judge when to use the keywords sometimes or always. 

Another relevant area is the moving objects database. Wolfson provided four key 
words to describe the uncertain relations between moving points with uncertain 
positions and 2d regions[20], but he didn’t give a formal definition or calculation 
methods of these relations. While following the definition of our model, one can judge 
certain spatiotemporal relations from the RCC relations between crisp volumes. 

6   Conclusion 

In this paper, we extended the Egg/Yolk model to the third dimension; the result is a 
collection of basic topological relations which is jointly exclusive and pair wise 
disjoint. From their different spatiotemporal natures, these basic relations are further 
grouped into 21 clusters which can describe the indeterminate relations between 
indeterminate evolving regions. 

The novel findings are: 

(1) A formal definition of topological relations between indeterminate spatiotemporal 
objects.  
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(2) We checks the correspondence between relations of 3d indeterminate objects and 
relations of indeterminate spatiotemporal objects and provides some restrictions to 
make the 3d relation model fit for spatiotemporal objects. 

Issues still to be investigated include: 

(1) Topological relations between complex objects and objects which have different 
dimensions, or indeterminate moving points, for instance. 

(2) Fast algorithms for the computation of matrix elements.  
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Abstract. When fuzzy IF-THEN rules are used to approximate reasoning, 
interaction exists among rules. Handling the interaction based on a non-integral 
can lead to an improvement of reasoning accuracy but the determination of 
non-linear integral usually needs to solve a linear programming problem with too 
many parameters when the rules are a little many. That is, the number of 
parameters increases exponentially with the number of rules. This paper proposes 
a new approach to denoting the interaction by a 2-additive fuzzy measure which 
replaces the general set function of the old non-linear integral approach. The 
number of parameters determined in the new approach is greatly less than the 
number of parameters in the old approach. Compared with the old approach, the 
new one has a little loss of accuracy but the new approach reduces the number of 
parameters from an exponential to polynomial quantity. 

1   Introduction 

Fuzzy IF-THEN rules are widely used in expert systems to represent fuzzy and 
uncertain concepts. Given a set of FPRs and an observed fact, FPR reasoning is used to 
draw an approximate conclusion by matching the observed fact against the set of FPRs. 
Many researchers have investigated this fundamental issue in fuzzy reasoning ([1-6]). 

It is important to find the interaction among rules. Interaction can help domain 
experts discover new knowledge existing among rules. With respect to a given 
consequent, knowing and modelling the enhancing or resisting effect among rules 
learned from data is helpful to maintain the rule base. By discovering the interaction 
among the rules and then applying it to fuzzy reasoning, it is expected to improve the 
reasoning accuracy. In [1], we can see the WFPR (Weighted Fuzzy Production Rule) 
fails to apply to such a situation that interaction exists among the rules. In order to 
handle this situation, the authors propose to use a non-linear integral tool. The 
interaction among the rules is considered as the non-additive set function, and the 
classification is computed by using the integral model. Such a handling of interaction in 
fuzzy IF-THEN rule reasoning can lead to a well understanding of the rule base, and 
also can lead to an improvement of reasoning accuracy.  

Reference [1] investigates how to determine from the given data the non-additive set 
function which cannot be specified by domain experts. The main problem of the 
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proposed approach to interaction handling is too many parameters when the number of 
the rules increases. The approach is not appropriate in many situations due to the 
exponentially increasing complexity. In order to solving this problem, we could 
consider the special structured fuzzy measure to replace the general set function. There 
are many fuzzy measures that have the special structure, for example, the belief fuzzy 
measure, the plausibility fuzzy measure, −λ fuzzy measure, 2-additive fuzzy measure 
and so on. In [8, 9], the authors once used genetic algorithms to determine the 

−λ fuzzy measure. In this paper, we propose using 2-additive fuzzy measure to 
represent the interaction among the rules such that the representation parameters can be 
reduced greatly. The parameter reduction is at the cost of some loss of accuracy.  

2   Background on Fuzzy Measures and Integrals 

2.1   Fuzzy Measures 

Definition 1. A fuzzy measure μ defined on X is a set function ( ) [ ]: X 0,1pμ → , 

satisfying the following axioms: 

(1) ( ) ( )0, X 1μ μ∅ = =  

(2) ( ) ( )μ μΑ ⊆ Β Α ≤ Β  

A fuzzy measure can be additive, supper-additive, or sub-additive. Let 
},,,{ 21 nRRRX L=  be a set of rules with the same consequent. We regard A, B as two 

subsets of rules. )(Aμ  is the importance of the subset A .The additive means that there 

is no interaction among two subsets; the sub-additive and super-additive  mean that 
there exists interaction. The sub-additive indicates that the two sets of rules are resisting 
each other; super-additive means that the two sets of rules are enhancing each other. 

2.2   k -Additive Fuzzy Measures 

Definition 2. A Pseudo-Boolean function is a real valued function { }: 0,1
n

f → ℜ . 

A fuzzy measure can be viewed as a particular case of the pseudo-Boolean function, 

defined for any A X⊂ , such that A  is equivalent to a { }1 2, ,..., lx x x in { }0,1
l , 

where 1ix = if i ∈ Α . It can be shown that any pseudo-Boolean can be expressed as a 

multi-linear polynomial in L variables, that is ( ) ( ) i
T L i T

f x a T x
⊂ ∈

= ∏  

with ( )a T R∈ and { }0,1
l

x ∈ . The coefficients ( )a T , T X⊂  can be interpreted as 

the Mobius transform of a set function. We note i iaμ = , { }( )i iμ μ= , { }( )ia a i= . 

Definition 3. A fuzzy measure μ defined on X is said to be k -order additive if its 

corresponding Pseudo-Boolean function is a multi-linear polynomial of degree k , 
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i.e., ( ) 0a T = , ∀ T  such that | |T K> , and there exits at least one T  of k  elements 

such that ( ) 0a T ≠ . 

For any K X⊂  and | | 2K ≥ , with 1ix =  if i K∈ , 0ix = otherwise. The 

2-additive fuzzy measure is defined by: ( )
{ }1 ,

n

i i ij i j
i i j X

K a x a x xμ
= ⊆

= + . The fact that 

i iaμ = for all i , we can get the following expression:  

{ }( ),ij i j i j ij i j ijx x a a a aμ μ μ μ= = + + = + + . 

The general formula for 2-additive fuzzy measure is 
 

( )
{ } { }

( )
, ,

| | 2i ij ij i
i K i j K i j K i K

K a a Kμ μ μ
∈ ⊆ ⊆ ∈

= + = − −  

for any K X⊂ and | | 2K ≥ . For example  

{ }( ), ,ijk i j k i j k ij ik jkx x x a a aμ μ μ μ μ= = + + + + + . 

The 2-additive fuzzy measure is determined by the coefficients iμ  and ijμ , only 

( )1 / 2L L +  coefficients  iμ and ijμ  have to be determined from training data. The 

coefficients for all other subsets K X⊂ and | | 2K ≥ are calculated from iμ and ijμ . 

In order to obtain a monotonic fuzzy measure, the coefficients iμ  and ijμ  must satisfy 

particular conditions. The monotonicity which constraints on the coefficients of the 
2-additive fuzzy measure can be formulated as follows: 

( ) { }2 0, , \ij j i
j K j K

L i X K X iμ μ μ
∈ ∈

− − − ≥ ∀ ∈ ⊆           (1) 

where| |X L= , to obtain a fuzzy measure normalized to the interval [ ]1,0 , the coefficients 

iμ and
ijμ  must also satisfy the normalization condition, for 2k = , we 

have ( )
{ },

1i ij
i X i j X

X aμ μ
∈ ⊆

= + = . 

In order to ensure the monotonicity and normalization, 2-additive fuzzy measure 
satisfies constrains: 

( ) 0a ∅ = , 

{ },

1i ij
i L i j L

a a
∈ ⊆

+ = , 0,ia i L≥ ∀ ∈ , 

{ }0, , \i ij
j T

a a i L T L i
∈

+ ≥ ∀ ∈ ∀ ⊆ . 

The concept of 2-additive fuzzy measure provides a trade-off between richness and 
complexity of fuzzy measure. 
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2.3   Fuzzy Integral 

Fuzzy integral is a type of integrals of a real function with respect to a fuzzy measure. 
There have been several definitions of fuzzy integrals. We restrict our discussion here 
to the Choquet integral. 

Definition 4. Let { }1 2, ,..., nX x x x= , μ  be a fuzzy measure defined on the power 

of X , f  be a function from X to [ ]0,1 . The Choquet integral of f with respect to μ is 

defined by  

( ) ( ) ( )( ) ( )( ) ( )( )( ) ( )1 1
1

,...,
n

n ii i
iX

C fd C f x f x f x f x Aμ μ μ−
=

= = −  

where the subscript ( )i  indicates that the indices have been permuted so that 

( )( ) ( )( )10 ... 1nf x f x≤ ≤ ≤ , also ( ) ( )( )1 ,...,i nA x x= , and ( )0 0f x = . 

3   Using 2-Additive Fuzzy Measure to Represent Interaction 
Among Rules 

Yeung et al. determined the set function by solving a linear programming problem in 
[1]. The main problem of the proposed approach to interaction is too many parameters 
when the number of rules increases. At this stage, the approach is not yet appropriate 
for many cases due to the exponential complexity. Actually, it is not feasible to 
implement in the real world. In this paper we propose to use 2-additive fuzzy measure 
to replace the general set function for the interaction handling. In [1], the number of the 

parameters of a set function is 2 2 2m M m−+ − . If we use 2-additive fuzzy measure 
instead of the set function, we only need to determine 

( ) ( ) ( )1 / 2 1 / 2m m M m M m× + + − × − +  parameters.  

Let us recall in detail the question given in [1]. Suppose that, using some learning 
techniques, we have already extracted M fuzzy rules from the N examples. The FPR 
form is IF (attribute-value) THEN (Class), where the class is either C1 or C2. The 

extracted M rules are categorized into two groups, { }1 , 1,2,...,iS R i m= =  

and { }2 , 1, 2,...,iS R i m m M= = + + , one leading to the consequent C1 and the other 

leading to C2. The N examples are also classified into two parts, as follows: 

{ }1 , 1,2,...,iT e i n= =  and { }2 , 1, 2,...iT e i n n N= = + + . The actual classification 

of the examples within 1T  is C1, and within 2T is C2. Noting the definitions 

of 1S , 2S and 1T , 2T , we hope that the following inequalities hold: 1 2i ix x>  for 

1, 2,...,i n= , 1 2i ix x<  for 1, 2, ...,i n n N= + + . 

We may numerically determine the fuzzy measure which is unknown by using the 

optimisation criterion of reasoning accuracy. Let 1μ , 2μ  be two set functions defined 

on { }1 , 1,2,...,iS R i m= = and { }2 , 1, 2,...,iS R i m m M= = + + . 
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Suppose that matching degree functions of ie matching 1S and 2S are 

( ) ( ) ( )( )1 2
1 , ,... n

i i i if SM SM SM=  and ( ) ( ) ( )( )1 2
2 , ,...m m M

i i i if SM SM SM+ += , 

where ( )j
iSM  is the result of ie matching the j -th rule jR ( )1,2,..., ; 1,2,...,i N j M= =  

then ( )
1

1

1 1i i

S

x C f dμ= and ( )
2

2

2 2i i

S

x C f dμ= . 

Therefore we have the following inequalities:  

( ) ( )
1 2

1 2

1 2i i

S S

C f d C f dμ μ>  for 1, 2,...,i n= , 

( ) ( )
1 2

1 2

1 2i i

S S

C f d C f dμ μ< for 1, 2,...,i n n N= + + , 

subject to 1 20 , 1μ μ≤ ≤ . 

If we use 2-additive fuzzy measure instead of the set function in [1], the problem of 
solving the inequalities (13)-(16) in [1] can be transformed into the following linear 
programming problem (2).  

Minimize:
1 2 ... nξ ξ ξ+ + +  

Subject to 
1 1

0
m m M M

k k
ij ij ij ij k

i j i i m j i

b a b a ξ
= = = + =

+ + > 1, 2,...K N=      (2) 

{ }1 1,

1ii ij
i L i j L

a a
∈ ⊆

+ =   { }1 1,2,...,L m= ; 

{ }2 2,

1ii ij
i L i j L

a a
∈ ⊆

+ =  { }2 1, 2,...,L m m M= + + ;  

0iia ≥ 1i L∀ ∈ , 2i L∀ ∈ ; 

1

0ii ij
j T

a a
∈

+ ≥  1i L∀ ∈ , { }1 1 \T L i∀ ⊆ ; 

2

0ii ij
j T

a a
∈

+ ≥ 2i L∀ ∈ , { }2 2 \T L i∀ ⊆ ; 

0iξ > 1,2,...i N=  

where iia is the measure of iR , ijμ is the measure of { },i jR R , 

       
1 {1, 2,..., }L m= ,

2 { 1, 2,... }L m m M= + +  i i iia aμ = = , 

ij i j ij ii jj ija a a a a aμ = + + = + + . 
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In this section, with respect to our particular issues of handling interaction among 

rules, we only need to determine the values of iμ and ijμ , that is iia  and ija . Once we 

determined the value of iia and ija , the other value of the composed rules can be 

expressed by iia and ija . The details about no interaction case are presented in [1]. 

When we use 2-additive fuzzy measure to replace the set function, the advantage is 
that the number of parameters is reduced from an exponential to polynomial quantity 
with the increasing number of rules; the disadvantage is that the accuracy may be lower 
than the set function. Because 2-additive fuzzy measure satisfies monotocinity, it only 
considers the enhancing-effect as the interaction exists among rules, but the 
resisting-effect cannot be considered. The set function not only expresses the 
enhancing-effect but also resisting-effect properly, but it has too much computational 
complexity. 

4   Experimental Simulation 

We chose 5 widely used machine learning classification problems to verify advantages 
of our method. The five databases employed for experiments are obtained from [7]. We 
conduct our experiments as follows. Each database is randomly split into two parts. 
One part is used for training while the remaining is used for testing. 

Table 1. The comparative of the reasoning accuracy of globally weighted, the set function, 
2-additive fuzzy measure 

Globally weighted The set function 
2-additive

fuzzy measure
Database

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

Glass Identification 60% 58.47% 70.47% 61.54% 66.67% 60%
Pima India diabetes 75.06% 73.6% 78.4% 74.46% 77.47% 74.03%

Rice taste 84.9% 84.4% 86.3% 87.5% 84.9% 87.5%
Mango 70.96% 72% 71.55% 72% 72.41% 72%
Wine 95.97% 77.78% 95.97% 79.63% 95.97% 77.78%  

From Table1, we can summarize the following experimental conclusion: 

1) To a certain degree, the amount of training and testing accuracy improvement 
depends on the concrete structure of database.  

2) Of the five databases, the accuracy of using 2-additive fuzzy measure to 
represent the interaction is between the weighted fuzzy reasoning and reasoning based 
on the set function. 

3) In Table 1, the Mango leaf data ’s testing accuracy is almost same in three 
methods. This implies that the rules extracted from the database have not interactive 
effect. Wine data shows that the learning accuracy does not improve significantly. This 
implies that the rules extracted from the databases have little interactive effect. In these 
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situations the handling of interaction among rules can be replaced with handling based 
on weights. 

4) From Rice Taste and Glass Identification databases, we can see that the 
interaction exists among the rules and the accuracy of using 2-additive fuzzy measure 
to represent the interaction is between the weighted fuzzy reasoning and the reasoning 
based on the set function.  

From Table 1, we see that the interaction can be ignored in some databases. We also 
see that 2-additive fuzzy measure can replace the set function in some cases and to 
some extent. 

5   Conclusions 

The number of the determined parameters by using a set function is too large when 
there are many rules. It is not feasible to implement in the real world. This paper 
proposes using 2-additive fuzzy measure to replace the set function for the interaction 
handling. The main advantage is that the parameters can be reduced greatly. The 
disadvantage is that the reasoning accuracy of using the 2-additive to represent the 
interaction is little lower than using the set function in some cases. To balance the 
complexity (i.e., the number of parameters to be determined) and the reasoning 
accuracy, this paper seems to have given an appropriate trade-off by replacing the 
general set function with the 2-additive fuzzy measure. 
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Abstract. Without knowing the signal probability distribution and channel, 
novel blind source separation (BSS) of singular value decomposition (SVD) 
with adaptive minimizing mutual information is proposed to extract mixed sig-
nals. Adaptive natural gradient decent algorithm attains fast convergence speed 
and reliability. We focus on applying cost function BSS and SVD to achieve the 
solution of decomposition signals. The results indicate that the SVD combining 
minimizing mutual information can predict the extent of mixed signal and 
searching direction. The simulation illustrates that the method improves the per-
formance, convergence and reliability. The different results can be attained by 
distinctive nonlinear function. The algorithm of adaptive changing de-mixed 
function is a better way to break through the limitation of nonlinear BSS. 

1   Introduction 

In recent years, there are few important topics of research and developments in blind 
signal processing areas, especially remote sensing, communication, data mining, neu-
ral network, biomedical engineering, radar, image processing and speech sounds. 
Blind source separation consists of on-line and non-line algorithm, whole blind source 
and semi blind source separation. Independent component analysis (ICA), adaptive 
filter analysis and maximizing entropy estimation are the main ideas of this subject. 
Now, ICA research in these areas is a fascinating blend of heuristic theories of blind 
source separation.  

The blind algorithm needn’t know the channel information and source signals. Be-
cause of not using any training sequence, the system saves precious channel bands 
and improves the information transmission efficiency. But the OFDM system makes 
out the signals by utilizing redundant information produced by cycle prefix and corre-
lated information of receiver signals. The defects are that OFDM has a long time 
convergence and requires high SNR. Using all kinds of prior information, semi-blind 
adopts the known signals training sequence and estimating the source data in a semi-
blind way. In the light of data, the system estimates the channel to improve the esti-
mated signals precision by stepwise recursion. Using few signals, the estimated error 
reduces.  
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In wireless communication information processing, a linear or non-linear transform 
is designed to solve the decomposed problem. The maximizing entropy and ICA util-
ize statistically independent components to separate source signal from the mixture of 
independent sources by optimizing some criteria. The mixture data of receiver can be 
decomposed into useful signal subspace and noise subspace using standard techniques 
like robust PCA, SVD and nonlinear adaptive filtering.  

Herelt and Jutten began BSS research early. Burel proposed symplectic nonlinear 
analysis to recover the independent component using neural network in 1996. The 
group of Pajunen, Hyvarinen and Karhunen adopted a self-organization map to ex-
tract the source signals, but the network algorithm complexity goes up with exponen-
tial form. Cardoso solved BSS using polynomial functions. Bell and Comon use the 
method of sigmoid functions. Amari was interested in the development of biologically 
plausible neural network models with unsupervised learning which can separate and 
extract the useful signal from mixed biomedical source signals disturbed by interfer-
ence and noise. Another group of researchers is interested in using the blind method 
of digital communication system, such as MIMO equalizers/ filters, combiners of 
inter symbol interference (ISI), multi-path interferences, adjacent and cochannel 
channel interferences (ACI and CCI)[1,2,5,10,11,12,13,14]. 

2   Blind Signal Separation 

The model of blind subspace separation can be given in the following form: suppos-
ing that a transmitter is permuted by a column vector, the signals adapt expression of 
mixing dictionary. The source signals are n-dimensional vector S=[S0, S1, S2 ……Sn-1]

T 
and vector forms N×1 matrix. Here we have two types of interference. The first kind 
is the adjacent channel interference of which output is a mixture signal of transmitter 
source. The second is so called “inner noise” produced by inter symbol interference 
and some primary sources that can’t be observed directly, but contained in the obser-
vations. Si=[f(i, 0), f(i,1), f(i,2), ……, f(i,M-1)]T, wireless channel matrix H is M×N 
real matrix. Formally the model can be written as follows; a received m-dimensional 
vector of signal X(k) is a mixture of source signal plus observation  
errors. 

)k(n)k(Hs)k(x +=  (1) 

Where K=0,1,2,…… is a discrete-time index; x(k)=[x0,x1,x2,……,xm-1]
T is a m-

dimensional vector of receiver signal; n(k) is m-dimensional vector of additive Gaus-
sian white noise.  

From the matrix, if R is  the rank of m×n real matrix and real symmetry square ma-
trix H, eigenvalue are i (i=1,2, 3,…, R, R<min[m,n]). Supposed that eigen vectors 
satisfy orthogonal generalized condition, it means that source signals have equalizing 
value zero and variance one. [ 1 2…… R-1] eigenvalue are arranged as 1 2 … R . 

The mixed signal is an observed vector of x(k) with noise and channel interference. 
Therefore, the mathematics model of separation subspace can be expressed: 

)k(Hs)k(x =      k=1,2,3,… (2) 
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Because a wireless channel has non-linear properties, we cannot decompose the in-
dependent source signal from the mixture matrix unless source signals have  
independent restrain. When the mixture of non-linear function isn’t limited, mixture 
signals only solved by independent or uncorrelated properties don’t ensure decompo-
sition of any information from source signals. Hence, we suppose the signal separated 
process course as following. 

3   De-mixing Model and Maximizing Entropy 

Considering the mixture output is ))t(As(f)t(x =  according to non-linear properties, 

Let ))t(x(f))t(x(g 1−=θ+  and                      

))t(x(gA)t(y 1 θ+= −  (3) 

where f(·) generally is an unknown non-linear function, and supposing that nmRH ×∈  
is non-singular mixing matrix. The model of the system can be assumed as shown in 
Fig 1 [6,7,8,9]. 

 

 

 

 

 
Fig. 1. Mixing and separation system structure 

When ))t(x(f))t(x(g 1−=θ+  ,   1AW −=  , then 

)t(s))t(x(fA

))t(x(gA

))t(x(Wgy

11

1

==

θ+=

θ+=

−−

−  

For an diagonal matrix  and permutation of matrix P, 
1PAW −Λ=  

)t(Ps

))t(As(f))t(x(gPA

)t(x))t(x(Wgy
1

Λ=
θ+Λ=

θ+=
−  

Here the signal source vector estimation is y(t)=[y(0),y(1),y(2),…,y(N-1)]T RN. 
According to the blind source separation based on nonlinear wireless channel and 
nonlinear mixture, the source signal matrix first deals with linear mixture, then is 
processed by non–linear mixture. So the separation ways of blind signal must be first 
shifted by non-linear inverse transformation g(.)  or f-1(.). Furthermore, signal vector 
v(t) is solved by linear transform W or A-1 as shown in Fig1. 

u(t) 

 f (.) 

 W or A-1

v(t)

x S 

x y 

O
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Let i is the eigenvalue of R-dimension vector, corresponding none zero eigen vec-
tors vi (i=1,2,3,…,R). 

Supposing that Ui, Vi put in order of column to form matrix  1×m and matrix 1×n . 
It is given by  

]u,...,u,u,u,...,u,u[U m2R1RR21 ++=  

]v,...,v,v,v,...,v,v[V n2R1RR21 ++=  

Let us make the eigenvalue i of matrix H in order of reducing, adding zero to form 
matrix m×n. The number of row of zero vectors is m-R, and the number of column of 
zero vectors is n-R 

),...,,(diag R21 λλλ=Λ  

λ

λ
λ

=Λ

00

0

0

...

0

R

2

1

 

     From matrix theory of eigen vectors, eigenvalue can be defined as follows. 

iii
T uuHH λ=  

iii
T vHvH λ=  

Then the result is, T2

1

2

1
T ][UUHH ΛΛ= , 2

1
T2

1
T ][VVHH ΛΛ=  

Because that U and V are real symmetry square matrix, 1T UU −= , 

TT2

1

2

1
T U][UHH ΛΛ=  

T2

1
T2

1
T V][VHH ΛΛ=                               

T2

1

VUH Λ=   (4) 

Let the right expression (4) is expanded  

T
ii

2

1
R

1i
i vuH

=

λ=     (5) 

Where 2

1

iλ  is the singular value of channel responses matrix H, it is decomposed by 

the way of singular value decomposition. 
The above singular value decomposition (SVD) can separate the mixture source 

signals to apply in recovering source signals. 
When the number of transmitter vectors n is smaller than the number of receiver 

signals m, n<m, the matrix H is an orthogonal and can be decomposed and applied  
to recover the information of source signals. The vector uivi

T is the base of high  
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dimension. Each transmitter source signal can be expressed by base vector. We use 
recursion weight to adapted to the singular value and convergence gradient. 

It can be seen that, singular value decomposition procedure actually is an orthogonal 
transform process. Utilizing statistically independent properties of transmitter signals 
and supposing that transmitter signals are synchronised, we don’t use the parameter of 
channel and only take advantage of orthogonal statistically independent properties to 
identify the source signal subspace. Final, mixture signal space separation can be identi-
fied by SVD and ICA from blind spaces to recover transmitter signals. 

If m>n the number of receivers is more than the number of transmitters, linear 
equation system number is more than the unknown number of signals. The equation is 
called over-determined. If the order of column matrix H is N, HTH is m×n square 
matrix; and HTH is full rank which the rank of equation is n. the result is 

n
T1T EHH)HH( =− . 

However, problems in practice are often that, when the number of transmitter sig-
nals n is more than the number of receiver signals m, it is difficult in recovering the 
source signals because that observed signal number is not enough to turn up the 
source signals. Under-determined completeness matrix and equation n<m, the signals 
are not able to be recovered. The reason is that matrix H is not a square matrix, but a 
m×n matrix ; although H is a square matrix, determinant of H is equal to zero. If the 

matrix  H-1 don’t exist, xHS 1−
∧

=  can’t be built. 
Therefore, H+=HT(HHT)-1 is assumed to be generalized inverse matrix of H, it is de-

fined by Moore-Penrose inverse matrix, and it is satisfied with conditions of the gen-
eralized inverses of matrix uniqueness HH+H=H, H+HH+=H+, (HH+)T=H+H. 

Here E is identity matrix, and (HTH)-1 inverse matrix exists. From the generalized 

inverses of matrix H+=HT(HHT)-1, we can finish the solution of 
∧
S  estimation value. 

Under the situation n>m, the equation system number is smaller than the number of 
unknown numbers, the equation is called underdetermined. Supposing the number of 
receiver antennas is m; the rank of matrix HHT is m; there are relations as HHT(HHT)-1 
=ER , ER is R order unit matrix. 

Theorem 1: If X=HS solution exist (under-determined), XHS +
∧

=  is the solution of 
minimal norms in all equation solutions. 

Theorem 2: If X=HS solution don’t exist (over-determined), XHS +
∧

=   is the vector 
of minimal norm of the approximate solution in all of the methods of least squares. 

In addition, it is the optimum estimation using generalized inverse operations in-
stead of solving inverse under the least squares. 

3.1   The Least Squares Estimation of Over-Determined Equation  

The least squares estimation requires the error square norm ||X-H
∧
S ||2 of vector 

∧
S to 

be minimum. The signal vector H
∧
S  of least square estimation closes to the receiver 

signal vector X and MMSE is the smallest [3,4,5]. 
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Find the vector L Rn that minimizes the cost function 

2||HSX||L −=  (6) 

Where j

n

1j
iji

T
iii shxshx)s(e

=

−=−=              

The cost function approaches the global minimum when its gradient equals zero  

0
S

||SHX|| =
∂

−∂
∧

∧

 

0)HSX(HL T =−=∇  

Since 
∧∧

= SHXXHS TT
T

,  

∧

∧∧∧∧

∧

∧

∂

+−−∂=
∂

−∂

S

}SHHSSHXXHSXX{

S

||SHX|| T
T

TT
T

T2
 

∧

∧∧∧

∂

+−∂=
S

}SHHSXHS2XX{ T
T

T
T

T
 

∧
+−= SHH2XH2 TT  

Hence, 

XHHHS TT 1)( −
∧

=  (7) 

Where T1T H)HH( −  is the generalized inverse of matrix. Under over-determined, 

the inverse matrix exist XHS 1−
∧

= . 

3.2   The Solution of Underdetermined 

When n>m, a least square approximate error is the vector of minimal norm. Under the 
Gaussian noise and channel interference, the generalized inverse matrix is instead of 
inverse matrix to solve the problem without concerning for the solution and solution 
uniqueness. 

Let XHS +
∧

=  on the basis of Gaussian noise, nHHSHS ++
∧

+= . The source signal 
Si and noise n can be separated from mixing signals by using SVD (singular value 
decomposition) and ICA (Independent component analysis). Channel matrix H is 
decomposed by the generalized inverse of matrix way as:                            

T
ii

2

1
R

1i
i

T2

1

vuVUH
=

λ=Λ=  (8) 
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Where i is eigenvalue of eigen vectors corresponding with difference transmitter 
wireless signal. Here ui and vi eigenvalue is equal. HHT and HTH eigen vectors are ui 
and vi respectively. 

T
ii

R

1i 2

1

i

T2

1

uv

)(

1
U][VH

=

−+

λ

=Λ=  (9) 

4   Minimizing Mutual Information and Gradient Algorithm 

The blind source separation problem can be transferred into an optimization problem 
of multi-channel minimizing mutual information. Supposed that, 

yn),y2,H(y1,G)|yn,y2,H(y1,- G)yn;,I(y1,G)H(y; …+…=…=   

yn),y2,y1,|H(G-H(G) …=                                     

)G;y(H)G,y(H)G;y(H i −=    (10) 

Where iiiiii dy)G;y(Pln)G;y(P)G;y(H −=  and dyG)G)lnP(y;P(y;-G)H(y; =  are the 

marginal PDF(probability distribution function) of yi (i =0,1,2,…,m-1) and the  
joint probability density function of y respectively. In order to solve the  
temporarily independently and spatially mutual independent, we adapt the K-L  
divergence as well as mutual information to be a cost function 

);(),(G);y,,y,I(yI(W)
n

1i
n21 GyHGyH i −=…=

=

 

)G;y(H)G,y(HG);y,,y,I(y)W(IL(W)
n

1i
in21 −=…==

=
 (11) 

Assuming that partitioned matrix V which front column n consist of sub matrix V1, 
hind column (m-n) are formed by zero matrix V2  

1VUVUGXY Λ=Λ==  

According to the  

)xV(H|)Udet(|ln)G;y(H i
T+Λ=  

)Wdet()det( =Λ  

|)Wdet(|
2

1
)W),k(y(logPL(W)

n

1i
ii −=

=

 

When m=n, the equation system is completeness, 

|)Wdet(|ln)G;y(H)W(L
n

1i
i −=

=

 (12) 
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5   Simulation 

Supposed that each signal of separating is a combination of sigmoid functions. The 
mixture model can be thought as 

X(t)=A tanh(A1s(t)) , X(t)=A (A1s(t)) 3

1

,or X(t)=A (A1s(t))3 

Where the source vector is s(t). 
Tsssssssssts ]9,8,7,6,5,4,3,2,1[)( =   

   The algorithm performance can be measure by the performance index defined by  

= ==

−+−=
m

j

m

l kjk

lj
m

l jkk

jl

a

a

a

a
E

1 11

)]1
||max

||
()1

||max

||
[(                 (13) 

Where A=[ajl] expresses the transmission matrix of system model, the properties of 
the system model are illustrated as shown in Fig1,2. The nine sub source signals 
shown have been mixed to be the mixing matrix. Uncorrelated Gaussian noise signals 
are added to every X(k). Channel interference is Rayleigh distribution which elements  

 

Fig. 2. The adaptive blind separating convergence speed 

mi is the even probability distribution [0,+1], Rayleigh distribution sequence 

ii mln2s μ= , where μ  is the mean of Rayleigh distribution. With the associated 

learning rules and nonlinearity )As(fx ii =  and )x10tanh()y(v ii = , the first nine 

signals xi are the mixed signal, and the second nine signals are the estimated source 
signals using the adaptive learning algorithm. The horizontal axis represents time in 
seconds. We have observations in which the order and amplitude of signals are in-
definite. 

The simulation observation indicates that, when the typical function 2tanh(x), 

3

1

x and x3 are used in the nonlinear separating, the convergence rate is shown as Fig2 
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with adaptive algorithm. The ways of using 3

1

x  and x3 are faster in convergence and 
better in performance than the function 2tanh(x). The best way is the function x3. The 
minimizing mutual information is the criterion of measuring the quality of source 
signal separating. 

6   Conclusion 

The paper discusses BSS problem of mixture signals based on adaptive minimizing 
mutual information gradient algorithm, SVD and ICA. The general adaptive natural 
gradient cost function method of completeness, under-determined and over-
determined BSS evaluated separation quality. It separated source signals from ob-
served data subspace and noise subspace successfully. The optimized minimizing 
mutual information gradient algorithm realizes minimizing cost function. The works 
aim at reducing signals interference and extracting noise signals. Above all, despite 
not having known the channel parameters and source signal information, the system is 
able to recover the transmitter source signals. The way of minimizing mutual informa-
tion not only recovers mixing signals, but also attains better convergence and  
stability. 
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Abstract. Conditional random fields is a probabilistic approach which has been 
applied to sequence labeling task achieving good performance. We attempt to 
extend the model so that human effort in preparing labeled training examples 
can be reduced by considering unlabeled data. Instead of maximizing the condi-
tional likelihood, we aim at maximizing the likelihood of the observation of the 
sequences from both of the labeled and unlabeled data. We have conducted ex-
tensive experiments in two different data sets to evaluate the performance. The 
experimental results show that our model learned from both labeled and unla-
beled data has a better performance over the model learned by only considering 
labeled training examples. 

1   Introduction 

Many research problems such as language processing and bioinformatics can be for-
mulated as sequence labeling tasks [1,2]. For example, automatic part-of-speech 
(POS) tagging considers a sentence as a sequence of tokens. Its objective is to identify 
the part of speech of the tokens, based on the observation from the sentence. In es-
sence, sequence labeling aims at assigning the class labels to the states of a sequence 
given the observation of the states. Various approaches applying machine learning 
techniques have been proposed to automatically train a sequence labeling system from 
a set of manually prepared training examples. For instance, Hidden Markov Models 
(HMM) has been applied in different kinds of text documents to extract information 
[3-5]. Linear classification models have also been studied to handle sequential data 
[6,7]. The trained system can then be applied to automatically label the sequence. 

Recently, Lafferty et al. proposed to apply undirected graphical model known as 
conditional random fields to solve the sequence labeling problem [8]. Conditional 
random fields is a probabilistic framework employing the discriminative approach. 
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There are several characteristics of conditional random fields. The first characteristic 
is that it can model the long range dependence between the state and the observation, 
as well as the inter-dependency between neighbouring states. The second characteris-
tic is that unlike Naive Bayesian approach, it allows the use of dependent or overlap-
ping features. The third characteristic is that iterative methods such as improved itera-
tive scaling [9,10] and conjugate-gradient method [11] can be applied for parameter 
estimation. In general, conditional random fields achieves very good results in se-
quence labeling learning task. 

Though the proposed learning algorithms including conditional random fields can 
automate the labeling process, one major problem exists is that quite a lot of human 
effort is required to manually prepare the labeled training examples in advance. 
Preparation of large number of labeled training examples can be expensive and time 
consuming. In normal circumstances, unlabeled data can be easily obtained with rela-
tively less cost. Recently, many works in different research fields demonstrate that 
unlabeled training examples can be valuable for learning. For instance, Nigam et al. 
presented that both labeled and unlabeled training examples can be exploited in pa-
rameter estimation under the expectation-maximization (EM) framework and showed 
that their method gives substantial improvement in the text classification task [12]. 
Co-training is another method for using both labeled and unlabeled training examples 
[13]. Another example is in the parameter estimation of HMM. Unlabeled training 
examples can be easily incorporated by using the well developed Baum-Welch train-
ing algorithms. Previous literatures also reveal that generative models such as HMM 
can take the advantage of unlabeled training examples in the training process under 
the EM framework (Baum-Welch basically is an EM algorithm) by treating the class 
variables as the unobserved or hidden variables [14-16]. Essentially, unlabeled train-
ing examples can be incorporated in generative models because generative models 
consider the joint probability of all the observed and unobserved variables in the 
learning process. 

Discriminative models are normally not obvious for incorporating unlabeled data 
since they consider the mapping from the observed variables to the unobserved vari-
ables based on the labeled training examples instead of gathering all the distribution 
information. In this paper, we are interested in tackling this problem by developing a 
technique which can train the conditional random fields using a small amount of la-
beled training examples and a set of unlabeled data. We develop a method which can 
improve the parameter estimation by making use of both labeled and unlabeled train-
ing examples. We conducted experiments in two different domains to demonstrate the 
effectiveness of our method. 

2   Review of Conditional Random Fields 

2.1   Basic Model and Inference 

In sequence labeling, we consider the graph shown in Figure 1. Let X and Y be the 
entire sequence of observed and unobserved variables consisting of N states respec-
tively. In the figure, xi is the sequence of observed variables {xi∈X : i=1,2,…, N} and 
 



 Training Conditional Random Fields with Unlabeled Data 479 

 

Fig. 1. An undirected chain graph represent-
ing the sequence of observed variables X and 
unobserved variables Y. xi and yi represent the 
observed variable and unobserved variable at 
the i-th state respectively, where i=1,2,…,N. 

 

Fig. 2. An undirected graph which is a gener-
alization of the one shown in Figure 1 

 

yi is the sequence of unobserved variables {yi∈Y : i=1,2,…,N} where i represents the 
i-th state. According to the Hammersley-Clifford Theorem, the joint probability of all 
the variables in an undirected graph is in the form of Gibbs distribution as follows: 

where W=X∪Y;  is the collection of all the cliques and i(W) is the clique potential 
function for the i-th clique. A clique is defined as the maximum complete sub-graph. 
Z is called the partition function which is defined as follows: 

 
(2) 

so that the constraint ΣW P(W) = 1 must be satisfied. Equation 1 can be rewritten as: 

 
(3) 

Computing the log partition function is intractable for moderate number of variables 
in W. Therefore, some techniques such as Markov Chain Monte Carlo are proposed to 
approximate the log partition function.  

To avoid the problem in the calculation of the log partition function, we can con-
sider the following conditional probability: 

 
(4) 

where i|X=x(Y) is the i-th clique potential function given X=x and Z(x) is a function 
defined as: 

 
(5) 

Contrary to the partition function Z in Equation 2, Z(x) can be computed efficiently 
using dynamic programming for the chain graph as shown in Figure 1. Consider the 
graph in Figure 1, Equation 4 can be rewritten as: 

 (6) 

where i and μi are the weights, f and g are binary feature functions. For example, 
f(xi,yi)=1 if xi=“computer” and yi=“NNP” at the i-th token in the part-of-speech tag-
ging task. Without losing generality, Equation 6 can be rewritten as: 

 
(1) 
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(7) 

where i is the weights and hi(x,yi-1,yi) is the binary feature function which associates 
with x, yi-1, and yi. Equation 7 essentially refers to the graph shown in Figure 2 which 
is the generalization of the one shown in Figure 1. Figure 2 reveals that conditional 
random fields can model the long range dependence between the state and the obser-
vation because each state variable yi is connected to all the observed variables X=x1, 
x2,…,xN. 

Given the set of parameters  and the observation x of a sequence, the optimal la-
beling y can be calculated using the Viterbi-like algorithm. In essence, the solution 
can be found by solving the following problem: 

 (8) 

2.2   Parameter Estimation 

Suppose there are L labeled training examples and let  be the set of all labeled train-
ing examples. The conditional likelihood for the occurrence of this set of labeled 
training examples given the set of model parameters  is: 

 
(9) 

The log likelihood function is: 

 
(10) 

The parameter estimation is achieved by maximizing the log likelihood function. 
Equation 10 can be proved to be convex and the gradient is expressed as follows: 

 

(11) 

where EP(⋅)[h] is the expected value of h over the probability distribution P(⋅), There-
fore, the maximum of Equation 10 is obtained if the following expression holds: 

 
(12) 

where p
~

(⋅) is the empirical distribution of the labeled training examples. However, we 
cannot obtain the analytical solution in closed form. Therefore, iterative methods such 
as improved iterative scaling and conjugate gradient methods can be employed to find 
the solution of . 

3   Incorporate Unlabeled Data 

The parameter estimation in conditional random fields is achieved by maximizing the 
conditional likelihood function stated in Equation 9. Owning to this, it is not easy to 
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incorporate unlabeled data in the parameter estimation process. Let U be the number 
of unlabeled data and ’ be the set of unlabeled data. Then the conditional likelihood 
of the occurrence of the data is expressed as 

 
Since the value of Y is unknown in unlabeled data, if we perform similar operation in 
EM replacing P(y(k)|x(k)) with Σy'∈YP(Y=y'|x(k)), P ( , ')$ becomes 

 
which can be expressed as ΠL

j=1P(y(j)|x(j)). This shows that the unlabeled data has no 
effect in the conditional likelihood. Therefore, to incorporate unlabeled data, we  
modify the criteria in parameter estimation. Instead of maximizing the conditional 
likelihood function of the unobserved variable Y, our objective is to maximize the 
likelihood of the observed variable X, i.e., P' ( , ')=ΠL

j=1P(x(j)) ΠU
k=1P(x(k)). Maxi-

mizing this likelihood function is equivalent to minimizing the following Kullback-
Leibler (KL) divergence: 

 
(13) 

To minimize this KL divergence, we have: 

 
Proposition 1. Equation 9 and Equation 13 achieve their maxima and minima respec-
tively in the same condition if the expected value of any feature over the empirical 
distribution in the labeled training examples is the unbiased estimator for the expected 
value of the corresponding feature in the population. 

Proof: Let G( )=-Σx∈XP
~

(x)logZ(x)+logZ. Consider the gradient of G( ): 

 
(14) 

Setting the gradient to zero yields the following equation: 

 (15) 

Suppose S is the set containing sufficiently large number of samples drawn from 
P (X,Y). Equation 15 can be written as follows: 

 (16) 

where |S| denotes the size of S. In optimal condition, P (X,Y)=P
~

(X,Y) and the expected 
value of any feature over the model distribution is equal to the expected value of the 
corresponding feature over the empirical distribution. Therefore, 
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Fig. 3. The outline of the conditional random fields learning algorithm using labeled and unla-
beled data 

 (17) 

which is equivalent to Equation 12.       
Suppose we have a set of labeled and unlabeled data, Proposition 1 reveals that if 

we can obtain the empirical expected value of the features for the entire set of data, 
the minima of Equation 13 can be achieved by updating the parameters  such that 
Equation 17 is satisfied. Since the calculation of the right hand side (RHS) of Equa-
tion 17 does not require the true value of Y, it can be calculated using both of the 
labeled and unlabeled data. As the calculation of the empirical expected value of the 
features requires the information of X and Y of the data, we need to solve the problem 
of obtaining the empirical expected value of the features for the entire set of data 
which is composed of labeled and unlabeled data. 

We develop an algorithm addressing the above issue. Figure 3 depicts the outline 
of our algorithm. The idea of our algorithm is to update the empirical expected value 
for the entire set of data by making use of a portion of unlabeled data and the current 
model. We first partition the unlabeled data U into two disjoint sets, namely, UA and 
UB. In each iteration of the learning process, we update the empirical expectation of 
the features by computing  which is defined as follows: 

 
(18) 

 is composed of two parts. The first part is to directly count the number of occur-
rence of the feature i in L. The second part is an estimation of the expected value of 
the feature i in UB using the current model t. As the model improves,  converges to 
the empirical expected value according to Proposition 1. In Step 5, we compute , 
which is basically the model expected value of the feature i in the sets L and UA.  is 
defined as follows: 

 
(19) 

Next the gradient is the difference between  and . After the gradient is obtained, 
the new model t+1 can be computed using iterative procedures such as limited-
memory quasi-Newton method (L-BFGS) [12]. 
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Table 1. The 24 binary features used in the information extraction experiment 

1. Begin with number   13. Contain question mark  
2. Begin with ordinal numbers or symbols   14. Contain question word  
3. Begin with punctuation   15. Terminate with question mark  
4. Begin with question word   16. First alphabet is capitalized  
5. Begin with the string ``subject''   17. Indented  
6. Blank line   18. Indented from 1 to 4 spaces  
7. Contain alpha-numeric tokens   19. Indented from 5 to 10 spaces  
8. Contain bracketed number   20. More than one third of the line is space  
9. Contain the string ``http''   21. Contain only punctuation  
10. Contain non-space string   22. Previous line is a blank line  
11. Contain number   23. Previous line begins with ordinal numbers 

or symbols  
12. Contain the string ``pipe''   24.  Less than 30 characters  

4   Experiment Results 

We have conducted extensive experiments in two different tasks to evaluate the per-
formance of our approach. The first task is information extraction from the documents 
about the seven Usenet multi-part FAQs downloaded from the Internet [17]. In this 
task, each line of the documents is labeled with either head, question, answer, or tail. 
Our goal is to predict the label of each line based on the texts observed from the 
documents. The second task is noun phase (NP) chunking of the natural language 
texts investigated in the Conference on Computational Natural Language Learning 
(CoNLL) [18]. In each of the documents, the tokens are labeled with one of the three 
labels: beginning of a chunk (B), continuation of a chunk (C), and outside of a chunk 
(O). For example, in the text fragment “East Rock Partners Limited said it proposed 
to …”, the tokens and the corresponding labels are as follows: 

East Rock Partners Limited said it Proposed to 
B C C C O B O O 

The objective of this task is to predict the label of each token found in a document. 

Table 2. The experimental results in the information extraction task. P, R, and F refer to preci-
sion, recall, and F-measure respectively. CRF refers to conditional random fields. 

 P(%) R(%) F(%) 
HMM  41.3 52.9 46.4 
MEMM  86.7 68.1 76.3 
Ordinary CRF  79.6 76.1 76.9 
CRF with unlabeled data  81.0 76.4 77.6 

These two tasks are selected for evaluation because of two reasons. The first reason 
is that the characteristic of the documents in these two tasks are different. In the NP 
chunking task, the documents are natural language texts. They are largely grammati-
cally correct. On the other hand, the documents used in the information extraction 
task may not be grammatical and they often have some special formatting structure. 
We commonly refer such documents as semi-structured documents. The second rea-
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son is the difference in the feature size. In the information extraction task, we follow 
the experimental setup in [17] and only 24 features are selected. In the NP chunking 
task, thousands of features are used. These characteristics of the tasks can demon-
strate the robustness of our approach. 

We adopt two evaluation metrics, namely, precision (P) and recall (R) for the 
evaluation. Precision is defined as the number of lines (or tokens) for which the sys-
tem correctly labeled divided by the total number of lines (or tokens) it labeled. Recall 
is defined as the number of lines (or tokens) for which the system correctly labeled 
divided by the total number of actual lines (or tokens). We also adopt F-measure 
which combines precision and recall as a harmonic mean which is defined as 
2PR/(P+R). 

4.1   Evaluation on Information Extraction 

The documents used in the information extraction task are collected from seven Usenet 
multi-part FAQs in the Internet. We follow the same experimental setup stated in [17]. 
In the experiment, we train the model for each of the categories, using one document as 
the labeled training example from the corresponding category. The remaining docu-
ments are regarded as unlabeled data and are used for testing purpose. The trained 
model is then applied to the testing documents in the same category for evaluation. 
Suppose there are n documents in the category, we conduct the experiment n times. In 
each run, a different document is selected as labeled training example to train the model 
and the remaining n-1 documents become the unlabeled data and are used for testing. 
The results are the average precision and recall for these n runs. We use the same set of 
24 binary features as in [17] as depicted in Table 1. As stated in the algorithm shown in 
Figure 3, we need to divide U into UA and UB. We randomly select one unlabeled 
document in U to form the set UA and the remaining documents become UB. 

We compare the performance of our approach with hidden Markov model (HMM), 
maximum entropy Markov model (MEMM), and ordinary conditional random fields 
(CRF). Table 2 depicts the results of different methods. The second, third, and fourth 
columns show the precision, recall, and F-measure respectively. The performance of 
HMM and MEMM are extracted from the paper stated in [17]. Ordinary conditional 
random fields shows a better performance over HMM and MEMM because of its dis-
criminative power and the avoidance of label bias problem found in MEMM as stated in 
[8]. Our approach of incorporating unlabeled data in conditional random fields shows a 
better result over ordinary conditional random fields. The reason is that if we only learn 
the model parameters from the labeled training examples, we can just obtain a model 
which is the fittest to the set of labeled training examples. However, if we incorporate 
the unlabeled data in parameter estimation, the learned model can be more close to the 
actual model of the entire set of data composed of labeled and unlabeled data. 

4.2   Evaluation on NP Chunking 

The data used in the NP chunking experiment is the Wall Street Journal (WSJ) corpus 
of the Penn Treebank Project [19]. The corpus is divided into several sections. In the 
original chunking scheme used in CoNLL [18], sections 15-18, which consist of about  
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nine thousand sequences, are used for training. Section 20, which consists of about 
two thousand sequences, is used for testing. Since our method aims at reducing the 
human effort in preparing labeled training examples, we used different number of 
labeled training examples from sections 15, and the remaining sequences in sections 
15-18, and 20 as the unlabeled data to train the model. The learned model was then 
applied to the two thousand sequences in section 20 for testing. 

 

Fig. 4. The experimental results of ordinary conditional random fields and our approach using 
unlabeled data. The X-axis and Y-axis represent the number of labeled training examples used 
in the experiment and the F-measure respectively. 

In our experiment, we use the same set of features as in [11]. The features of each 
token mainly consider the words, the part-of-speech tags, and the labels of the token 
and the tokens around within the window size of two. Figure 4 depicts the results of 
ordinary conditional random fields and our method for learning conditional random 
fields with unlabeled data using various number of labeled training examples. It 
shows that our approach can improve the learned model and achieves better perform-
ance. We have also conducted an experiment using all the sequences in section 15 as 
the labeled training examples. The F-measures for ordinary conditional random fields 
and conditional random fields with unlabeled data are 95.95 and 95.97 respectively. 
Another experiment which uses all the sequences from sections 15-18 as labeled 
training examples and section 20 for unlabeled data was also conducted. This setting 
is the same experimental setup as in [18]. The performance of ordinary conditional 
random fields and conditional random fields with unlabeled data are both 96.30. We 
can notice that if the number of labeled training examples increases, the impact of 
unlabeled data diminishes. The reason is that the number of labeled training examples 
is sufficient to reflect the statistics of the entire set of data. Adding more unlabeled 
data can no longer improve the learned model. However, if a limited amount of la-
beled training examples are available, unlabeled data can be very useful. 
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Abstract. A two stage algorithm, consisting of gradient technique and particle 
swarm optimization (PSO) method for global optimization is proposed. The 
gradient method is used to find a local minimum of objective function  
efficiently, and PSO with potential parallel search is employed to help the 
minimization sequence to escape from the previously converged local minima 
to a better point which is then given to the gradient method as a starting point to 
start a new local search. The above search procedure is applied repeatedly until 
a global minimum of the objective function is found. In addition, a repulsion 
technique and partially initializing population method are also incorporated in 
the new algorithm to increase its global search ability. Global convergence is 
proven, and tests on benchmark problems show that the proposed method is 
more effective and reliable than the existing optimization methods. 

1   Introduction 

A global differential optimization problem (GOP) can be denoted by:  

( )min       .f x subject to x S∈  (1) 

where ( )f x  is a differential real value function defined on nS R⊆ . A vector 

x S∗ ∈ satisfying ( ) ( )f x f x∗ ≤ for all x S∈  is called a global minimizer of 

( )f x over S and the corresponding value f ∗ is called a global minimum. In this pa-

per, we will focus on box constrained and differential global optimization problems. 
Global optimization finds wide applications in an extremely broad spectrum of 

fields, e.g. bio-medical engineering, computer engineering and system engineering, to 
name only a few. However, the existence of multiple locally optimal solutions and 
non-convexity of objective functions or feasible regions make GOPs a great chal-
lenge. Therefore, finding the global optimal solution of an arbitrary function becomes 
an important challenge. 
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In the last four decades, many approaches have been proposed in literature in dif-
ferent fields to meet this challenge. Most methods realize global search by their capa-
bility of jumping from one local minimum to a better one until convergence. These 
methods can be classified into two main categories: namely i) deterministic methods 
and ii) stochastic methods. The first class relies on some deterministic information to 
solve GOPs and the better known deterministic methods include tunneling method 
[1], filled function method [2], etc. The main feature of these methods is to use gradi-
ent type methods coupled with certain auxiliary functions to jump successfully from 
one local minimum to another, better one. However, the latter class depends on  
probabilistic technique to escape from local minima and these methods include ge-
netic algorithm (GA) [3], simulated annealing algorithm (SA) [4], and particle swarm 
optimization (PSO) [5], [6], [7]. Though the stochastic optimization approaches pro-
vide a relatively good methodology to move away from stationary points to a global 
one, they are generally computationally intensive to be applied and the final solution 
qualities are not high. In view of the above, a method designed for global optimiza-
tion which can keep the rapid convergence and high accuracy of deterministic meth-
ods and the robustness of stochastic methods is an effective algorithm. Some reported 
papers have tried to hybridize different techniques to design such an algorithm [8-10]. 

Now, let’s recall some referenced techniques propose our idea for this paper.  
Gradient based algorithms are very effective deterministic methods in finding a 

stationary point near the initial one [11]. There are many existing efficient gradient 
descent methods for finding a local minimum of one function, e.g. steepest descent 
method, Newton method, various quasi Newton methods, trust region method and 
conjugate gradient method. In general, these methods converge more rapidly and can 
obtain solutions with higher precision than stochastic approaches in fulfilling the task 
of a local search. And they have been used extensively in a very broad class of prob-
lems, especially as a vital component of sophisticated algorithms [9-10]. However, 
these approaches often rely heavily on the initial point, the topology of the feasible 
region and the surface associated with the objective functions. A good starting point is 
vital for these methods to be executed successfully. 

  PSO method is a recently proposed stochastic optimization algorithm, which be-
longs to the category of swarm intelligence methods. This algorithm is inspired by the 
social behavior of flocking organisms, such as swarms of bees and schools of fish. It 
gradually probes promising regions of the search space by communicating swarm the 
information of each individual and the whole population. The core of PSO is the up-
dating formula of the particle, which can be represented by (2) and (3). 

Updating of the velocity (2) and updating of the location (3) 

( ) ( ) ( )( ) ( )( )1 1 2 2 .1i i i i iV t wV t c r pBest X t c r gBest X t+ = + − + −  (2) 

( ) ( ) ( ) .1 1i i iX t X t V t+ = + +  (3) 

For the meaning of the symbols see [7]. Although the PSO algorithm is simple in 
concept, few in parameters, and easy in implementation, it has found applications in 
many areas due to its effectiveness in jumping out of a local minimum to convergence 
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of a global one. However, it can often only detect the sub-optimal solutions and the 
improvement of the solution precision is time consuming for this algorithm. 

Paper [8] proposes one hybrid method which incorporates gradient information 
into the velocity updating formula of each particle. The location updating formula is 
the same as (3). However, this method doesn’t make good use of the high effective 
local search ability of existing traditional gradient based methods and the useful in-
formation that the individual has encountered (the best solution found so far), and the 
inertia weight w is set to constant 1. Moreover, it is a heuristic algorithm and has 
partly changed the core of the PSO algorithm. Getting a solution with high predefined 
precision implicates that the population and iteration number have to be very large, 
which means the function value computation will be extensive in return. This is truly 
illustrated by testing in Section 3. 

Paper [9] combines the gradient method with the dynamic tuning method, result-
ing in an efficient approach. Inspired by it, we hybridize gradient based methods and 
the PSO approach in the present study. The new hybrid method uses gradient descent 
techniques to speed up the local search and improve solution precision, and uses the 
PSO approach to move away from the obtained minimizer to a better point from 
which the gradient method can restart a local search. The above stages are repeated 
until convergence. Thus, the new hybrid method may not only keep the rapid speed of 
gradient based methods but also retains the robustness of stochastic approaches. Fur-
thermore, some techniques e.g. repulsion technique, which makes use of the obtained 
local minima information, and a method of initialing part of the population, which can 
increase the diversity of the population to prevent the swarm from premature conver-
gence, are incorporated in the proposed algorithm to increase convergence probabil-
ity. The effectiveness of the new proposed method is demonstrated on ten typical 
problems, including comparisons with some existing methods.   

The motive of this paper, therefore, is to combine the existing gradient methods 
and PSO to construct an effective and efficient algorithm for complex GOPs. Thus, 
two major problems, namely having a good initial point for gradient techniques and 
an effective local search for PSO approach, can be dealt with. 

The rest of the paper is organized as follows: Section 2 presents the new method 
and the global convergence is proven. The numerical results and comparisons be-
tween different methods are reported in Section 3. And finally, conclusions are drawn 
and further research is detailed in Section 4. 

2   The New Algorithm 

2.1   The New Algorithm  

By examining gradient algorithms, we see that their main advantage is high efficiency 
and high accuracy in finding a local minimum near the initial point. However, the 
PSO method has good properties for escaping from the local minimum by relying on 
its effective potential parallel search and updating mechanism. Therefore, using the 
PSO method to obtain good starting points and then employing gradient based meth-
ods to fulfill the local searches effectively may make good use of their respective ad-
vantages to form an effective and efficient two stage strategy. 
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Phase 0. Generate ( )0x randomly in feasible region S . Set 0k = . 

Phase 1. (local search) Start from ( )kx and use gradient descent method to search 

for a feasible local minimizer ( )kx ∗
. 

Phase 2. (global search)Use ( )kx ∗
as an initial point and execute N particle swarm 

optimization iterations until a point ( )1kx +
which at least is as good 

as ( )kx ∗
is obtained, such that ( )( ) ( )( )1 kk

f x f x
∗+ < . Set 1k k= +  and 

turn to Phase 1. 

Repeat Phase 1 and Phase 2 until convergence. 

Fig. 1. A hybrid gradient and particle swarm optimization algorithm (GRPSO) 

In Phase 2, the PSO algorithm can be implemented as in Figure 2. 

Step 1. Initialize the particle population randomly in feasible region S . Find the 

best one gBest among the population. If ( ) ( )( )k
f gBest f x

∗< , set 

( )1k
x gBest

+ = and return. Else, set ( )kgBest x ∗= and turn to Step 2.  

Step 2. While (maximum iterations is not attained) do 

1. Update ipBest if the current fitness is better than ( ) ( )1, 2pBestif i N= L , N 

is population scale. 

2. Update gBest if the best fitness of the population is better than ( )f gBest . 

3.  If ( ) ( )( )k
f gBest f x

∗< , set ( )1k
x gBest

+ = and break while. 

4.  Compute particle velocity according to 1. 
5. Compute particle location according to 2. 
6.  Execute repulsion steps.[12] 

End while. 

Step 3. If maximal iterations are attained in step 2 and ( ) ( )( )k
f gBest f x

∗> , re-

initialize part of the population, execute repulsion steps and turn to step 

2. Otherwise, set ( )1k
x gBest

+ = and return.   

Fig. 2. Steps of PSO algorithm in phase 2 of Fig. 1 

In addition, because the new algorithm is an iterating population based algorithm, 
we can incorporate repulsion technique [12]. We can also incorporate the technique 
for reinitializing part of the population (its meaning is outlined below) in an algorithm 
as the best solution can’t be improved any more in the PSO search stage. The  
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repulsion technique here makes use of already obtained local minima information to 
repulse particles to fly from the already detected area to more promising regions and 
the partial reinitializing technique is used to keep population diversity and prevent the 
population from premature convergence. This new method is noted as GRPSO in the 
present study, whose main steps are in Fig.1.  

In Step 3 of Figure 2, “Reinitialize part of the population” is implemented as  
follows: 

Assume N is the population scale and M is a random generated number, and 

{ }1,2,M N∈ K . Individuals of the current population are sorted according to their 

objective function values. Select M worst individuals from current population and re-
place them by M randomly generated individuals (e.g. M independent samples from 
uniform distribution in feasible region) to form part of a new population.  

Note that in Step 3 of Figure 2, we firstly reinitialize part of the population and 
then execute repulsion steps to assure the new M individuals move away from the ob-
tained minimizers and distribute into more promising regions. We can also say that 
the diversity of the population is increased after Step 3. 

2.2   The Global Convergence 

Now, we prove the asymptotic convergence of the GRPSO method. Suppose that the 
local minimization sequence is strictly descent and can converge to a local minimizer. 

Let Lf
∗ be the least local minimum which is larger than the global minimum f ∗ and 

the Lebesgue measure of the set ( ) 0Lm S∗ > , where ( ){ }|L LS x S f x f∗ ∗= ∈ < .  

Definition 1: Let ( )1, 2,ky k = L be the minimization sequence of the algorithm. 

Suppose f ∗  is a global minimum. If { }lim 1k
k

p f y∗

→+∞
∈ = , we say the algorithm 

converges with a probability of 1 to a global one.  

Lemma 1: With an initial point ( ){ }|L Lx S x S f x f∗ ∗′ ∈ = ∈ < , the minimization se-

quence generated by minimizing ( )f x on S  will converge to a global minimizer of 

( )f x on S . 

Proof: With an initial point Lx S∗′ ∈ , the minimization sequence will converge to a lo-

cal minimizer (denoted by 1x∗ ) of ( )f x on S . Since ( ) Lf x f ∗′ < and the minimization 

sequence is strictly descent, it follows that ( )1 Lf x f∗ ∗< . By the assumption that Lf
∗ is 

the least local minimal value of problem ( )1  which is larger than f ∗ ( f ∗ is a global 

minimum), we have ( )1f x f∗ ∗= , i.e. the minimization sequence converges to a 

global minimizer of ( )f x on S . 
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Let ( )kx be the restart point in the kth iteration of the gradient algorithm, and ky be the 

corresponding local minimum. 

Theorem 1: let L be the maximum number of gradient local searches to be per-

formed. If L → +∞ , then Ly converges to the global minimum f ∗ of problem 

( )1 on S with a probability of 1. Namely: 

{ }lim 1.Lp y f
L

∗= =
→+∞

 (4) 

Proof: To prove Theorem 1 is equivalent to proving that: 

( ){ } 0, 0
1

Lp y f
k L k

ε ε∗∞ ∞
− ≥ = ∀ >

= =
I U . 

According to the descent property of the algorithm, it is obvious that 

1K Kf y y∗
−≤ ≤  i.e. { }

0k k
y

=

∞
is monotonically decreasing.  

Let ( )
( )

1 Lm s
q

m X

∗

= − . By Lemma 1 and the monotonic property of{ }
0k k

y
=

∞
, 0ε∀ > , 

We have:  

{ } ( ){ } ( ){ }
( ) ( )

1 1

1 1
.

( )
1

L L

L L
i i

L L LL
L

i i

p y f p y f p x Si

m s
p x S p q

m X

ε ε∗ ∗ ∗

= =

∗
∗

= =

− ≥ = − ≥ ≤ ∉

= ∉ = − =∏ ∏

I I

 

Thus: 

( ){ } ( ){ }
( )

1

.

lim

lim lim lim
1

L L
k L k L k

k
L

L
L k L k

p y f p y f
k

q
p y f q

k k k q

ε ε

ε

∞ ∞ ∞∗ ∗

∞= = =

∞ ∞∗

∞ ∞ ∞= =

− ≥ ≤ − ≥
→+

≤ − ≥ ≤ =
→+ →+ →+ −

I U U

 

Since
( ) 0Lm S∗ >

, we have 0 1q< < and

0
1

kq

q
→

− . If k → +∞ ,  

( ){ } 0, 0.
1

Lp y f
k L k

ε ε∗∞ ∞
− ≥ = ∀ >

= =
I U  (5) 

Formula (5) is obtained according to Borel-Canteli Lamma. Hence (4) holds. 
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3   Numerical Experiments 

In this section, the proposed algorithm is examined against ten benchmark problems 
taken from literature [10]. The computational results are summarized in tables 
which indicate the comparisons of the new algorithm GRPSO with other methods, 
especially with HGPSO and GRDT. Since the solution quality (regardless of the ini-
tial system parameters), the convergence speed and the frequency of finding opti-
mal solutions are the main requirements of a practical optimization technique, in 
order to make a fair comparison, we performed 20 independent runs on the 10 com-
plex functions. The solution quality, average success rate or objective function 
evaluations are listed in Tables 1 to 3. And some typical cases are displayed in fig-
ures. Since the GRDT algorithm was executed against the ten test problems in [10], 
Tables 1 and 2 include all of the available results from [10]. The predefined preci-
sion is 1e-6 and the maximal number of function evaluations is 2,100. The algo-
rithm terminates when the solution with the predefined accuracy is found. If one al-
gorithm can’t find the minimum with a predefined error within the maximal 
computation function values, we say that it fails. 

The involved nomenclatures in Tables 1 to 3 are listed as follows: 

 
PRS:       Pure random search [13]       
MS:        Multi-start method [14] 
SA1:       Simulated annealing based on stochastic differential equations [14] 
SA2:       Basic simulated annealing [14] 
TS:         Taboo search [15] 
TA:         Tree annealing [16]          
TT:         TRUST [17] 
GRDT:   Hybridization of gradient descent algorithms with dynamic  

tunneling methods [10] 
HGPSO: Simulation of a new hybrid PSO algorithm [9] 
GRPSO: Proposed method in this paper 

As can be seen from Table 1, the proposed method can locate the best global min-
ima among the reported methods for the ten test functions, especially when compared 
with the similar hybrid method GRDT; SH and H3 are two typical cases. Further-
more, the success rate of finding the global minima is 100% for the new proposed 
method.  

It is observed from Table 2 that the proposed technique displays better perform-
ance than many known algorithms in terms of the numbers of function evaluations, 
such as PRS, MS, SA1, SA2, TS, TA, TT, GRAD and HGPSO method. The cases of 
GP and H3 are two typical examples. It implicates that GRPSO method converges 
more rapidly than the existing methods. It can also be seen from Table 2 that the ex-
isting methods can’t solve some of the test problems because of extensive computa-
tion, while GRPSO applies to all the test cases. 
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Table 1. The global minima found by GRDT, GRPSO and other reported method 

 CA GP RA SH BR H3 Sqrn5 Sqrn7 Swrn10 H6 

Reported -1.0316 3. -2. -186.7309 0.3979 -3.86 -10.14 -10.39 -10.53 -3.32 

GRDT  -1.0316 3. -2. -186.7035 0.3979 -3.8406 -10.1532 -10.4029 -10.5364 -3.3224 

GRPSO -1.0316 3. -2. -186.7309 0.3939 -3.8621 -10.1532 -10.4029 -10.5364 -3.3224 

Table 2. Average number of function evaluations for referenced methods 

 CA GP RA SH BR H3 Sqrn5 Squr7 Sqrn10 H6 

PRS - 5125 5964 6700 4850 5280 - - - 18090 

MS - 4400 - - 1600 2500 - - - 6000 

SA1 10822 5439     - 241215 2700 3416 - - - 3975 

SA2 - - - 780 505 1459 - - - 4648 

TS - 486 540 727 492 508 - - - 2845 

TA - 6375 - - 4172 1113 3700 2426 3463 17262 

TT 31 103 59 72 55 58 - - - - 

GRDT 290 5175 822 502 466 2811 298 533 469 963 

HGPSO 2100& 2100& 2100& 2100& 2100& 2100& 2100& 2100& 2100& 2100& 

GRPSO 53 134 309 308 32 88 303 554 450 47 

“&” indicates within the predefined maximal number of function evaluations 2,100, the success 
rate is at most 20% in 20 runs. Success rate is in Table 3.  

Hyphen “-” indicates that the algorithms don’t apply to the problems because of extensive 
computations. 

Table 3. Success rate of HGPSO and GRPSO 

 CA GP RA SH BR H3 Sqrn5 Sqrn7 Sqrn10 H6 

HGPSO 20% 20% 15% 10% 20% 20% 15% 10% 10% 20% 

GRPSO 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Though both GRPSO and HGPSO methods are hybrid methods which make use of 
gradient information and the PSO approach, we can say the GRPSO method runs 
more efficiently and effectively than the recently proposed HGPSO method in terms 
of average number of function evaluations and success rate, as can be clearly seen 
from Table 2 and Table 3. Meanwhile, this comparison implicates that the GRPSO 
method can reach a solution with higher precision than the HGPSO method provided 
the same computation of function values is employed. 

It should be pointed out that the results of the proposed algorithm in Tables 1 to 3 
are a mean of twenty runs. However, results of other algorithms except HGPSO are a 
mean of four runs [10]. That indicates the obtained number by the GRPSO method is 
more objective.  
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The monotonic convergence is also a very desirable property of the proposed 
method. For example, a typical convergence history for the algorithm in test SH is 
displayed in Figure 3, and typical trajectories of convergence in test GP are shown in 
Figure 4. Since the PSO method is mainly used for bypassing the previously con-
verged local minimum and discovering the descent point, the decrease in function 
value after executing each PSO search might be small.   

In addition, we point out that the traditional PSO method failed more than 18 times 
in 20 runs in finding the global minimum at the predefined computation and prede-
fined solution error, namely maximal number of function evaluations 2,100 and solu-
tion precision 1e-6. Therefore, the comparisons between the proposed method and 
traditional PSO method aren’t detailed here.  

In conclusion, the GRPSO method proposed in this paper displays better perform-
ance in solving global optimization problems, especially in convergent speed, reliabil-
ity and final solution quality than other existing algorithms. 

 

Fig. 3. A typical convergence history for the 
new algorithm (GRPSO) in SH function 
 

 

Fig. 4. Some typical trajectory convergence 
histories for the new algorithm (GRPSO) in RA 
function 

4   Conclusions and Further Research 

A new simple but effective and efficient two stage search method which combines the 
two well known search algorithms, namely gradient descent methods and PSO 
method, is proposed this present paper to solve global optimization problems. The 
gradient based method helps the hybrid algorithm execute the local search effectively, 
and the PSO technique plays the role of moving to a better descent point from which 
the local search restarts. In the new algorithm, a repulsion technique that uses already 
known information and a method of initializing part of the population to increase 
population diversity and prevent the swarm from premature convergence are used to 
improve its effectiveness. Different to the algorithm HGPSO, the effective classical 
gradient methods and a PSO with high jumping ability are combined reasonably well 
in the proposed algorithm. Numerical experiment results clearly underline that the 
monotonic method is computationally efficient and robust in most test cases, com-
pared with some similar existing methods.  
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How the new algorithm will behave for large scale problems, e.g. molecular struc-
ture prediction requires further research, and as such we are conducting further  
research in these respects. 
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Abstract. Although many techniques have been developed to deal with either 
multi-criteria or constrained aspect problems, few methods explicitly deal with 
both features. Therefore, a novel method of evolutionary multi-objective 
optimization algorithm with preference is proposed. It aims at solving multi-
objective and multi-constraint problems, where the user incorporates his/her 
preferences about the objectives at the very start of the search process, by means 
of weights. It functions by considering the satisfaction of the constraints as a new 
objective, and using a multi-criteria decision aid method to rank the members of 
the EA population at each generation. In addition, the Analytic Hierarchy Process 
(AHP is adopted to determine the weights of the sub-objective functions. Also, 
adaptivity of the weights is applied in order to converge more easily towards the 
feasible domain. Finally, an example is given to illustrate the validity of the 
evolutionary multi-objective optimization with preference. 

1   Introduction 

The Evolutionary Algorithms (EAs) were introduced by Schaffer[1] in 1984 to tackle 
the multi-objective optimization problem. Since 1990, the multi-objective 
optimization problem using EAs has attracted the attention of researchers. Though 
many optimization studies [2-4] deal with only one objective, this approach is often 
not realistic for industrial applications. More and more real-life cases need several 
objectives to be handled simultaneously; for instance, minimizing both the mass and 
cost of a mechanical structure, which can be a dilemma when, say, specially 
machined components are lighter but more expensive than other components, or 
heavier but with standard pieces. Another important aspect for the designer is to 
obtain a product which satisfies all the constraints, i.e. all the technical requirements. 
So far, there exists an overwhelming number of methods created to handle either 
multi-objective or constraints optimization with evolutionary algorithms (EAs). 
However, when the simultaneous tackling of both aspects is considered, very few 
specific methods are available. 
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In many cases, objectives are incommensurable, meaning they are not comparable 
with respect to magnitude and value, and conflicting, meaning that the different 
objectives cannot be arbitrarily improved without decreasing the value of another. 
The result is a trade-off between the objectives. Insight into such trade-offs is often of 
crucial importance for decision making. Due to the impossibility of achieving optimal 
values in all objectives simultaneously, multiple criteria decision making (MCDM) 
always involves a choice problem. The final solution represents a compromise 
between the different objectives depending on the preferences of the decision maker. 
There are four classes[5] determining when the decision maker’s preferences enter the 
formal decision making process: no articulation of preference information, priori 
articulation of preference information, progressive articulation of preference 
information or posteriori articulation of preference information. Although the 
methods presented above are widespread in the EA community, and generally easy to 
implement in standard EAs, no systematic rule can be adopted to determine which 
one is the best. 

Constraint handling methods used in classical optimization algorithms can be 
classified into two groups: (i) generic methods[6] that do not exploit the mathematical 
structure (whether linear or nonlinear) of the constraint, and (ii) specific methods[7] 
that are only applicable to a special type of constraint. Generic methods, such as the 
penalty function method, the Lagrange multiplier method, and the complex search 
method are popular, because each one of them can be easily applied to any problem 
without much change in the algorithm. But since these methods are generic, the 
performance of these methods in most cases is not satisfactory. However, specific 
methods, such as the cutting plane method, the reduced gradient method, and the 
gradient projection method, are applicable either to problems having convex feasible 
regions only or to problems having a few variables, because of increased 
computational burden with a large number of variables. Therefore, how to tackle 
constraints in EAs is a difficult issue for the users.  

In this paper, a novel method of evolutionary multi-objective optimization 
algorithm with preference is proposed. It aims at solving multi-objective and multi-
constraint problems, where the user incorporates his/her preferences about the 
objectives at the very start of the search process, by means of weights. It consists of 
considering the satisfaction of the constraints as a new objective, and using a multi-
criteria decision aid method to rank the members of the EA population at each 
generation. Furthermore, adaptivity of the weights is applied in order to converge 
more easily towards the feasible domain.  

In the remainder of the paper, we describe in detail the proposed evolutionary 
algorithm based on preference in Section 2. In Section 3, an application example is 
given to illustrate the presented algorithm as effective and practical. Finally, we 
outline the conclusions of this paper. 

2   Evolutionary Algorithm Based on Preference 

Many search and optimization problems in science and engineering involve a number 
of constraints which the optimal solution must satisfy. A constrained optimization 
problem is usually written as follows: 
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Minimize   ( )f x  

Subject to  ( ) 0jg x ≥ , j=1,2,…,p; 

( ) 0kh x = , k=1,2,…,q; 

l u
i i ix x x≤ ≤ , i=1,2,…,n; 

(1) 

In the above NLP problem, there are m objectives (that is, f(x)T=[f1(x)  f2(x) …  
fm(x)]), n variables (that is, x  is a vector of size n), p greater-than-equal-to type 

inequality constraints, and q equality constraints. The function ( )f x  is the objective 

function, ( )jg x  is the jth inequality constraints, and ( )kh x is the kth equality 

constraints. The ith variable varies in the range [ l u
i ix x, ]. 

2.1   Constraints Handling 

The constraints are considered as a new objective, and then the m+1th objective can be 
formulated as follows: 

1
0

( )
( )

j

j

m
g j

g x
f x

k+
<

=
 

(2) 

where the equality constraints are transformed into inequalities as in Eq.(3). This 
increases the total number of inequality constraints to p+q and the term p in Eq. (1) 
can then be replaced by p+q to include all inequality and equality constraints. The 
factor kj are scaling factors which can be estimated by Eq.(4): 

( ) 0k kh xε − ≥ , k=1,2  (3) 

1

( )( )
N

t
j

n
j

g x
k

N
==  

(4) 

where kε is a small positive value. N is population size; ( )( )t
jg x  is the value of the 

jth constraint for x  at generation t. 

2.2   Choice of the Weights 

The priori articulation of preference information is selected to tackle the multi-
objective[8]. The method of evolutionary multi-objective optimization with 
preference seems like the weighted sum method. They the same in that the m 
objective functions are aggregated into one. The difference is that the weights of the 
former are variant, but that of the latter are stated throughout the entire process. As in 
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any priori method, weights are initially chosen by the user for the m objectives in the 
following way: 

The Analytic Hierarchy Process, developed by Saaty [9], addresses how to determine 
the relative importance of a set of alternatives in a multi-criteria decision problem. 
There are three steps in the AHP: the design of the hierarchy, the prioritization 
procedure, and the calculation of the results. 

Once the hierarchy has been constructed, the decision maker begins the 
prioritization procedure to determine the relative importance of the elements of each 
level. The AHP can be used to make relative measurements through paired 
comparisons of criteria and of alternatives or to make rating measurements of the 
alternatives with respect to the criteria. 

If there are m objectives to compare, the AHP performs the multi-objective 
decision making process as follows: 

a) Develop the comparison matrix A: 

( )
11 12 1

21 22 2

1 1

m

m
ij

m m mm

a a a

a a a
A a

a a a

= =  (5) 

Table 1. Assessment of aij values 

Value of aij Interpretation 
0 Weak importance of i over j 
1 Equal importance of i and j 
2 Importance of i over j 

where aij indicates how much more important the ith objective is than the jth objective, 
while making the suitable material handling equipment selection decision. For all i and j, it 
is necessary that aii =1. The possible assessment values of aij in the pairwise comparison 
matrix, along with their corresponding interpretations, are exhibited in Table 1. 

b) Develop the judgment matrix based on the method of poles difference: 

11 12 1

21 22 2

1 2
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m
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m m mm
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c c c
C c

c c c

= =  (6) 

where ( ) ( ), i jr r R
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c) Check the consistency of judgments: 

( ) T

1i in
D d C w

×
= = ⋅ then the maximum eigenvalue of the comparison matrix: 

max
1

m
i

i i

d

mw
λ

=

=  (7) 

max
. . 1C I

m
P

m

λ ε−
= ≤

−
(8) 

where 0.001
The original weights of every objective can be obtained, but in order to take into 

account the objective relating to the satisfaction of the constraints, the actual weights 
are computed in the following way: 

( ) ( )t t
i iw w R= ⋅   for i=1,2,…,m (9) 

1 1( ) ( )t t
mw R+ = − (10) 

where R(t) is the ratio of the population which satisfies all the constraints at the 

previous generation. At the first generation, 1
1 1( )

mw + =  and 1 0( )
iw =  for i=1,2,…,m. 

One can easily check that: 
1

1

1( )
m

t
i

i

w
+

=
=  (11) 

The weights are a variance during the evolutionary process, when the number of 
feasible individuals is small; the relative importance given to the m+1th objective is 
high. 

Then, if a growing part of the population tends to satisfy the constraints, a decrease 

of 1
t

mw +
( )  automatically occurs. 

The flow-chart of the algorithm is illustrated in Fig.1. 

Random creation of the first generation (t=1)

Selection following
m+1 objectives

Crossover &
Mutation

t=t+1

Updating of the
weights

t<=N?

Output solution(s)

Yes

No

Fig. 1. The flow-chart of algorithm 
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2.3   Ranking the Individuals 

For each objective fi, a preference function Pi(a,b) is created, which allows comparison 
of any couple (a,b) of individuals. Pi(a,b) is calculated as follows : 

( )
1

0

1

( ) ( )

, ( ) ( )

( ) ( )

i i

i i i

i i

f a f b

P a b f a f b

f a f b

− >
= =

<
 (12) 

Then, the preference index of a over b is defined by: 
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, ,
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i i
i

a b w P a b
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=
π = ⋅  

1

1

1
m

i
i

w
+

=
=

 

(13) 

The weights wi reflect the relative importance assigned to each objective, and are 
chosen by the user. 

Finally, to compare a solution a with the N-1 other solutions of a set E, the 

preference flow ( )aφ  is calculated as follows: 

( ) 1

1
( , )

b E
b a

a a b
N ∈

≠

φ = ⋅ π
−

 (14) 

Consequently, the multi-objective problem is transformed into the maximization of 
the preference flow , which acts like the fitness function of a single-objective 
problem. Finally, the optimal solution is obtained. 

3   Case Studies 

In order to investigate the effect of an evolutionary multi-objective optimization 
algorithm with preference, a well-studied reducer design problem is considered. The 
resulting optimization problem has nine design variables 

( )1 2 3 4 5 6 7 8 9, , , , , , , ,x x x x x x x x x x= and seven inequality constraints: 

Minimize: 

( )

( )

( )

1 22
1 5 4

2 2
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( ) ( ) ( )2 1 2 5 4 6 7 5 91 cos 1 cos 2f x x x x x x x i x x= + + +  

3 1 2( ) 5 31.5f x x= Δ ⋅ + Δ    

[ ] ( )1 5 2 2 5 51450 1450 1450x x x x xΔ = −/ / / /

[ ] ( )2 2 7 2 71450 31 5 1450 31 5 1450 31 5x x x xΔ = −/ . / . / / .  
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12 5x≤ ≤ , 215 50x≤ ≤ 310 50x≤ ≤ 40.1396 0.2618x≤ ≤ , 

55.8 7x≤ ≤ , 62 10x≤ ≤ , 715 50x≤ ≤ , 810 50x≤ ≤ , 90.1396 0.2618x≤ ≤  

    (15) 

where x1 and x6 are the module of gears, they are discrete-value variables, where x2 
and x7 are the number of teeth in gears, so they are integer-value variables, others are 
real-value variables, so the coding of the variables adopts binary coding and real 
coding in evolutionary algorithms.  

The Std-EA, albeit simple, is sufficiently general and efficient to be adapted to 
multi-objective and multi-constraint optimization problems. The genetic parameters 
of the Std-EA are collected in Tab. 2. 

Table 2. EA parameters for test case 

Parameter Value 
Environment Std-EA Matlab 
Coding of the variable Binary and real coding 
Size of the population 100 
Number of generations 500 
Type of selection Tournament 
Number of individuals participating to a tournament 2 
Probability of crossover 0.90 
Type of crossover SBX 
Probability of mutation 0.01 
Type of mutation Flip and PBM 
Distribution index for crossover 1 
Distribution index for mutation 100+t 
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      Generation Number                                 Generation Number
a                                                              b 

Generation Number                                 Generation Number
c                                                              d  

Fig. 2. Simulation solutions. a) Objective f, b) Sub-objective f1, c) Sub-objective f2,  
d) Sub-objective f3. 

Table 3. Comparison of results for test case 

Original design Literature 8 This paper
x1(mm) 2 2.75 2.75
x2 19 18 16
x3(mm) 15 11 24.8
x4 15 10 13 11 42
x5 6.7 6 5.92
x6(mm) 3.5 4.5 3
x7 19 15 20
x8(mm) 27.6 15 29.5
x9 15 13 8 35 40
f1(MPa) 178.6615 176.9641 146.5037
f2(mm) 347.7231 392.4080 348.1503
f3( ) 28.8827 22.8330 11.9646
f 242.1044 261.1195 226.1444
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The optimal solutions are illustrated in Fig. 2, which shows the convergence trend 
of objectives and the results of every objective. The best EA results obtained in this 
paper are summarized in Tab.2 and compared with the best reported results in earlier 
studies[10]. Tab.2 shows that the solution obtained here is better than this previously 
known best solution. 

Numerical results show that the results of sub-objective f1, f2, f3 are improved 18 , 
-0.12  and 58.6  respectively n that of the original design. The results of sub-objective 
f1, f2, and  f3 are improved 17.2 , 11.3  and 47.6  respectively on that in Ref. [10]. At 
the same time, the validity and practicability of the presented algorithm is proved. 

4   Conclusion 

In order to solve multi-objective and multi-constraint problems simultaneously, a novel 
method of evolutionary multi-objective optimization algorithm with preference was 
proposed. The constraints as a new objective are considered, a prior method including 
the user preferences is adopted, and a multi-criteria decision aid method to rank the 
members of the EA population at each generation is used. Also, the weights are tunable 
in order to converge quickly towards the feasible domain. The results on the test 
problems studied here are interesting and promising for a reliable and efficient multi-
objective and multi-constraint optimization task through the presented algorithm. 
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Abstract. In genetic algorithms, commonly used crossover operators such as 
one-point, two-point and uniform crossover operator are likely to destroy the in-
formation obtained in the evolution because of their random choices of cross-
over points. To overcome this defect, a new adaptive crossover operator based 
on the Rough Set theory is proposed in this paper. By using this specialized 
crossover operator, useful schemata can be found and have a higher probability 
of surviving recombination regardless of their defining length. We compare the 
proposed crossover operator’s performance with the two-point crossover opera-
tor on several typical function optimization problems. The experiment results 
show that the proposed crossover operator is more efficient. 

1   Introduction 

Genetic algorithms (GAs) have been validated by their outstanding performance in 
optimization and machine learning for poorly understood, irregular and complex 
spaces [1]. The basic idea of GAs is to simulate the mechanisms of natural evolution 
such as selection, recombination, and mutation. In canonical GAs [2], population is 
composed of individuals represented as fixed length binary vectors, and the popula-
tion is generational. Recombination is implemented as a crossover operator, and mu-
tation is an additional operator to provide diversity in a population. Recombination is 
one of the most salient features in GAs. Especially many researchers have more inter-
est in the crossover operator than other operators, because it is the important element 
that performs the exchanging and recombining of genetic information from parents 
chosen through the selection mechanism [4]. In essence, through recombination, those 
distributed schemata are collected to form a better solution. The mechanism of this 
process can be explained by the schema theory [1]. Unfortunately, due to choosing 
crossover points randomly, commonly used crossover operators such as one-point, 
two-point and uniform crossover operator are likely to destroy useful schemata with a 
high defining length. This destruction does not have any significant effects on the 
performance of GAs, especially at the early state of the convergence process.  

Furthermore, experiment results suggest that human DNA does not choose recom-
bination loci randomly [3]. Therefore, as a bio-inspired methodology, GA should 
simulate this phenomenon. This means the crossover operator should be designed to 
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enable both exchange of genes and preservation of information obtained in evolution. 
This kind of crossover operator is desired to make GAs converging to the optimal 
solution effectively. 

For this purpose, several crossover operators have been developed. HRO [5] con-
siders only restricted region which shows homology over a specified threshold value 
when it selects crossover points. In the Puzzle Algorithm [6], there are two coevol-
ving populations: candidate solutions and candidate building blocks. The fitness of an 
individual in the building-blocks population depends on individuals from the solu-
tions population. The choice of recombination loci in the solutions population is af-
fected by individuals from the building-blocks population. 

In this paper, a new adaptive crossover operator based on the Rough Set theory, 
RSO, is presented. The main idea is to place constrains on the choice of crossover 
points in recombination. First, candidates for useful schemata are found by using the 
attribute reduction, a basic notion in the Rough Set theory. Then, they are evaluated 
through recombination, and useful ones are preserved in this process. Thus, a useful 
schema has a higher probability of surviving recombination even if its defining 
lengthis very high. 

The rest of this paper is organized as follows. In Section 2, basic notions of the 
Rough Set theory are briefly reviewed. In Section 3, the mechanism of the proposed 
crossover operator is discussed. In Section 4, the efficiency of the proposed crossover 
operator is tested by computation experiments. We conclude the paper with a sum-
mary in Section 5. 

2   Preliminaries 

In this Section, basic concepts of the Rough Set theory are briefly reviewed. More 
details can be found in [7][8][9]. 

Definition 1. An Information system (IS) is a triplet T = <U, AT, f>, where U is a non-
empty finite set of objects and AT  is a non-empty finite set of attributes, fa :U → Va  for 
any a ∈ AT, where Va is called domain of an attribute a. Here, we assume that an object 
x ∈ U possesses only one value for an attribute a, a ∈ AT. In an IS, if AT is composed of 
two disjoint subsets of attributes, called condition and decision attributes set respec-
tively, then the IS is called a decision table, denoted by DT = <U, C D, f>, where 
C D = AT, C D =∅.

Definition 2. In an IS T = <U, AT, f>, each subset of attributes A ⊆ AT determines a 
binary indiscernibility relation IND(A) of U:

(1)

The relation IND(A) is an equivalence relation and constitutes a partition of U, de-
noted by U/IND(A), in short U/A. Let IA(x) denote the set of objects {y∈U (x,y)∈
IND(A)}. IA(x) is the equivalence class that contains the object x, and objects from 
IA(x) are indiscernible with regard to their description in the IS. 

IND(A)={(x, y) U U| a A, fa(x)= fa (y)} . 

|
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Definition 3.  Let T = <U, AT, f> be an IS, A ⊆ AT and X ⊆ U. The lower approxima-
tion and upper approximation of the set X with respect to A are defined as:

AX = {x∈U | IA(x) ⊆ X} . (2)

=XA {x∈U | IA(x) X ≠ ∅} . (3)

Definition 4. Let DT = <U, C D, f>,  the positive region of D with respect to C is 
denoted by:

XCDPOS
DUX

C
/∈

= U  . (4)

If POSCD = U, then the decision table DT is consistent, otherwise it is inconsistent. 

Definition 5.  Let DT = <U, C D, f>, a subset A ⊆ AT is a relative reduct of DT iff : 

DPOSDPOS CA =  . (5)

∀a∈A, DPOSDPOS CaA ≠}{\  . (6)

Definition 6.  Let CREDD  be the set containing all relative reducts of DT. The rela-

tive core is denoted by: 

I
CREDR

D

D

RCCORE
∈

=   . (7)

3   RSO - Crossover Operator Based on Rough Set Theory 

In this section, the mechanism of RSO, a new adaptive crossover operator that helps 
to preserve schemata of promising performance, is discussed. 

3.1   Inspiration from Nature 

In canonical GAs, the schema theory suggests that those schemata with high defining 
length have lower probability to survive recombination, even if they have higher fit-
ness [1]. Research results show that this destruction does not have any significant 
effects on the performance of GAs, especially at the early stage of the convergence 
process. This is due to the premise that the crossover operator chooses crossover 
points at random. But experiment results suggest that human DNA can be partitioned 
into long blocks, such that recombinants within each block are rare or altogether non-
existent [3]. We can consider that these blocks contain useful information obtained in 
evolution. Apparently, this means nature does not choose recombination loci ran-
domly. To reflect this phenomenon, crossover points should be limited to those points 
that when they are used as crossover points in recombination, useful schemata do not 
be destroyed. 
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However, it is clear that we can hardly identify which schema is useful in the 
search space. Fortunately, using the concept of attribute reduction in the Rough Set 
theory, we can find key genes in the chromosome that can distinguish whether or not 
a schema has promising performance. Intuitively, we can choose schemata deter-
mined by those key genes as candidates and evaluate them. If the evaluation proves 
that they are useful, we can preserve them during recombination by placing con-
straints on the choice of crossover points, such that useful schemata have a higher 
probability of surviving recombination. 

3.2.   Implementation 

Constructing chromosome decision table. In order to find schemata of promising 
performance, the chromosome decision table should be constructed first. The strategy 
we use in this paper is that each individual in population is treated as an object in DT
and each bit of the corresponding chromosome string is treated as a condition 
attribute. The decision value of each object is determined by its fitness value. 
Formally, we can define a chromosome decision table as follows: 

Definition 7. Let population )(tX ={X1(t), X2(t),…, Xn(t)}, and m be the length of the 

chromosome string, the chromosome decision table is denoted by: DTchromosome=<U, C

{d}, f>, where U = )(tX , C={c1,c2,…, cm} and ∀ci∈C,
iCV ={0, 1}. Also, Vd = {0, 

1}, each object of the decision table is assigned a decision value defined as:

))(())((

))(())((
0

1
))((

tXJtXJ

tXJtXJ
tXf

avi

avi
id

<
≥= , (8)

where:

=

=
n

j
jav tXJ

n
tXJ

1

))((
1

))(( . (9)

means the average fitness of population )(tX . 

It is easy to prove that a chromosome decision table is a consistent decision 
table. 

Here, we employ two examples to illustrate some concepts and computations in-
volved in our proposed method. The aim of both examples is to maximize a function 

310,)( 2 ≤≤= xxxf .

Example 1: The initial population )0(X = {20, 15, 2, 5, 8}. 

Example 2: The initial population )0(X = {18, 16, 9, 7}. 

In both examples, the length of the chromosome is 5.  The chromosome decision 
tables are constructed as follows: 
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Table 1. Chromosome decision table 1 

 c1 c2 c3 c4 c5 d 
X1(0) 0 0 1 0 1 1 
X2(0) 1 1 1 1 0 1 
X3(0) 0 1 0 0 0 0 
X4(0) 1 0 1 0 0 0 
X5(0) 0 0 0 1 0 0 

Table 2. Chromosome decision table 2 

 c1 c2 c3 c4 c5 d 
X1(0) 0 0 0 0 1 1 
X2(0)  0   1 0 0 1 1 
X3(0) 1 0 0 1 0 0 
X4(0) 1 1 1 0 0 0 

Finding candidate schemata. By the definition, a reduct of the chromosome decision 
table is a minimal subset of attributes in the sense of inclusion that enables us to 
classify objects with high fitness (decision values are 1) and those with low fitness 
(decision values are 0). Intuitively, we can choose schemata determined by a reduct to 
be candidate schemata with promising performance. It is clear that finding all reducts 
then choosing the most suitable one is the best scheme. But it has already proven to be 
an NP-hard problem [10]. Therefore, it is more feasible to use a heuristic algorithm to 
acquire the optimal or hypo-optimal result. 

Definition 8.  Let DT = <U, C {d}, f> be an decision table and A ⊆ C, then the 
significance for each attribute a ∈ C \ A is defined as:

AaAAaSGF ηη −= ∪ }{),( , (10)

where:

||

||

U

DPOS A
A =η  . (11)

Based on the definition above, an attribute reduction algorithm is presented as fol-
lows: 

Algorithm 1. Attribute Reduction Algorithm
Input: A chromosome decision table DTchromosome= <U, C {d}, f>.
Output: A reduct of DTchromosome.
Step 1. Compute ηC for DTchromosome.
Step 2. Compute CORE{d}C . Let RED = CORE{d}C, and compute ηRED.

Setp 2.1. Let B = C \ RED. For each attribute a∈B, compute ηRED {a}.
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Setp 2.2. Choose an attribute b such that ηRED {b} is maximal (thus SGF (b, RED) is 

maximal), inserting it to the end of RED. Then, set ηRED =ηRED {b}.

Setp 2.3. If ηRED= ηC then go to Setp3. Otherwise, go to Setp2.1. 
Setp 3. From the end to the head of RED, test whether an attribute e is redundant: 

• If ηRED \{e} = ηC then e is redundant, deleting it from RED.
• If all the attributes in RED have been tested, the algorithm completes. 

The time complexity of Alogorithm 1 is O(|C|2|U|log|U|), if we use the algorithm in 
[12] to compute positive regions. In general, the size of the population is not very 
large, so the computational cost is acceptable. But the side effect is that only one 
reduction can be obtained. 

Another choice is RAD [11], the scalable attribute reduction algorithm which can 
find all reducts of decision tables. In this case, we can choose the most suitable one to 
determine useful schemata, but the computational cost is rather high. 

Next, we use the output of the attribute reduction algorithm to determine candidate 
schemata with promising performance. The set of all those schemata is denoted as 
Scan. The order of each schema in Scan is the cardinality of the reduct. Positions with 
fixed genes are determined by attributes in the reduct, and the values of those posi-
tions on the schema are those of the corresponding genes in the “good” chromosome. 
In example 1, supposing that we have RED= {c1, c4, c5}, Scan = {(0, *, *, 0, 1), (1, *, 
*, 1, 0)}. In example 2, supposing that we have RED= {c3, c4}, Scan = {(*, *, 0, 0, *)}. 
But schemata in Scan are not always useful, so the recombination strategy is proposed 
as follows to evaluate them as well as exchanging genes on the chromosome. 

Recombination strategy. In the method proposed in this paper, each recombination 
uses two parents, say X1(t) and X2(t), to create two children. During recombination 
two parents are selected through the selection mechanism and their fitness is checked 
by their decision values. 

• If fd(X1(t))=1 ∧ fd(X2(t))=1 or fd(X1(t))=0 ∧ fd(X2(t)) = 0, crossover points are cho-
sen randomly, and the recombination is executed like a standard GA. 

• Otherwise, genes on the position determined by the corresponding candidate 
schema in Scan are exchanged, with probability pc.

After recombination the two new children and two parents are evaluated and the re-
placement selection is employed. 

The main idea of this strategy is as follows: 

• If the fitness of either parent is greater than or less than ))(( tXJ av , then cross-

over points are chosen randomly. If a single child's fitness is less than the fitness 
of its parent, it is eliminated through the replacement selection. Otherwise, the 
parent is replaced by its child. This is done to reflect the genes' contribution to 
the fitness increase. 

• If the fitness of one parent is greater than ))(( tXJ av and the fitness of the other 

is less than ))(( tXJ av , say f(X1(t))=1 and f(X2(t))=0, we intend to preserve 

schemata in Scan through recombination. At the same time, they are checked by 
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this process. If the corresponding schema in Scan is useful, through the recombi-
nation, the fitness of the child of X2(t) is greater than its father, and the fitness of 
the child of X1(t) is less than its father. After the replacement selection, this 
schema exists in both survivors. Otherwise, the fitness of the child of X1(t) is 
greater than its father, and the fitness of the child of X2(t) is less than its father. 
Thus, if the corresponding schema in Scan is not useful, it does not exist in both 
survivors after the replacement selection. 

Fig. 1 and Fig. 2 illustrate the mechanism for the above examples. 

Fig. 1.  Recombinations in example 1 

Fig. 2. Recombinations in example 2 

In the first recombination of Fig. 1, the fitness of either parent is greater than 

))(( tXJ av , so the crossover point is chosen randomly. Child 2 has an increase in fit-

ness hence parent 1 and child 2 come into the next generation. In the second and the 
third recombination, children of “bad” parents (parents whose fitness is less than  
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))(( tXJ av  have an increase in fitness after exchanging genes determined by schemata 

in Scan. Meanwhile, children of “good” parents (parents whose fitness is greater than 

))(( tXJ av  have a decrease in fitness. Thus, (0, *, *, 0, 1) and(1, *, *, 1, 0) in Scan can 

be regarded as useful. After the replacement selection, schemata in Scan survive in 
spite of their high defining length. 

But in either recombination of Fig. 2, after exchanging genes determined by sche-
mata in Scan, children of “bad” parents have a decrease in fitness while children of 
“good” parents have an increase in fitness. That means (*, *, 0, 0, *) in Scan is not the 
schema with promising performance. After the replacement selection, it does not exist 
in survivors and the corresponding schemata in “bad” parents, (*, *, 1, 0, *) and (*, *, 
0, 1, *), are not eliminated. 

In a word, recombination strategy proposed here is responsible for not only ex-
changing and recombining genetic information from parents but evaluating schemata 
in Scan to decide if they are really those schemata with promising performance up until 
now. 

4   Performance Evaluation 

We have implemented the GA using RSO on function optimization problems and its 
performance has been compared with the simple GA. We used the “mean best” of all 
function evaluations to measure the performance (averaged over 10 runs). In this 
paper, we performed comparative experiments for three typical functions. They were: 
(1) Schwefel's sphere function: 
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Functions f1(x) and f2(x) are unimodal functions, and f3(x) is a multimodal function 
where the number of local minima increases exponentially with the dimension. In all 
experiments, the crossover rate is 0.85; the mutation rate is 0.001; the population size 
is 100; maximum number of generations is 10000. The simple GA uses two-point 
crossover operator. We use linear ranking selection with η = 1.05. During the whole 
optimization process we kept the best value found in all generations, beginning with 
the initial population. Experiment results show that for all test functions the GA using 
RSO performs better than the simple GA. 
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Table 3. Experiment results 

Algorithm simple GA GA using RSO 
avgf1 32.853 10.602
avgf2 13078.212 3642.138
avgf3 9.622 3.237 

5   Conclusions and Discussions 

In this paper, we have described a new adaptive crossover operator based on the 
Rough Set theory, called RSO, for GAs. Unlike conventional crossover operators 
such as one-point, two-point and uniform crossover operator, it allows exploitation of 
good schemata regardless of their defining length.  

RSO uses the attribute reduction, a concept in the Rough Set theory, to find candi-
date schemata with promising performance. Then, a recombination strategy is used to 
evaluate whether these schemata are useful as well as to exchange genetic information 
from parents.  

Experiment results indicate that GA using RSO performs better than traditional 
GA, which uses two-point crossover, on a set of test functions.  

We conclude that the initial results of this study indicate that RSO may be a good 
candidate for a crossover operator in which practitioners can have more confidence to 
use as a starting point for an adaptive GA system. But there are still some issues 
which need to be discussed in future works.  

• Currently, when assigning the decision values for each object in DTchromosome,
we just consider its fitness value. But maybe this is not an efficient way be-
cause the diversity of the population is not taken into account. For example, we 
can consider the fitness value and the Hamming distance to the best object at 
the same time. 

• In this paper, we only focus on the crossover operator. But the mutation operator 
is another important factor that influences the performance of GAs. So if we re-
construct the mutation operator by the Rough Set theory, the performance of 
GAs is promising. 

• Further experiments should be carried out to compare RSO with other 
adaptive crossover operators. We also intend to analyse the creation, 
propagation and disruption of a schema to determine exactly why and how 
GAs benefit from RSO and use these findings towards more reliable and 
adaptive crossover operators. 

• In this paper, we only use reduct as defined by Pawlak [7][8]. This is easy to im-
plement but may not be the most reasonable choice. For an example, dynamic 
reduct [13] shows better performance in reasoning with data. So it is necessary to 
incorporate different kinds of reducts to improve the result. 
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Abstract. In this paper we develop a fuzzy neural network (FNN) with a new 
BP learning algorithm using some smooth function, which is used to tune the 
local and global weights of fuzzy production rules (FPRs) so as to enhance the 
representation power of FPRs. The aim of including local and global weights in 
FPRs and the tuning of these weights is to improve the learning and testing 
accuracy without increasing the number of rules. By experimenting with some 
existing benchmark examples (Iris data, Wine data, Pima data and Glass data) 
the proposed method is found to have high accuracy in classifying unseen 
samples without increasing the number of the extracted FPRs, and furthermore, 
the time required to consult with domain experts for gaining a rule is reduced. 
The synergy between WFPRs and an FNN offers a new insight into the 
construction of better fuzzy intelligent systems in the future. 

1   Introduction 

Fuzzy production rules (FPRs) have long been the easiest and most popular way to 
capture and represent fuzzy, vague, imprecise and uncertain domain knowledge. They 
have been used in many fuzzy systems, such as fuzzy controllers or fuzzy expert 
systems. The heart of these fuzzy systems is their knowledge (the FPRs) that is 
captured or stored in the knowledge base. Fuzzy systems built on fuzzy rules have 
been successfully applied to various classification tasks [1]. Fuzzy systems either 
depend on linguistic rules that are provided by experts, or else the rules are extracted 
from a given training data set. Traditionally, these fuzzy production rules are provided 
by domain experts. It is very difficult and time-consuming to obtain accurate and 
reasonable FPRs.  

In recent years there has been a lot of research on how to generate and produce 
FPRs from a set of data. Many learning techniques can be found in the literature [2-9], 
such as in [2], where an algorithm to generate fuzzy production rules from training 
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data by using a fuzzy decision tree induction technique is given. While in [3], a way 
to process individual fuzzy attributes for fuzzy rule induction is given. A GA method 
to select fuzzy if-then rules for classification problems can be found in [4]. A method 
is proposed to generate FPRs from training data with noise for classification problems 
in [5]. In [8] D. Chakraborty uses a four-layered feed-forward network, which learns 
the important features and the classification rules for realizing a fuzzy rule-based 
classifier, and then proposes a neuro-fuzzy scheme for designing a classifier, and so 
on. Although we can use these learning techniques to generate a set of FPR, these 
extracted rules are found to be far from optimal and sometimes redundant. Tsang et al 
developed a fuzzy neural network to refine the local and global weights so as to 
enhance the representation power of the fuzzy production rules [9]. This paper 
develops a fuzzy neural network (FNN) with a new BP learning algorithm using some 
smooth function, which is used to refine or tune the local and global weights of fuzzy 
production rules. By testing our method with some existing benchmark examples, 
such as Iris data, Glass data, Pima data etc, the proposed method is found to have high 
accuracy in classifying unseen samples without increasing the number of the extracted 
FPRs and, furthermore, the time required to consult with domain experts for gaining a 
rule is greatly reduced. 

In this paper, we begin our work with a set of rough, crude and raw FPRs extracted 
or generated by some learning techniques and the weights (local and/or global) of 
FPRs are not assigned. In order to enhance the representation power of FPRs, some 
knowledge representation parameters such as local and global weights are included in 
these FPRs. These local and global weights had been proposed by Yeung et al. [10, 
11]. A fuzzy neural network (FNN) is proposed to tune the local and global weights 
of FPRs and a set of weighted FPRs (WFPRs) will be obtained. The obtained 
weighted fuzzy production rules will be more optimal and accurate in recognizing and 
classifying unseen examples. It is because those weights with values more or less 
equal to zero could be deleted so that smaller numbers of propositions in the 
antecedent of WFPRs (so-called simple WFPRs) are generated and the extracted 
WFPRs with local and global weights capturing more domain experts’ knowledge 
will have higher accuracy in solving recognition and classification problems. 
Furthermore, we map WFPRs into an FNN and the connection weights of the FNN 
are the local and global weights respectively, and we use a back propagation (BP) 
learning algorithm to tune, refine and even acquire these parameters. Our FNN is used 
to represent WFPRs that could be refined or tuned so that optimal rules and higher 
testing accuracy can be obtained. 

2   Weighted Fuzzy Production Rule and Similarity-Based 
Reasoning Algorithm 

In general, a fuzzy production rule (FPR) takes the form of “IF A THEN B” where A, 
is called proposition of the antecedent and B is the consequent of the rule.  The 
propositions and the consequent in an FPR can be linguistic terms such as “big”, 
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“high”, etc, which are regarded as fuzzy subsets. Usually, all propositions of the 
antecedent are assumed to have an equal degree of importance and a number of rules 
leading to the same consequent are also regarded as having the same relative degree 
of importance. But in many fields, the weights of each proposition of the antecedent 
of a rule and the whole rule have different degrees of importance. For example, in a 
medical diagnosis system, there are many symptoms that are combined together to 
lead to a disease. For different diseases, the degree of importance of each symptom is 
different. So it is very useful to assign a weight to each symptom to show and capture 
the degree of importance. 

2.1   Weighted Fuzzy Production Rule 

To enhance the knowledge representation power of fuzzy production rules, a generic 
form of FPR is suggested in [10, 11] where a threshold value and a local weight are 
assigned to each proposition while a global weight is assigned to the entire rule. This 
paper only discusses a type of FPR in which two important knowledge parameters, 
the local and global weights, are emphasized. The local weight is introduced for the 
purpose of indicating the relative degree of importance of a proposition contributing 
to its consequent while the global weight concept is used to represent the relative 
degree of importance of each rule’s contribution to reach a final goal.  

For instance, a conjunctive Weighted Fuzzy Production Rule takes the form of: 

R:   If V1 is A1 [Lw1] AND …  AND Vn is An  [Lwn]  then U  is B, [Gw] 
Fact 1: V1 is A1*, … , Fact n: Vn is An* 
Conclusion: U is B* , 

Where V1 , … , Vn and U are attributes and A1 , … , An and B are the values of these 
attributes, which are fuzzy. Lwi )1( ni ≤≤  is the local weight of the proposition “Vi 

is Ai” and each Lwi is non-negative. Gw denotes the global weight assigned to the 
entire rule R (Gw ≥ 0). 

2.2   A Similarity-Based Reasoning Algorithm 

Now let us state our reasoning algorithm. We can regard the method as a kind of 
similarity-based reasoning algorithm. The similarity degree between the attribute 
values of an example and the antecedent of the rule is considered as the membership 
value that indicates to what degree the example belongs to the corresponding term. 
For instance, the similarity between attribute value “0.6/Hot + 0.4/Mild + 0.0/Cool” 
and the antecedent “Temperature = Hot” is 0.6. 

Consider a set of fuzzy production rules },,2,1,{ miRS i L==  where Ri  takes 

the form of: 

Ri:   If V1 is )(
1

iA  [ )(
1

iLw ] AND … AND nV is ( )i
nA  [ ( )i

nLw ]then U  is )(iB , [Gwi] 

The observed object has attribute values in the following form: 

Fact:  V1 is )(
1

iC , Fact 2: V2 is )(
2

iC , … , Fact n: nV  is ( )i
nC  
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For each rule Ri ∈ S, the similarity between the proposition )(i
jA  and the observed 

attribute-value )(i
jC , denoted by )(i

jSM , is defined as the membership value that 

indicates to what degree the example belongs to the corresponding term. The overall 

similarity )(iSM  is defined as:  

( ) ( ) ( )( )i
j

i
jnj

i SMLwMinSM ⋅= ≤≤1  (1) 

Let there be K fuzzy sets of conclusions, the conclusions of the given m rules can 
be classified into K groups, denoted by CLASS1 , … , CLASSK. The inferred result is 

regarded as a vector ),,,( 21 Kxxx L . The xk is determined by the following 

equation: 
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⋅=
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i
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)(                      (  k = 1,2,…, K ). (2) 

The normalized form of the inferred result is defined as ),,,( 21 Kddd L  where 

dk is the value which indicates to what degree the observed object belongs to CLASSk  
( k = 1,2,… , K). 

jKj

k
k xMax

xd
≤≤

=
1

                             ( k = 1,2,…, K ). (3) 

When the crisp inferred result is needed, one can take the consequent CLASS with 

maximum )1( Kkdk ≤≤ .  

Example 1. Consider the following three weighted fuzzy rules R1, R2, R3 and one 
observed case F: 

R1: If T is Hot [1.0] AND O is Sunny [0.6] then U is Swimming, [1.0] 
R2: If T is Hot [0.9] AND O is Cloudy [1.0] then U is Swimming, [0.8] 
R3: If T is Mild [0.4] AND W is Not-windy [0.9] then U is Volleyball, [1.0] 

Case: F = 1.0/Sunny + 0.2/Cloudy + 0.5/Hot + 0.5/Mild + 0.0/Windy + 1.0/Not-
windy. (T: Temperature = {Hot, Cool, Mild}, O: Outlook = {Sunny, Cloudy, rain}, 
W: Wind = {Windy, Not-Windy}). 

In terms of our reasoning algorithm, the normalized inferred vector of the case is 
(1/Swimming, 0.3/Volleyball). It is then easy for us to make a decision. 

3   Mapping a Set of WFPR to an FNN and BP Algorithm 

A set of WFPR and the proposed similarity-based reasoning algorithm can be 
mapped exactly into a three-layer FNN. The first layer is the input layer called  
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Term layer, the second layer is the Rule layer and the third layer is the output layer 
called Classification layer. We describe the structure of the mapped FNN as 
follows: 

Term layer (layer 1): Each node in layer 1 represents an input linguistic term of an 
attribute. Since each linguistic term corresponds to an attribute value, the input of 
each node is regarded as the similarity degree between the observed attribute value 
and the corresponding term (proposition) of the antecedent in a WFPR. The similarity 
degree can also be the membership value that indicates to what degree the observed 
fact belongs to the corresponding linguistic term. Thus, the number of nodes in this 
layer is equal to the number of attribute values. 

Rule layer (layer 2): This is the only hidden layer. Each node in this layer 
represents a given antecedent part of a weight fuzzy production rule. According to 
linguistic terms, when propositions appear in the antecedent part of a WFPR, the 
connections between the term layer (layer 1) and the rule layer (layer 2) are 
determined.  

Classification layer (layer 3): This is the output layer. Each node in this layer 
represents a class. Since the inferred result of WFPRs generally has the form of a 
vector, which is a discrete fuzzy set defined on the space of cluster labels, the output 
of the network has more than one value. Thus, if there are c classes then there will be 
c nodes in layer 3. The meaning of each output value after normalization is the 
membership value that indicates to what degree the training object belongs to the 
class corresponding to the node. 

Connection weights: The local weights (shown as Lwij) of a set of WFPR are 
regarded as the connection weights between the term layer (layer i) and the rule 
layer (layer j). The global weights (shown as Gwjk) of the set of WFPR are regarded 
as the connection weights between the rule layer (layer j) and the classification 
layer (layer k). 

4   An FNN Used to Tune the Local and Global Weights 

4.1   Generic FNN 

Now we consider a generic case of our proposed FNN used to tune the local and 
global weights as shown in Fig. 1 and formulate the back-propagation algorithm. 
Where there are L0 Term nodes in layer 1, L1 Rule nodes in layer 2 and L2 
Classification nodes in layer 3, for a given input vector, e.g. the n-th input vector, the 
feed forward propagation process is described as follows: 

Layer 1 (The Term layer): 

{ }0
)0( ,,2,1|][ Linyi L=  (the given input vector); (4) 

Layer 2 (The Rule layer): 
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Let there be N training sample data. Then, the total error function is usually defined 
as:  

( ) ( )
== == =

=−=−=
N

n
n

N

n

L

k
kd k

N

n

L

k
kd k EnynnynE

11 1

2

1 1

2 22
][][

2

1
][][

2

1
  (7) 

Where: 

{ }][max

][
][

)2(

1

)2(

2

n

n
nd

yk
k

yk
k

L≤≤

=  (8) 

is a normalization value of the k-th actual output of the n-th training sample 

( 21 Lk ≤≤ ). It is easy to see from (5), (6) and (7) that the error E is a function with 

respect to the local weight ijLw  and the global weight jkGw  

( 210 ,,1;,,1;,,1 LkLjLi LLL === ). The main objective of learning is to 

adjust these weights so that the error function reaches the minimum or is less than a 
given small value ε. 

4.2   A Back-Propagation Algorithm for the FNN 

A back-propagation is one of the most popular and powerful learning algorithms; it 
has been used for many years to learn multi-layer neural networks. In our proposed 
FNN, we establish a back-propagation algorithm by modifying the smooth derivative, 
which is briefly described as follows: 
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In terms of the principle of gradient descent, the back-propagation equations for 
the FNN as shown in Fig. 1 can be written as:  

  
ij
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where α  and β  are the learning rate. Therefore, the problem of derivation is how to 

evaluate the two partial derivatives appearing in (10).  
The results are presented as follows: 
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and the attached [n] has been omitted from each )2,1,0;,,()( == tkjihy t
h  and 

all notations have the same meaning as that in (5) and (6). 

5   Applications to Classification Problems 

In the following experiments, we aimed to increase the testing accuracy by tuning the 
local and global weights but with no intention of reducing the number of the extracted 
rules.  

We chose some well known and widely used machine learning classification 
problems such as Iris data, Wine data, Pima data and Glass data to verify our 
enhanced back-propagation learning algorithm found in Section 4 for tuning and 
refining the local and global weights in conjunctive with WFPRs.  
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5.1   Iris Data 

The Iris data set comprises 150 examples with 4 numerical attributes which are Sepal 
Length(SL), Sepal Width(SW), Petal Length(PL) and Petal Width(PW). The entire data 
set is categorized into three classes: Setosa, Versicolor and Virginica. The main task of 
our study is to generate a set of WFPRs from the 100 training examples so that the 
number of fuzzy rules generated is as small as possible and the testing accuracy of these 
WFPRs with the remaining 50 examples is as high as possible. We set α = β = 0.1. 

To fuzzify the initial Iris data, we need to fuzzify numerical numbers into linguistic 
terms. Y. Yuan [7] describes a simple algorithm for generating certain types of 
membership functions. 

For the Iris data, the number of linguistic terms for each of the four attributes can 
be assumed to be three. The abbreviations used are as follows: SM – Small; MED – 
Medium; LRG – Large.   

Next is the issue of extracting the initial FPRs and mapping them to an FNN. 
According to the linguistic terms SM, MED and LRG, a set of FPRs can be generated 
by using one of the machine learning techniques. We expect the number of generated 
rules to be as small as possible and the generated fuzzy rules to have as high a 
predictive power as possible. For the Iris data, we quote three fuzzy rules extracted by 
fuzzy ID3 Algorithm. These three rules will be regarded as three initial FPRs and are 
shown in the following rules R1 to R3.  

R1: IF PL is SM [Lw1] THEN Setosa [Gw1] 
R2: IF PL is MED [Lw2] THEN Versicolor [Gw2] 
R3: IF PL is LRG [Lw3]  THEN Virginica [Gw3] 

In rules R1 to R3, we assume that they are not assigned with any weights, i.e., local 
and global weights (Lwi=Gwj=1 for all i and j) are assumed to be equal to one. These 
rules are used to test 50 unseen examples of Iris data by means of the Similarity-
Based Reasoning Algorithm presented in Section 2. The testing accuracy of the three 
generated rules is 86.0%.  

We then have to train the FNN and obtain the WFPRs. We can train the FNN, 
obtained by mapping the FPRs R1 to R3, by using the back-propagation learning 
algorithm proposed in the previous section. After training the FNN with 100 
examples, a set of connection weights is obtained. Three WFPRs are shown in the 
following rules, R1 to R3. 

R1: IF PL is SM [32.06] THEN Setosa [5.4] 
R2: IF PL is MED [0.49] THEN Versicolor [0.22] 
R3: IF PL is LRG [0.92 ] THEN Virginica [0.98] 

When we use the above WFPRs, R1 to R3, to test the 50 unseen examples of Iris 
data, the testing accuracy of the three WFPRs has increased to 92% from 86 %.  

5.2   Testing Results 

The results of Iris data, Wine data, Pima data and Glass data are summarized in Table 1. 
Learning rate = = 0.1, training examples are 67% of all examples. For this data, 

the number of linguistic terms for each attribute can be assumed to be three, and 
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according to the linguistic terms SM, MED and LRG, a set of FPRs can be generated 
by using a fuzzy ID3 algorithm. 

We know that the learning and testing accuracy and the number of generated rules 
depend on both the learning algorithm and the selected linguistic terms. When the 
learning and testing accuracy cannot satisfy user requirements, one may improve the 
learning and testing accuracy by increasing the number of linguistic terms. However, 
increasing the number of linguistic terms will result in increasing the number of 
generated rules, i.e., increasing the number of linguistic terms will affect the quality 
of the generated rules. In our study we propose one way of improving learning and 
testing accuracy by including local and global weights in FPRs while keeping the 
same number of rules. This concept has been demonstrated by using the benchmark 
examples in this section. The advantages of our proposed method are that we can 
obtain a high learning and testing accuracy while keeping the same number of rules. 

Table 1. Testing Results 

6   Conclusion and Future Work 

This paper proposes a method to generate and obtain a set of WFPRs by training  
the local and global weights with an FNN. We know that the simpler the form of the 
extracted rules, the stronger the generalization capability of the extracted rules. As the 
computational complexity of finding an optimal set of fuzzy rules is generally NP-
hard, the approach to find an optimal set of fuzzy rules becomes very important.  

From the experimental results, one may notice that the representative power of 
WFPRs is significantly enhanced and better than that of FPRs without weights 
because the testing accuracy of WFPRs is higher than that of FPRs without weights. 
Moreover, owing to the learning capability of the proposed FNN, the time required to 
consult with domain experts to extract a set of WFPRs will greatly be reduced. The 
proposed back-propagation and the weight training algorithm have been applied to 
some benchmark problems – Iris, Glass, Wine and Pima classification problems and 
the results show that the accuracy of testing the extracted WFPRs after training 
increases. Furthermore, the synergy between WFPRs and an FNN offers a new insight 
into the future construction of better fuzzy intelligent systems. 

Our future research work will be on determining the trade-off and attempting to 
strike a balance between the number of rules extracted and the testing accuracy of the 

Data Number of  rules 
Accuracy of testing 

Lwi=Gwj=1 
Accuracy of testing 

after refinement 

Iris 

Pima 

Glass 

Wine 

3 

28 

34 

21 

86.0% 

74.7% 

41.0% 

93% 

92% 

77.8% 

71.1% 

96.7% 
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extracted rules. We will look into the problems of how we could achieve an optimal 
number of rules by deleting those rules with small or zero global weights. 
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Abstract. In this research, the methodology of particle swarm optimization 
(PSO) combined with discrete system simulation is described and employed for 
enhancing logistical and operational efficiencies of practical one-plant-multi-site 
concrete delivery systems. In a case study using data from a concrete plant in 
Hong Kong, PSO was compared with the genetic algorithms (GA) in assessing 
two mechanisms for optimizing stochastic simulation systems, namely, "steady, 
averaging" and "non-steady, stochastic".  The results show our PSO-based 
approach could rapidly (5 minutes) converge at the minimum level for an output 
of the simulation model while GA failed to converge or required a long time 
(about 1.5 hours) in search of the minimum. In conclusion, the proposed 
optimization procedures hold the potential to provide a generic, efficient 
approach to tackling simulation optimization of stochastic, large-scale and 
complex systems.  

1   Background and Introduction 

Ready mixed concrete (RMC) accounts for an increasingly high proportion of concrete 
consumed in residential building, heavy and highway construction projects. Compared 
with on-site mixed concrete, RMC affords the advantages of stable quality, less 
pollution and less working space requirement, which are of significance to construction 
sites within urban areas. There are many central concrete plants in operation and more 
being established in order to meet the growing RMC demand in construction. A study 
benchmarking the performance of placing concrete in buildings found that 
metropolitan areas typically adopt the one-plant-multi-site RMC production and supply 
system [1]; site productivity is influenced not only by the placing method and other site 
factors but also by an inevitable imperfect concrete supply. Timely concrete delivery by 
truckmixers on site contributes to not only continuous, productive site operations on the 
side of contractors, but also the efficient utilization of limited truckmixer resources on 
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the side of the plant. In order to become profitable and competitive, it is also crucial for 
a RMC business to be able to deploy less truckmixer resources and marshal more 
efficiently its truck-mixer fleet in running its daily operations.  

HKCONSIM [1] was developed to facilitate building the one-plant-multi-site RMC 
production system simulation model. The HKCONSIM first collected information on 
the attributes for each pour and site and the plant and truckmixer resources available; 
then it generated a model in the SDESA simulation platform[2], including flow entity 
queue (holding site orders) and resource entity queue (holding all plant and site 
resources utilized in the system). Because of the probabilistic and stochastic nature of 
the real world operation, statistical distributions for traveling time and activity duration 
were fitted based on the Hong Kong’s operations data as input models. By executing 
the HKCONSIM simulation model in SDESA, we can look into both the service level 
achieved on individual sites and the utilization level achieved for the resources 
involved.  

The present research is, in general, concerned with how to devise a feasible, 
reliable, and cost efficient approach that integrates emerging evolutionary 
optimization techniques into stochastic operations simulation modeling. In the 
practical context of addressing a complex construction logistics problem using real 
world operations data, the research has placed emphasis on finding practical, 
efficient, cost-effective solutions to simulate and optimize stochastic, large-scale and 
complex systems. We apply the particle swarm optimization (PSO) technique to 
optimize a HKCONSIM simulation model, aimed at improving the overall 
operational efficiency by minimizing the nonproductive time incurred on multiple 
sites. A performance measure called total operations inefficiency (TOI), which adds 
up (1) the truckmixers’ waiting time due to their early arrivals and (2) crews’ idle 
time due to truckmixers’ late arrivals, is evaluated through HKCONSIM simulation 
and minimized by PSO. The remainder of the paper first introduces PSO, followed 
with a comparison of PSO and GA and an overview of existing methodologies for 
optimization of stochastic simulation systems.  

2.   Particle Swarm Optimization 

2.1   PSO Algorithms 

Particle swarm optimization (PSO) is one of the evolutionary optimization techniques 
proposed by Kennedy and Eberhart in 1995[3]. The basic idea of PSO was inspired by 
natural flocking and swarm behavior of birds and insects. Analogous to GA, PSO is 
also a population-based optimization algorithm and starts with a population of 
randomly generated solutions called particles, which evolve over generations in 
approaching the optimum solution by the following rules: 

Each particle is treated as a point in a D-dimension space, and the ith particle is 
represented as xi= (xi1, xi2, …, xiD). Each particle has a fitness measure, which is the 
performance measure of the function or system being studied, and the velocity and 
position in the hyperspace of a particle are tracked.  Each particle’s best position that 
corresponds with the minimum fitness measure achieved so far in the search process is 
denoted as pbest. Likewise, the best position of all particles in the population achieved 
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so far is denoted as gbest. Both pbest and gbest are constantly updated over iterations of 
seeking the optimum. 

Once the pbest and gbest are identified in the current iteration, each particle updates 
its velocity and position by Equations (1) and (2) prior to entering the next iteration. 

1
1 1 2 2( - ) ( - )k k k k k k

id id id id gd idv v c r p x c r p x+ = + × × + × ×  (1) 

1 1k k k
id id idx x v+ += +  (2) 

Where v is the particle’s velocity, x is its position; pid and pgd are respectively pbest and 
gbest; the superscript k denotes the kth iteration, c1 and c2 are the cognitive parameter 
and the social parameter respectively, both of which are generally set as 2; r1 and r2 are 
random numbers uniformly distributed on the range (0, 1). The pseudo code of the basic 
PSO algorithm is as follows: 

For each particle { 
Initialize particle; 
} 
Do{ 
  For each particle { 
    Calculate fitness value; 
    If (fitness value < pbest){ 
    Update pbest; 
    If (pbest < gbest) Update gbest; 
    } 
  } 
  For each particle { 
    Calculate particle velocity v according to Eq. (1); 
    If (v > Vmax) v = Vmax; 
    Else if (v < -Vmax) v = -Vmax; 
    Calculate particle position x according to Eq. (2); 
    If (x > Xmax) x = Xmax 
    Else if (x < -Xmax) x = -Xmax 
  } 
} While maximum iterations not attained; 

What distinguishes the global version from the local version of PSO –both of which 
are commonly applied– lies in the gbest part of Eq. (1) [4]. In the global version, 
particles move toward the stochastic average of pbest and gbest; while in the local 
version, particles only have reference to information as of their own and their nearest 
neighbors’ bests, thus, particles move toward the positions as guided by pbest and lbest. 
Note lbest represents the position of the particle with the best evaluation in the nearest 
neighborhood of the current particle. The following Eq. (3) describes the local version, 
where pld is lbest. 

1

1 1 2 2
( ) ( )k k k k k k

id id id id ld id
v v c r p x c r p x+ = + ⋅ ⋅ − + ⋅ ⋅ −  (3) 

A parameter called inertia weight w was introduced into PSO to balance the global 
and local search strategies in [5, 6]. It can be a positive constant or even a positive linear 
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or nonlinear function of time. A large inertia weight facilitates global search, while a 
small inertia weight accelerates local search. The modified equation is as follows: 

1

1 1 2 2
( ) ( )k k k k k k

id id id id gd id
v w v c r p x c r p x+ = ⋅ + ⋅ ⋅ − + ⋅ ⋅ −  (4) 

Another parameter k called a constriction coefficient was introduced in [7], intended to 
guarantee PSO to converge. 

1

1 1 2 2
[ ( ) ( )]k k k k k k

id id id id gd id
v k v c r p x c r p x+ = ⋅ + ⋅ ⋅ − + ⋅ ⋅ −  (5) 

2

2

2 4
k

ϕ ϕ ϕ
=

− − −
,

1 2
c cϕ = +  4ϕ >  

(6) 

PSO has attracted attention of researchers around the world. Several investigations have 
been undertaken to improve the performance of PSO since 1995 [8-10]. In addition, PSO 
has been successfully applied to some computer science and engineering problems [11, 12]. 

2.2   Comparison of GA and PSO 

PSO is observed to share many common traits with GA. Both algorithms start with 
randomly generated solutions (particles in PSO or chromosomes in GA); both rely on 
fitness measures to evaluate and evolve solutions over iterations or generations; and 
both contain stochastic elements and do not guarantee success in finding the global 
optimum. In GA, the chromosomes share information with one another, and the whole 
population moves collectively toward the optimum over generations of evolution 
through crossover and mutation. By contrast, PSO does not involve any genetic 
operators; instead, from one generation to the next, particles update themselves by 
adjusting their internal velocities and positions. And the fact that particles also keep 
memory of their previous best positions (pbest) is unique to the PSO algorithm and sets 
PSO apart from GA. As such, the best solution identified in global, collective terms 
(such as gBest or lBest) and the best solution identified for each individual particle 
combine to inform the adjustment of the current velocity and position of one particle. 
Compared with GA, PSO may provide a more effective and efficient solution to 
optimizing a stochastic system, which features high variability in system responses 
under a fixed set of input factors and hence the system state of which is regarded 
unsteady as opposed to a deterministic system.  

Many previously proposed methods essentially transform a stochastic problem into a 
deterministic one in search of a combination of inputs to a stochastic simulation system 
that result in the optimum system state. For instance, in optimizing an output 
performance measure on a stochastic simulation model, given a certain input scenario, 
one Monte Carlo run of simulation randomly samples statistical distributions to derive 
an observed value of the system output, and a large number of the Monte Carlo 
simulation runs (n) give an average of the system output, which, as the fitness measure, 
is then fed back to the optimization engine. Given a large enough n, the averaged 
system output is generally steady, resembling a constant output from a deterministic  
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system. Many commercial simulation software tools integrated with optimum-seeking 
packages [13] are implementation of the above quasi-deterministic optimization 
strategies on stochastic simulation models. The interactions between the optimization 
package and the simulation model are shown in Fig. 1. Note in addition to the quality of 
the optimum solution obtained, one important performance indicator of a practical 
simulation optimization methodology is the amount of execution time required to arrive 
at the solution on a commonly available PC (rather than a supercomputer), which is 
determined by (1) the number of system configurations (scenarios) that need to be 
evaluated, (2) the number of simulation runs needed to obtain the average output for 
every system configuration, and (3) the execution time per simulation run. 

The remainder of the paper uses the optimization of the HKCONSIM concrete 
delivery simulation model as a case to compare the performances of PSO with GA in 
“steady, averaging” and “non-steady, stochastic” settings respectively.  

 

Fig. 1. Optimization method on Stochastic Simulation 

3   Case Study 

3.1   Optimization Model Formulation 

We first describe the formulation of the PSO algorithm in the specific context of a 
HKCONSIM concrete delivery simulation model. Given n as the number of sites 
served by a central plant, we have a search space in n+2 dimensions and the  
 

Table 1. Parameters limits 

 MIN MAX 
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Fig. 2. PSO particle mapping 

problem’s parameters in a HKCONSIM simulation model are mapped to a PSO particle 
as  in Fig. 2. Note the first two dimensions are the amounts of 5m3 and 7m3 truckmixers 
respectively, the remaining n dimensions are the inter-arrival time estimates (min) for each 
site. And Table 1 lists the practical lower and upper limits for all input parameters. Fig. 3 
shows the overall PSO algorithm and how it interplays with the simulation model during 
optimization. We used the SDESA platform to run the HKCONSIM simulation model and 
obtain the simulation output of TOI as particles’ fitness measure. Then we used Eq. (4) to 
update the particles’ velocity and Eq. (2) to update the particles’ position. At the end of 
optimization, we obtained the gbest position value as the final optimum result. 

 

Fig. 3. PSO Package and Simulation Model 

The proposed PSO algorithm was coded in C++ into an add-in package of the 
SDESA platform. The case study simulated the operations at a Hong Kong concrete 
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plant on a particular day, serving 11 sites and supplying a total of 934 m3 concrete in its 
daily operations. Next, 50 iterations (generations) were executed so as to compare the 
performance of PSO and GA in “steady, averaging” and “non-steady, stochastic” 
settings respectively. Related optimization parameters used in the following case study 
are as: the population size of 30; the inertia weight w from initial 0.9 down to 0.4 in the 
end; and c1 and c2 both set as 2.0 

3.2   “Steady, Averaging” Optimization Setting 

In this setting, each PSO particle’s (or each chromosome’s as for GA) fitness measure 
in terms of the average TOI (min) was evaluated based on 30 simulation runs, i.e. 
n = 30. Fig. 4 contrasts the changes of the best fitness values over iterations for GA and 
PSO. We can see PSO and GA performed closely in bringing down the original TOI of 
around 2000 min to an level of 1100 min, both requiring about 1 hour and 30 minutes 
on a Pentium IV 2.0 GHz PC to run through 50 iterations. 

 

Fig. 4. Best Fitness Value by Iterations 

3.3   “Non- teady, Stochastic” Optimization Setting  

In experimenting with this setting, we reduced the number of simulation runs as needed 
for evaluating a solution’s fitness measure (TOI) from 30 to 1. As such, the simulation 
system became non-steady: high variability would occur on its response due to 
stochastic nature of the simulation model. For GA, a good chromosome (solution) for 
the current generation may no long be retained when it is re-evaluated in the next 
generation. As expected, the TOI resulting from consecutive iterations broadly 
fluctuate in the case of applying GA, without exhibiting any convergence trend (Fig.5). 
Fig. 5 also shows results of independently repeating the 50-iteration GA optimization 
experiment for 20 times.  

In contrast, under the same “Non-Steady, Stochastic” setting, the PSO required less 
than 4 minutes on a Pentium IV 2.0 GHz PC to complete 50 iterations and converged  
 

s
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TOI to a lower level around 1000 min. Note the PSO’s superority over GA in the 
“non-steady, stochastic” setting is in large part due to the PSO’s special mechanism of 
memorizing the previous best position of each particle. As a result, PSO’s optimization 
performance is exempt from being compromised by the non-steady response of the 
stochastic system under the “nonsteady, stochastic” setting. We further assessed the 
effects of the systemic randomness due to Monte Carlo sampling and PSO itself upon 
the PSO’s optimization performance through independently repeating the 50-iteration 
optimization experiments. As shown in Fig. 6, PSO consistently converged at the TOI 
level of 1000 min for the simulation model over 20 independent experiments, with 
controllable variability of TOI observed (bounded between 900 and 1100 min). Fig. 7 
sums up the performance of PSO and GA as given in Figs. 5 and 6 by showing the 
changes of TOI −averaged on 20 independent experiments− over 50 optimization 
iterations. In our case study, PSO was able to rapidly find the optimum on an output of 
a stochastic simulation model in the “non-steady, stochastic” setting, achieving  
 

 

Fig. 5. Best Fitness Value Using GA 

 

Fig. 6. Best Fitness Value Using PSO 
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Fig. 7. PSO vs. GA in “nonsteady, stochastic” setting: TOI averaged over 20 independent 
experiments against 50 iterations  

significant time savings. Therefore, it can be inferred that a few such PSO experiments 
can comfortably, rapidly settle down a large-scale, complex system simulation at its 
optimum state. 

4   Conclusions 

In the practical context of addressing a complex construction logistics problem using 
real world operations data, the research has placed emphasis on finding practical, 
efficient, cost-effective solutions to simulate and optimize stochastic, large-scale and 
complex systems. We applied the particle swarm optimization (PSO) technique to 
optimize a concrete delivery simulation model, aimed at improving the overall 
operational efficiency by minimizing the nonproductive time incurred on multiple sites. 
A performance measure called total operations inefficiency (TOI), which adds up (1) 
the truckmixers’ waiting time due to their early arrivals and (2) crews’ idle time due to 
truckmixers’ late arrivals, is evaluated and minimized. The results show that on the 
same PC, PSO could converge at the minimum level for an output of the simulation 
model in 5 minutes while GA failed to converge or required a long time of about 1.5 
hours in search of the minimum. In conclusion, the proposed optimization procedures 
are significant to practical system simulation research and application and hold the 
potential to provide a generic, efficient approach for optimizing stochastic, large-scale 
and complex systems. 
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Abstract. This paper proposes a new method called FC-MNNC based on 
feature subset clustering for combining multiple NNCs to obtain better 
performance than that of using a single NNC. In FC-MNNC, the component 
NNCs based on the reasonably partitioned feature subsets are parallel and 
independently able to classify one pattern and the final decision is aggregated 
by the majority voting rule. Here, two methods are used to partition the feature 
set. In method I, GA is used for clustering features to form different feature 
subsets according to the accuracy of the combination classification. And 
method II is the transitive closure clustering method based on the pair-wise 
correlation between features. To demonstrate the performance of FC-MNNC, 
we select four UCI databases for our experiments. The experimental results 
show that: (i) in FC-MNNC, the performance of method II isn’t better than that 
of method I; (ii) the accuracy of FC-MNNC based on method I is better than 
that of the standard NNC and feature selection using GA in individual 
classifier; (iii) the performance of FC-MNNC based on method I is not worse 
than that of feature subset selection using GA in multiple NNCs; and (iv) FC-
MNNC is robust against irrelevant features. 

1   Introduction 

Classifier combination is a sub-branch of pattern recognition, which attempts to 
improve the accuracy of a single classifier. Although there is lack of theoretical study, 
much empirical study has been done. For example, papers [1,2] introduce how to 
combine multiple neural networks using a fuzzy integral for robust classification. In 
paper [3], K. Tumer and J. Ghosh apply the training data set alteration method in the 
combination system. And the combination system based on different feature sets is 
studied in paper [4]. 

By combining the diverse and accurate component classifiers, the accuracy of the 
whole may be improved. There are many methods available to design the combination 
system with the above properties; for example, the method of altering the training 
data set or feature set. By altering the training data set, the performance of neural 
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networks, or the decision tree, is significantly improved [5]. Unfortunately, this 
method can’t improve the accuracy of the nearest neighbor classifier (NNC) [5].  

NNC is a simple, popular and nonparametric classifier, which assumes that the 
class label of an unknown pattern is the same as its nearest neighbor. In NNC, the 
training data is simply stored as opposed to abstracting general rules. So Bremain [6] 
demonstrates that NNC, unlike a decision tree, stores a large number of prototypes 
and is stable against the changes of the training data set. The alteration of a training 
data set could not improve the performance of NNC. Langley and Iba [7] find out that 
NNC is varied drastically with the addition of irrelevant features. Bay [5] combines 
multiple NNCs each using only a random subset of features (MFS). The experimental 
results show that the accuracy of MFS outperforms that of standard NNC. When the 
size of dimensionality is high, random selection could not find the optimal feature 
subsets for a combination of multiple NNCs. In [8], P. Visswanath et al apply a 
greedy algorithm to partition the feature set into different uncorrelated feature subsets 
and then form a PPC-tree data structure. By majority voting rule, the combination of 
multiple NNCs based on PPC not only improves the accuracy of standard NNC but 
also reduces the computation time. The greedy algorithm is a locally optimized 
algorithm, which is unable to find the best solution. In [9], L.I. Kunenva and L. C. 
Jain use GA to combine a multiple classifiers system. GA is used to select feature 
subsets for the multiple classifiers system, which consists of a three-classifier system 
and the basic types of individual classifier (the linear and quadratic discriminant 
classifier and logistic classifier). They find out that GA is appropriate for a 
combination multiple classifiers system because the encoding of the problem in terms 
of GA is easy and straightforward unlike other optimized algorithms. 

This paper proposes a new method called FC-MNNC based on feature subset 
clustering for combining multiple NNCs to obtain a better performance than that of 
using a single NNC. Feature subset clustering partitions the feature set into disjoint 
feature subsets, which is an extension of feature selection. In feature selection, the 
feature set is partitioned into two sets; one is used to classify and the classification 
decision from the other set is omitted, whereas in feature subset clustering, the number 
of feature subsets is more than two, and the multiple decisions from different feature 
subsets may be consensus or conflict, which is aggregated by a combination technique. 

In FC-MNNC, the component NNCs based on the reasonably partitioned feature 
subsets are parallel and independent to classify one pattern and the final decision is 
aggregated by majority voting rule. The key point of FC-MNNC is how to reasonably 
partition the feature set. There are two methods. In method I, GA is used for clustering 
features to form different feature subsets according to the accuracy of combination 
classification. In method II, the feature subset is partitioned by the transitive closure 
clustering method based on the pair-wise correlation between features. To demonstrate 
the performance of FC-MNNC, we select four UCI databases in our experiments. First, 
the FC-MNNC’s classification accuracy of two feature subset clustering methods is 
compared. In method II, there is one phenomenon in that a feature subset only includes 
a single feature. Due to this phenomenon, the improvement of FC-MNNC based on 
method II has been greatly affected. So in the following, FC-MNNC based on feature 
subset clustering method I is compared with (i) standard NNC, (ii) feature selection 
using GA in individual NNC and (iii) feature subset selection using GA in multiple 
NNCs. The experimental results show that the accuracy of FC-MNNC based on method 
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I is better than that of the standard NNC and feature selection using GA in an individual 
classifier. The performance of FC-MNNC based on method I is no worse than that of 
feature subset selection using GA in multiple NNCs. It is also demonstrated that FC-
MNNC is robust against irrelevant features. 

The remainder of the paper is organized as follows: Section 2 introduces the basic 
terms and some concepts about NNC and the majority voting rule. Section 3 explains 
the developed FC-MNNC algorithm and two feature subset clustering methods. The 
experimental results are shown in Section 4. Finally, Section 5 presents the conclusion. 

2   NNC and the Majority Voting Rule 

Let },,{ 21 nXXXX L=  be a set of patterns, where iX  represents the ith  pattern; let  

},,{ 21 mAAAA L=  be the feature set, where },,{ 21 cm CCCA L=  is the decision feature 

denoting the pattern’s class label and the others )11( −≤≤ mjAj  are the conditional 

features describing the character of one pattern. For each item of the pattern iX , jA  

has a definite value )( ji AX . A classifier is a map:  

)11,1()()( −≤≤≤≤→ mjniAXAX miji  

2.1   NNC  

NNC is a simple classifier whose decision rule is that the unknown pattern’s class label 
is the same as that of its nearest neighbor’s. The nearest neighbor is defined by 
computing the standard Euclidean distance. The classification algorithm is described as 
follows: 

i) Training: Store the pattern )1( niX i ≤≤  with class label in the training data set. 

ii) Classification:  
Step 1 Give a query pattern qX  to be classified. 

Step 2 Compute the Euclidean distance qid  between qX  and each pattern 

)1( niX i ≤≤  in the training data set, where qid  is defined as: 

−

=
−=

1

1

2))()((
m

j
jijqqi AXAXd  (1) 

Step 3 Select the nearest pattern nearestX as its nearest neighbor, where: 

}1,min{ niddpnearest qiqp ≤≤==  (2) 

Step 4                       )()( mnearestmq AXAX =  (3) 

Usually the dataset is partitioned into two sets: a training data set and a testing data 
set. The training data set is stored in memory, while the testing data set is used to 



 Combination of Multiple Nearest Neighbor Classifiers 541 

testify the classification accuracy. The performance of the classifier is determined 
according to the testing accuracy. 

2.2   Majority Voting Rule  

For an individual classifier, the final decision is )( mq AXd = . If there are )1( ≥ll  

classifiers, each classifier has one decision )1( ljd j ≤≤ . The multiple decisions may-

be consensus or conflict. In a combination system, the final decision is aggregated by 
the combination technique as follows: 

),,( 21 ldddFD L=  (4) 

where D  is the combined decision and F is the combined technique. Let 
ckljCdN kj ≤≤≤≤= 1,1)(  be the number of classifiers, which denote the 

unknown pattern belonging to class kC .  

Majority voting rule is a simple combination technique. Although it’s a simple 
method, it is as effective as the other three complicated methods: Bayesian, logistic 
regression and neural network [10]. Majority voting rule can be described as 
follows: 

Φ
+>==

==
otherwise

lCdNC
dddFD kjk

l

12/)(
),,( 21 L  

(5) 

3   FC-MNNC and Two Features Subset Clustering Method 

One method of generating a diverse combination of classifiers is to perturb some 
aspect of the training input for which the classifier is unstable [5]. Since NNC is 
sensitive to the change of feature sets, the combination of NNC based on different 
feature subsets may lead to a better performance. In this paper, FC-MNNC 
combination system is proposed and demonstrated in Figure 1. One pattern’s feature  
 

 

Fig. 1. FC-MNNC combination system 
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set, A , has been partitioned into )1( ≥ll  feature subsets )1( ljA j ≤≤  by a feature 

subset clustering method. The component classifiers (NNCs) are based on the 
corresponding feature subsets and are independent and parallel when classifying one 
pattern. The decisions from different NNCs may be consensus or conflict. Majority 
voting rule aggregates the multi-decisions. From the classification to the feature 
subset clustering method, there is a feedback loop, although not all of the combination 
system needs the loop, which depends on the method of feature subset clustering. For 
example, GA needs the feedback loop to dynamically adjust the partition of the 
feature subset, while in transitive closure clustering the partition of the feature subset 
is fixed. Therefore, it is unnecessary to utilize the feedback loop in the combination 
system based on transitive closure clustering. In the following, two feature subset 
clustering methods are introduced: 

3.1   Method I (GA) 

In GA, the encoding rule and fitness function should be specified first. Encoding rule 
transforms the problem to the chromosome S . Here one chromosome S  represents 
the feature set, except for the decision feature. The ith  gene in the chromosome 

corresponds to the ith  feature. We use integer encoding representation where one 
integer includes 1log +l  bits of binary code. The value of the gene is set in the 

interval ],1[ l , which represents l feature subsets corresponding to l  NNCs. According 

to the value of the gene, the feature is divided into different subsets. For example, let 
3=l  and the number of features is seven. A possible chromosome is shown in 

Figure 2. It can be seen that 1NNC  uses a two dimensional feature subset ],[ 52 AA , 

2NNC  uses a three dimensional feature subset ],,[ 741 AAA  and 3NNC  uses a two 

dimensional feature subset ],[ 63 AA . 

 

Fig. 2. A possible chromosome representation 

The fitness function is used to evaluate each chromosome. In this case, the value 
of the fitness function is proportional to the combined classification accuracy. Here 
we attempt to obtain the best combined performance instead of the best individual 
NNC classification accuracy. The classification accuracy is the testing accuracy, 
which is the ratio of the number of correctly identified data cN  based on the majority 

voting rule over the whole number of testing data N , defined as follows: 
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N

N
fitness c=  (6) 

=+
=

otherwiseN

AXDifN
N

c

mic
c

)(1
 

(7) 

where D  is defined as Formula (5). 
The operator of crossover, mutation and selection is the basic form of GA. The 

detail may be referred to in [11].  
In FC-MNNC, GA dynamically adjusts the partition of feature subsets according 

to classification accuracy , which makes the partitions more appropriate. 

3.2   Method II (Transitive Closure Clustering) 

Transitive closure clustering is a popular way of clustering in which the similarity 
matrix needs to transform into its transitive closure. 

First, the similarity measure ρ  is defined as the pair-wise correlation between 

features. Then, by computing the similarity between each pair of features, a similarity 
matrix, S , is obtained. The similarity matrix S  satisfies symmetry and reflectivity. In 
addition, the similarity matrix needs to satisfy the transitive condition. By searching 

for an integer, k , in which kS  is transitive, the transitive closure )(ST  is obtained. 

Finally, according to the transitive closure )(ST , the feature set is partitioned into 

several clusters. 
Before classification, transitive closure clustering may find a fixed partition in that 

the average correlation between features within one cluster is high and that between 
features of different clusters is low [8].  

4   Experiments 

In order to testify as to FC-MNNC’s performance, we select four UCI[12] databases, 
which are described in Table 1. The experiment results are shown in Table 2-6. When 
the number of feature subsets is equal to one in Table 2-6, it means the whole feature 
set is used. And the row or column of note in Table 2-6 specifies the partition of 
feature subsets. 

Example 1. The classification accuracy of FC-MNNC based on two feature subset 
clustering methods is compared. For wine, the comparison result is shown in Table 2. 
Because the number of features in wine is thirteen, we only partition the feature set 
into three feature subsets and five feature subsets. From Table 2, it can be seen that 
after partition by method II, some feature subsets only include a single feature. The 
classification based on one feature is not satisfied. Due to this phenomenon, the 
classification accuracy of FC-MNNC based on method II isn’t any better than that of 
FC-MNNC based on method I. Especially, when the number of feature subsets is 
three, the accuracy of FC-MNNC based on method II has been greatly affected. 
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In the following, the classification accuracy of FC-MNNC based on GA is 
compared with: (i) standard NNC; (ii) feature selection using GA in individual 
NNC; and, (iii) feature subset selection using GA in multiple NNCs. In 
addition, the robustness against irrelevant features is compared between FC-
MNNC and standard NNC. 

Table 1. The property of the four UCI databases 

Data set 
No. of 
training 

instances 

No. of 
testing 

instances 

No. of 
features 

No. of 
Classes 

Feature’s 
property 

Ionosphere 182 169 35 2 numerical 
Thyroid 3772 3428 23 3 numerical 

Sonar 139 39 62 2 numerical 
Wine 110 68 15 3 numerical 

Table 2. The classification accuracy of Standard NNC and FC-MNNC 

Wine 
 

No. of 
feature 
subsets 

accuracy note 

Standard NNC 0.808  

3 0.971 3,1,2,2,1,3,2,2,1,1,3,3,1 FC 
-MNNC 

Method I 
5 0.985 5,2,1,3,4,2,5,1,4,1,5,3,4 

3 0.779 1,1,1,2,1,1,1,1,1,1,1,1,3 FC 
-MNNC 

Method II 
5 0.897 1,1,1,2,1,3,4,3,1,3,1,1,5 

Example 2. Table 3 shows the classification accuracy of Standard NNC and FC-
MNNC. It can be seen from Table 3 that the accuracy of FC-MNNC is better than that 
of standard NNC. The improvement of FC-MNNC varies with different databases. For 
the thyroid database, there is no obvious improvement, whereas for the wine database, 
the improvement is obvious - from 0.808 to 0.985. The optimal number of feature 
subsets also varies with different databases. For sonar database, the optimal number of 
feature subsets is seven. For thyroid database, the optimal number of feature subsets is 
three. The experimental results in Table 3 show that if the size of dimensionality is high, 
the optimal number of feature subsets may be high; and vice versa. 

Table 3. The classification accuracy of Standard NNC and FC-MNNC 

 
No. of feature 

subsets 
Ionosphere Sonar Thyroid Wine 

Standard NNC 0.817 0.391 0.919 0.808 

3 0.911 0.565 0.943 0.971 

5 0.934 0.594 0.940 0.985 FC-MNNC 

7 0.952 0.623 0.936 - 



 Combination of Multiple Nearest Neighbor Classifiers 545 

Table 4. The classification accuracy of Ionosphere database by NNC based on GA feature 
selection and FC-MNNC 

Example 3. GA can not only be used to select feature subsets for multiple classifiers, 
but is also fit for selection features for an individual classifier. Here the classification 
accuracy of an ionosphere database by NNC based on GA feature selection is 
compared with that by FC-MNNC. The results are shown in Table 4. It can be 
concluded from Table 4 that: (i) the accuracy of the standard NNC is 0.817; (ii) after 
feature selection by GA, the accuracy of NNC increases to 0.911; and, (iii) when the 
number of feature subsets is three, five or seven, the accuracy is not less than that of 
the GA feature selection for an individual classifier. Especially, when the number of 
feature subsets is seven, the accuracy raises to 0.952, which significantly improves the 
performance of standard NNC and feature selection using GA in an individual NNC. 

Table 5. The classification accuracy of Ionosphere database by GA feature selection for 
multiple NNC and FC-MNNC 

Ionosphere 
No. of 
feature 
subsets 

Accuracy Note 

3 0.911 1,2,3,1,3,1,3,2,3,3,3,2,2,3,3,3,2,3,2,1,3,3,3,3,3,2,1,3,3,3,1,2,1,3 

5 0.934 2,5,1,5,4,4,2,1,2,3,1,3,2,3,2,4,2,1,5,5,3,3,5,1,3,5,2,5,3,2,1,3,3,3 FC-MNNC 
7 0.952 1,7,4,1,3,7,6,2,2,1,5,6,5,5,7,3,1,1,6,6,3,4,1,2,7,1,1,3,4,6,1,5,4,4 

3 0.946 1,2,1,3,2,2,3,0,2,3,1,3,2,0,0,3,3,2,1,3,1,2,1,1,3,3,2,3,2,0,3,3,0,1 

5 0.934 2,0,1,0,4,4,2,1,2,3,1,3,2,3,2,4,2,1,0,0,3,3,0,1,3,0,2,0,3,2,1,3,3,3 
GA feature 

selection for 
multiple 

NNC 
(disjoint) 

7 0.952 6,5,1,1,2,0,4,1,3,7,5,6,4,1,2,6,4,4,1,1,6,6,1,1,3,7,0,1,6,3,7,4,5,2 

3 0.923 2,1,2,5,3,2,0,2,0,4,0,6,7,3,1,0,4,2,0,1,6,1,6,7,0,6,6,5,1,0,0,1,2,0 GA feature 
selection for 

multiple 
NNC (joint) 

5 0.911 19,2,16,10,11,17,27,21,8,8,24,18,23,1,17,4,1,14,24,5,23,6,14,14, 
13,12,30,0,31,24,0,10,17,30 

Example 4. Paper [9] presents two versions of feature subset selection by GA in a 
multiple classifiers system. Version 1 is similar to our encoding rule which selects the 

Ionosphere 
No. of 
subsets 

Accuracy Note 

Standard NNC 1 0.817  

GA feature selection 
for individual NNC 

2 0.911 0010100001110001100111110111010100 

3 0.911 
3,3,3,1,2,3,3,2,3,1,2,1,1,3,2,2,1,1,3,1,3,3,1,3,
3,2,2,2,3,1,3,3,3,1 

5 0.935 
2,5,1,5,4,4,2,1,2,3,1,3,2,3,2,4,2,1,5,5,3,3,5,1,
3, 5,2, 5,3,2,1,3,3,3 

FC-MNNC 

7 0.952 
1,7,4,1,3,7,6,2,2,1,5,6,5,5,7,3,1,1,6,6,3,4,1,2,
7,1,1,3,4,6,1,5,4,4 
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disjoint feature subsets but the value of one gene is in the range from 0 to l, where 0 
represents that the ith feature is not used. In GA, the solution space of version 1 is 

2*2 l  while the solution space of a feature subset clustering is half of that. Because 
the consensus or conflict decisions are aggregated by the combination technique, it’s 
unnecessary to discard features in the combination system. The experiment results in 
Table 5 show that the best accuracy of FC-MNNC is not worse than that of feature 
subset selection using GA in multiple NNCs. In paper [9] Version 2 selects not only 
the overlapping feature subsets but also the types of the individual classifiers. Here 
we only use NNC. Therefore it’s unnecessary to select the type of classifier. The 
classification performance of Version 2 is better than that of Version 1. When the 
number of classifiers and the size of dimensionality are larger, the solution space of 
Version 2 is much larger than that of Version 1. Meanwhile Version 2’s encoding rule 
is difficult to interpret. Under the same parameters of GA, the performance of Version 
2 is limited. When the number of feature subsets is three or five, the accuracy of 
Version 2 is not better than Version 1 or FC-MNNC.  

Table 6. The robustness against irrelevant features of NNC and FC- MNNC 

Example 5. With the knowledge that NNC is sensitive to irrelevant features, this 
example looks at the robustness of FC-MNNC against irrelevant features. In Table 6, 
we compare the reduction of classification accuracy between NNC and FC-MNNC 
when some irrelevant features are added. For example, the thyroid database has 23 
features. The accuracy of NNC is 91.9% and the accuracy of FC-MNNC raises this to 
94.3%. When three irrelevant features with uniform distribution in the interval [0,1] 
are added, the accuracy of standard NNC reduces 3.2% while the accuracy of FC-
MNNC reduces slightly by 0.4%. From the above discussion, it’s concluded that FC-
NNC is more robust against irrelevant features than standard NNC. 

5   Conclusions 

The classification accuracy of FC-MNNC based on GA outperforms standard NNC. 
Furthermore, FC-MNNC based on GA improves the robustness against irrelevant 
features of standard NNC. Similar to standard NNC, FC-MNNC dose not need the 
training phrase to obtain the global target function. Each NNC in the FC-MNNC 
combination system is parallel and independently able to classify one pattern based on 
the corresponding feature subsets. Since the number of features in one feature subset 
is fewer, the computing time of one NNC is greatly reduced. Notice that the time 

Thyroid 
database 

No. of 
feature 
subsets 

The original feature set 
The original feature set +3 

irrelevant features 

NNC 1 0.919 0.887 

3 0.943 0.939 
FC-

MNNC Note 
2,1,1,3,1,2,2,3,2,3,3,1,3,1,3,3,3,2,
3,2,1,1, 

2,2,2,3,3,1,2,3,2,2,1,1,1,1,1,1,2,3
,2,1,3,3,3,1, 



 Combination of Multiple Nearest Neighbor Classifiers 547 

complexity of the combination system is not simply sum up each NNC; it is still a 
difficult problem to analyze the time complexity of the combination system. In 
addition, we should further study how to prevent the phenomenon that one feature 
subset only includes a single feature in feature subset clustering method II. 
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Abstract. The k-nearest neighbor rule is one of the simplest and most
attractive pattern classification algorithms. It can be interpreted as an
empirical Bayes classifier based on the estimated a posteriori probabil-
ities from the k nearest neighbors. The performance of the k-nearest
neighbor rule relies on the locally constant a posteriori probability as-
sumption. This assumption, however, becomes problematic in high di-
mensional spaces due to the curse of dimensionality. In this paper we
introduce a locally adaptive nearest neighbor rule. Instead of using the
Euclidean distance to locate the nearest neighbors, the proposed method
takes into account the effective influence size of each training example
and the statistical confidence with which the label of each training ex-
ample can be trusted. We test the new method on real-world benchmark
datasets and compare it with the standard k-nearest neighbor rule and
the support vector machines. The experimental results confirm the effec-
tiveness of the proposed method.

1 Introduction

One of the simplest and most attractive pattern classification algorithms, first
proposed by Fix and Hodges in 1951, is the nearest neighbor rule [1]. Given a set
of n labeled examples Dn = {(X1, Y1), . . . , (Xn, Yn)}, where Xi are the feature
vectors in some input space and Yi ∈ {ω1, . . . , ωM} are the corresponding class
labels, the nearest neighbor rule classifies an unseen pattern X into the class of
its nearest neighbor in the training data Dn.

It can be shown that, at any given point X in the input space, the probability
that its nearest neighbor X ′ belongs to class ωi converges to the corresponding
a posteriori probability P (ωi|X) as the size of training sample goes to infinity,
namely, P (ωi|X) = limn→∞ P (ωi|X ′). Furthermore, it was shown in [2,3] that
under certain continuity conditions on the underlying distributions, the asymp-
totic probability of error LNN of the nearest neighbor rule is bounded by

L∗ ≤ LNN ≤ L∗(2 − M

M − 1
L∗) , (1)
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where L∗ is the optimal Bayes probability of error. Therefore, the nearest neigh-
bor rule, despite its extreme simplicity, is asymptotically optimal when the
classes do not overlap, i.e., L∗ = 0. However, when the classes do overlap, the
nearest neighbor rule is suboptimal. In this case, the problem occurs at overlap-
ping regions where P (ωi|X) > 0 for more than one class ωi. In those regions,
the nearest neighbor rule deviates from the Bayes decision rule by classifying X
into class ωi with probability P (ωi|X) instead of assigning X to the majority
class with probability one.

Theoretically, this shortcoming of the nearest neighbor rule can be overcome
by a natural extension, the k-nearest neighbor rule. As the name suggests, this
rule classifies X to the class that appears most frequently among the k nearest
neighbors. Indeed, as shown by Stone and Devroye respectively in [4,5], the
k-nearest neighbor rule is universally consistent provided that the speed of k
approaching n is properly controlled, i.e., k → ∞ and k/n → 0 as n → ∞.
However, in practical applications where there is only a finite amount of training
data, choosing an optimal value for k is a non-trivial task, and people usually
use methods such as cross-validation to pick the best value for k.

With only a finite number of training examples, the k-nearest neighbor rule
can be viewed as an empirical Bayes classifier based on the estimated a posteri-
ori probabilities from the k nearest neighbors. Its performance, therefore, relies
heavily on the assumption that the a posteriori probability is approximately
constant within the neighborhood determined by the k nearest neighbors. With
the commonly used Euclidean distance measure, this method is subject to severe
bias in a high dimensional input space due to the curse of dimensionality [7].
To overcome this problem, many methods have been proposed to locally adapt
the metric so that a neighborhood of constant a posteriori probability can be
produced. These methods include the flexible metric method by Friedman [7],
the discriminant adaptive method proposed by Hastie and Tibshirani [8], and
the adaptive metric method proposed by Domeniconi et al. [9]. Although differ-
ing in their approaches, the common idea underlying these methods is that they
estimate feature relevance locally at each query point. The locally estimated
feature relevance leads to a weighted metric for computing the distance between
a query point and the training data. As a result, neighborhoods get constricted
along the most relevant dimensions and elongated along the less important ones.
These methods improve the original k-nearest neighbor rule because they are
capable of producing local neighborhoods in which the a posteriori probabilities
are approximately constant. However, the computational complexity of such im-
provements is high. Furthermore, these methods usually introduce more model
parameters, which need to be optimized along with the value of k via cross-
validation, therefore further increasing the computational load.

In this paper, we propose a simple adaptive nearest neighbor rule for pattern
classification. Compared to the standard k-nearest neighbor rule, our proposed
method has two appealing features. First, with our method, each training exam-
ple defines an influence region that is centered on the training example itself and
covers as many as training examples from the same class as possible. Therefore,
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the size of the influence region associated with each training example depends
on its relative position to other training examples, especially training examples
of other classes. In determining the nearest neighbors of a given query point, the
distance from a query point to each training example is divided by the size of
the corresponding influence region. As a result, training examples identified as
nearest neighbors according to the scaled distance measure are more likely to
have the same class label as the query point. The second feature of our proposed
method is that it takes into account possible labeling errors in the training data
by weighting each training example with the statistical confidence that can be
associated with it. Our experimental results show that the proposed method
significantly improves the generalization performance of the standard k-nearest
neighbor rule.

This paper is organized as follows. In Section 2, we define the probability
of error in decisions made by the majority rule based on a finite number of ob-
servations, and show that the probability of error is bounded by a decreasing
function of the confidence measure. We then use the defined probability of error
as a criterion for determining the influence region and the statistical confidence
that can be associated with each training example. Finally, we present a new
adaptive nearest neighbor rule based on the influence region and statistical con-
fidence. In Section 3, we test the new algorithm on several real-world datasets
and compare it to the original k-nearest neighbor rule. Concluding remarks are
given in Section 4.

2 Adaptive Nearest Neighbor Rule for Classification

One of the main reasons for the success of the k-nearest neighbor rule is that for
an arbitrary query point X, the class labels Y ′ of its k nearest neighbors can be
treated as approximately distributed from the desired a posteriori probability
P (Y |X). Therefore, the empirical frequency with which each class ωi appears
among the k-nearest neighbors provides an estimate of the a posteriori proba-
bility P (ωi|X). The k-nearest neighbor rule can thus be viewed as an empirical
Bayes decision rule based on the estimate of P (Y |X) from the k nearest neigh-
bors. Therefore, in practice, the performance of the k-nearest neighbor rule to a
large extent depends on how well the constant a posteriori probability assump-
tion is met. In addition, even if the constant a posteriori probability assumption
holds, there is still a probability that the empirical majority class turns out to
be different from the true majority class based on the underlying distribution.
In this section, we will address these issues.

2.1 Probability of Error and Confidence Measure

For simplicity we consider a two-class classification problem. Let R ∈ Ω be
an arbitrary region in the input space, and p = P (Y = +1|X ∈ R) be the a
posteriori probability of the class being +1 given that X ∈ R. Let X1, . . . ,Xn

be n independently and identically distributed (i.i.d.) random feature vectors
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that fall in R. The n corresponding labels Y1, . . . , Yn can then be treated as i.i.d.
according to the Bernoulli distribution Bern(p). According to the binomial law,
the probability that n+ of them belong to class +1 (therefore n− = n − n+

belong to −1) is given by
(

n
n+

)
pn+(1 − p)n− .

Without loss of generality, let us assume that R contains n− examples of
class −1 and n+ examples of class +1, with n− − n+ = δ > 0, i.e., R contains
δ more negative examples than positive examples. By the majority rule, R will
be associated with the class −1. In practice, p is unknown; hence whether p ∈
[0, 0.5) or p ∈ (0.5, 1] is unknown. However, there are only two possibilities: if
p ∈ [0, 0.5), the class with the maximum a posteriori probability is also −1 and
the classification of R to −1 is correct; however, if p ∈ (0.5, 1], the class with
the maximum a posteriori probability is +1 and the classification of R to −1 is
a false negative error. Therefore, given p ∈ (0, 5, 1], the expression

Perr(p; δ; n) =
(n−δ)/2�∑

i=0

(
n

i

)
pi(1 − p)n−i (2)

is the probability of false negatives. It is easy to show that, when R contains δ
more positive examples than negative examples, the probability of false positives
can be defined similarly.

To keep the probability of false negatives or false positives small, it is im-
portant to keep Eq. (2) under control. It is easy to check that Perr(p; δ; n) is a
decreasing function of p, which means that it is bounded above by

Perr(δ; n) = sup
p∈(0.5,1]

Perr(p; δ; n) =
1
2n

(n−δ)/2�∑
i=0

(
n

i

)
≈ Φ(−δ − 1√

n
) , (3)

where Φ is the cumulative distribution function (CDF) of a standard Gaussian
random variable. The approximation of the upper bound is obtained by applying
the normal approximation to the binomial distribution, which is in turn based
on the central limit theorem. The probability of error Perr(p; δ; n) can also be
bounded by applying other concentration of measure inequalities. For example,
applying Hoeffding’s inequality [10], one can obtain

Perr(δ; n)max =
1
2n

(n−δ)/2�∑
i=0

(
n

i

)
≈ e−δ2/2n . (4)

In the following, we use the normal approximation of the upper bound (3)
to illustrate the relationship between Perr(δ; n)max and (δ − 1)/

√
n. Obviously,

Perr(δ; n)max is decreasing in (δ − 1)/
√

n because as a cumulative distribution
function, Φ(x) is an increasing function of x. Eq. (3) also tells us quantitatively
how large (δ − 1)/

√
n should be in order to keep the probability of error under

some preset value. For n < 200, we enumerate all possible values of δ and n and
calculate (δ − 1)/

√
n and the corresponding value of Perr(δ; n)max. The results

are shown in Fig. 1. As we can see, the upper bound of the probability of error
is a rapid decreasing function of (δ − 1)/

√
n.
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Fig. 1. Probability of error as a function of the confidence measure

Since Perr(p̄; δ; n) is the probability that the observation is at odds with the
true state of nature, 1−Perr(p̄; δ; n) is the probability that the observation agrees
with the true state of nature. We therefore define

α(p̄; δ; n) ≡ 1 − Perr(p̄; δ; n) (5)

to be the confidence level. From Eq. (3), it follows that the confidence level is
bounded below by

α(δ; n) = 1 − Perr(δ; n)max ≈ erf(
δ − 1√

n
) , (6)

and the larger (δ − 1)/
√

n, the higher the confidence level. For this reason and
for convenience, we will call (δ − 1)/

√
n the confidence measure.

An alternative way to define the probability of error for a decision that is
made by the majority rule based on a finite number of observations is to use the
Beta prior model for the binomial distribution. Based on the same argument,
the probability of error can be defined as

Perr(δ; n) =

∫ 1

0.5 p
n−δ

2 (1 − p)
n+δ

2 dp∫ 1

0
p

n−δ
2 (1 − p)

n+δ
2 dp

, (7)

which gives the probability that the actual majority class of the posterior prob-
ability distribution differs from the one that is concluded empirically from the
majority rule based on n and δ. Likewise, the confidence level can be defined as

α(δ; n) = 1 − Perr(δ; n) =

∫ 0.5

0 p
n−δ

2 (1 − p)
n+δ
2 dp∫ 1

0
p

n−δ
2 (1 − p)

n+δ
2 dp

. (8)

In Fig. 2, the probability of error based on the Beta prior model is plotted against
the confidence measure. Numerically, the two different definitions give about the
same results, which can be seen by comparing Figs. 1 and 2. More precisely,
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Fig. 2. Probability of error (based on the Beta prior model) against the confidence
measure

the first definition of the probability of error can be better approximated as a
function of the confidence measure, which is easily computable. In addition, for
the same value of n and δ, the first definition gives a higher probability of error
value than the second one since it is based on the worst case consideration.

2.2 Adaptive Nearest Neighbor Rule

Given a training data set Dn = {(X1, Y1), . . . , (Xn, Yn)} and a query point X,
the k-nearest neighbor rule first finds the k-nearest neighbors of X, denoted by
X(1), . . . ,X(k), and then assigns X to the majority class among Y(1), . . . , Y(k),
where Y(i) are the corresponding class labels of X(i). Commonly used distance
measures d(X , Xi) include the Euclidean distance and the L1 distance. For a
binary classification problem in which Y ∈ {−1, 1}, it amounts to the following
decision rule:

f(X) = sgn(
k∑

i=1

Y(i)) . (9)

The adaptive nearest neighbor rule starts off by first constructing an influence
region for each training example. For each training example Xi, i = 1, . . . , n, its
influence region is constructed as follows. Centered on Xi, we draw a sphere that
is as large as possible without enclosing a training example of a different class.
For simplicity, we call the influence region a sphere even if other metric such as
L1 metric is used to compute the distance. Denote the radius of the sphere as
ri. We then count the number of training examples that fall inside the sphere
and compute the statistical confidence level αi according to Eq. (8). Depending
on the value of the computed confidence level, there are two possibilities. If the
confidence level is above a preset threshold, e.g., 75%, we keep the influence
region as it is. Otherwise, we would enlarge the sphere to include more training
examples until its confidence level reaches the preset threshold. In the second
case, the radius ri is set to the radius of the sphere that achieves the desired
confidence level, and so is the actual confidence level αi. Therefore, we associate
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with each training example an influence sphere whose radius is ri and whose
confidence level is αi.

Given a query point X, the adaptive nearest neighbor rule works as follows.
It first finds the k-nearest neighbors of X, denoted by X(1), . . . ,X(k), according
to the scaled distances d(X, Xi)/ri for i = 1, . . . , n, i.e., the distance measure
according to which the training examples are sorted is

dnew(X, Xi) =
d(X , Xi)

ri
. (10)

Once the k nearest neighbors X(1), . . . ,X(k) are identified, it classifies X ac-
cording to the following weighted majority rule:

f(X) = sgn(
k∑

i=1

α(i)Y(i)) , (11)

where α(i) is the confidence level associated with X(i), i.e., each neighbor is
weighted by the confidence level associated with the corresponding influence
sphere. Therefore, as one can easily imagine, a neighbor that happens to be
close to decision boundary would have less weight because of the lower confidence
level.

3 Results and Discussion

In this section, we present experimental results obtained on several real-world
benchmark datasets from the UCI Machine Learning Repository [11]. Through-
out our experiments, we used the 10-fold cross validation method to estimate
the generalization error of our algorithm and the nearest neighbor rule. Table 1
shows the error rates and the corresponding standard deviations of the nearest
neighbor (NN) rule and our adaptive nearest neighbor (A-NN) rule.

Table 1. Comparison of error rates

Dataset NN A-NN

Breast Cancer 4.85(0.91) 3.53(0.63)
Ionosphere 12.86(1.96) 7.14(1.15)
Pima 31.84(1.05) 29.74(1.38)
Liver 37.65(2.80) 37.94(1.93)
Sonar 17.00(2.26) 13.00(1.70)

As we can see from the results, the adaptive nearest neighbor rule outper-
forms the nearest neighbor rule on almost all 5 datasets being tested. On some
datasets, such as the Ionosphere and Sonar datasets, the improvement of the
adaptive nearest neighbor rule is statistically significant. These results show
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that the nearest neighbor identified according to the scaled distance measure is
more likely to have the same class label as the query point.

Table 2 shows the corresponding results of the k-nearest neighbor (k-NN)
rule and the adaptive k-nearest neighbor (A-k-NN) rule. On each dataset, we
run the two algorithms at various values of k from 1 to 99. We report the
lowest generalization errors obtained by these two algorithms together with the
corresponding standard deviations. For comparison, we also obtained the best
results obtained by the support vector machines (SVMs) equipped with Gaussian
kernels. The kernel parameter and the regularization parameter for the support
vector machines were determined via cross-validation.

Table 2. Comparison of results

Dataset k-NN SVMs A-k-NN

Breast Cancer 2.79(0.67) 3.68(0.66) 2.65 (0.84)
Ionosphere 12.86(1.96) 4.86(1.05) 4.00 (0.87)
Pima 24.61(1.36) 27.50(1.68) 24.21(1.39)
Liver 30.88(3.32) 31.47(2.63) 30.59(2.33)
Sonar 17.00(2.26) 11.00(2.33) 13.00(1.70)

As we can see from Table 2, the adaptive k-nearest neighbor rule outperforms
the k-nearest neighbor rule on all 5 datasets being tested. On the Ionosphere
and Sonar datasets, the improvement of the adaptive k-nearest neighbor rule is
significant. These results further confirm that, by modulating the distance with
the size of the influence region associated with each training example, better
neighbors are found by the adaptive nearest neighbor rule. Furthermore, the
adaptive nearest neighbor also outperforms the support vector machines on all
except the Sonar dataset.

In Table 3, we compare the numbers of nearest neighbors used by the two
different nearest neighbor rule when the respective lowest generalization error is
achieved. As we can see, on three out of the 5 datasets being tested, namely, the
Breast Cancer, Pima, and Liver datasets, the adaptive k-nearest neighbor uses
significantly less nearest neighbors for decision making. Combining the results
in Tables 2 and 3, we can see that the adaptive k-nearest neighbor rule achieves
better classification performance while using less nearest neighbors. On the Iono-
sphere dataset, although the adaptive k-nearest neighbor rule uses more nearest
neighbors than the k-nearest neighbor rule, its performance is much better than
the latter when using the same number of nearest neighbors. For example, as
we can see from Table 1, using only a single nearest neighbor, the adaptive
nearest neighbor rule is already performing much better than the simple nearest
neighbor rule.

Using the data from the Wisconsin Breast Cancer dataset, Figure 3 shows
how the generalization error of the two algorithms varies as the value of k
changes. The solid line represents the error rate of the adaptive k-nearest neigh-
bor rule at different values of k. The dashed line is the corresponding result of the
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Table 3. Comparison of the number of nearest neighbors

Dataset k-NN A-k-NN

Breast Cancer 13 7
Ionosphere 1 15
Pima 31 7
Liver 55 29
Sonar 1 1

k-nearest neighbor rule. From Fig. 3, we can see that, when k is very small or very
large, the generalization error of both algorithms is large due to the large vari-
ance or bias, respectively. This is a result of the so called bias/variance dilemma
[6]. The best tradeoff between the bias error and the variance is achieved some-
where in the middle. Also clear from this figure is that the adaptive k-nearest
neighbor rule performs almost always better than the k-nearest neighbor rule on
this particular dataset. The flat shape of the adaptive k-nearest neighbor rule
also suggests that it is less prone to the bias as k increases.
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Fig. 3. Error rates at different values of k

4 Conclusion

In this paper, we presented an adaptive nearest neighbor rule for pattern classifi-
cation. This new classifier overcomes the shortcomings of the k-nearest neighbor
in two aspects. First, before a query point is presented to the classifier, it con-
structs an influence region for each training example. To determine the k nearest
neighbors of the query point, it divides the standard distance from the query
point to each training example by the size of the corresponding influence region.
As a result, training examples with large influence regions have relatively large
influence on determining the nearest neighbors, and the nearest neighbors iden-
tified according to the new distance measure are more likely to have the same
class labels as the query point. Secondly, each training example is weighted
according to the corresponding statistical confidence measure. This weighting
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mechanism leads to a lower influence of boundary points on the classification
decision, therefore reducing the generalization error.

We tested the adaptive k-nearest neighbor rule on real-world benchmark
datasets and compared it with the original k-nearest neighbor rule and the sup-
port vector machines. It outperforms both the k-nearest neighbor rule and the
support vector machines on almost all datasets being tested and demonstrates
better generalization performance.
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Abstract. In this paper we present a new method, time-striding hidden
Markov model (TSHMM), to learn from long-term motion for atomic
behaviors and the statistical dependencies among them. TSHMM is a 2-
layer hidden Markov model, which approximates a variable-length hidden
Markov model by first-order statistical dependencies. An EM algorithm
is proposed to learn the TSHMM.

1 Introduction

Earlier 3D character motion editing relies heavily on skillful and intensive labor
of art to create sequences of representative poses called key-frames manually.
In recent years, a new trend appears to automate motion synthesis by making
use of Bayesian learning techniques to extract underlying rules of human motion
from 3D motion capture data. Given the learned statistical model, new motion
sequences can be generated automatically following some high level directions
provided by the artists. In order to cope with the highly complex dynamics of
human motion, most related works based their learning approaches on variants
of hidden Markov models (HMM), e.g., [1], [2], [3], and [4].

The initial motivation of our work comes from the fact that the first-order
stochastic transitions modeled by HMM is restrictive to capture long-term sta-
tistical dependencies among the motion frames. The short context limits the
prediction performance of the HMM and results in discontinuities, or gaps, to
appear in the synthesized motion. A reasonable solution is to increase the order
of HMM, but it also increases the complexity of learning exponentially faster.
A better solution is the variable-length Markov model (VLMM), which is based
on the fact that it is not necessary to increase the order for all contexts and
learns only the shortest but necessary contexts with different lengths. However,
VLMM is not hidden, so when it is used to model human motion, the training
sequences over the high dimensional continuous pose space must be discretized
and projected to one-dimensional before learning. And, learning VLMM captures
only the transition probabilities embedded in the discretized training sequences,
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rather than fits the actual training motion. But extending VLMM to be hidden
will face the same complexity problem as the fixed-high-order HMM.

To address the above problems, the time-striding hidden Markov model
(TSHMM) is proposed and features two interesting properties: (1) TSHMM is a
hidden model that fits the motion data itself instead of its discretized version.
(2) As a first-order approximation to high-order HMM, TSHMM decreases the
complexity of learning to a practical level.

TSHMM follows the dividing-and-recombining strategy similar with [3], where
a long-term motion sequence is divided into segments as the basic motion ele-
ments, named motion textons, which can then be recombined to generate new
motion sequences. While [3] models motion textons by linear dynamic sys-
tems (LDS), TSHMM does not constrain linear dynamics for textons. Instead,
TSHMM learns the statistical properties from the training motion to ensure
every motion textons are the shortest but long enough to carry complete sta-
tistical semantics. This property gives TSHMM the ability to discover atomic
behaviors from long-term motion, e.g., leaping and rolling from ballet, or ducking
and punching from boxing.

2 The Time-Striding Hidden Markov Model

TSHMM is a 2-layer hierarchical hidden Markov model. The top layer approx-
imates the high-order statistical transitions, namely time-stridings, with first-
order transition probabilities. The corresponding high-order states are modeled
by a set of left-to-right hidden Markov models at the bottom layer. The learning
algorithm of TSHMM contains two stages. The first stage initializes the model
by approximately detecting the time-stridings from the training motion. The sec-
ond stage estimates the parameters of the TSHMM by fine-tuning the detected
time-stridings to maximize the likelihood of the model. This two-stage scheme
ensures that when TSHMM is used for human motion modeling, each state of
a learned TSHMM corresponds to an atomic behavior, i.e., a shortest motion
segment that is long enough to predict the next pose.

2.1 Definition and Detection of Time-Striding

To explain how time-stridings are defined and learned, we need to start from the
concepts of Markov chain. A Markov chain is a discrete and stationary stochastic
process . . . , Xt, . . ., where −∞ ≤ t ≤ ∞ and all Xt share the same domain X .
The value of each Xt conditionally dependents only on finite number of previous
values, denoted as,

P (Xt | Xt−1, . . . , X−∞) = P (Xt | Xt−1, . . . , Xt−T ) . (1)

If T is the same for all possible combinations of Xt−1, . . . , Xt−T , namely the
contexts, this Markov chain can be modeled with a Markov model with fixed
order of T , which describes the transition probabilities given all the |X |T contexts
as a |X |T × (|X | − 1) matrix. Otherwise, the lengths of conditional dependencies
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vary for different contexts, and are usually described by a context function c(·) :
X T → ⋃T

l=1 X l, which maps one or more contexts with length T to a shorter
one. In [5], it is shown in detail that the range of this context function can be
represented as a tree, namely the context tree.

For high-order (either fixed or with variable length) Markov models, the states
are strings defined on the alphabet X and with length 1 ≤ l ≤ T . A transition
appends a letter to the string of the starting state and forms a new string, which
is then shortened by the finite length of memory and becomes the string of the
ending state of the transition. For example, suppose a Markov model with fixed
order of 3 and alphabet X = {a, . . . , z}. Transition from state 〈a, b, c〉 to 〈d, e, f〉
requires at least three steps: 〈a, b, c〉 → 〈b, c, d〉 → 〈c, d, e〉 → 〈d, e, f〉.

The concept of time-striding is based on the observation that in some cases,
the states 〈b, c, d〉 and 〈c, d, e〉 rarely appear in the training sequences but
〈a, b, c, d, e, f〉 appears one or more times. In such cases, it is reasonable to abbre-
viate the multiple steps of transitions into a single step that transits from 〈a, b, c〉
directly to 〈d, e, f〉. We name such abbreviations as time-stridings. Given the Nc

substrings that are frequently appeared in the training sequences, their transition
probabilities can be approximated by TSHMM with a Nc × Nc matrix.

As pointed out in [6], mining of frequently appeared substrings is an NP-
hard problem, so an approximation algorithm is required for the job. In our
work, we constrain that the maximum length of substrings is a given number
T , and that the candidates of substrings are selected from the range of the
context function c(·) of the VLMM learned from the training sequences. The
approximation algorithm contains three steps:

1. Discretize the high-dimensional continuous training sequence by clustering
similar elements of the sequences and substituting the elements with the
indices to their clusters.

2. Learn a VLMM from the sequence of cluster indices,
3. Divide the training sequence into segments by parsing the context tree of

the learned VLMM, so that each segment is a terminal1 of the tree.

As terminals of a VLMM context tree learned from the training sequence, these
divided segments are ensured to have appeared in the sequence frequently. More-
over, the statistical properties of VLMM ensures them as the atomic behaviors
as explained below.

As discussed in [7], learning VLMM is to prune the context tree of a in-
finite order Markov process from one with infinite depth into a smaller one
with variable and finite length of terminals, as the example shown in Fig. 1.
Assume qt−1, . . . , qt−T (qi ∈ X ) is a terminal of the context tree used as a mem-
ory to predict the next letter x according to an estimate P̂ (x | qt−1, . . . , qt−T )
of P (x | qt−1, . . . , qt−T ). The learning algorithm determines whether a shorter
memory qt−1, . . . , qt−T+1 is enough as a predictor to substitute qt−1, . . . , qt−T

by measuring whether P̂ (x | qt−1, . . . , qt−T ) is significantly different from

1 A terminal is a path starting from the root of a tree ending at a leaf node.
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qt−1

qt−2

x

1

1

2

22 1

(a)

qt−1

qt−2

x

1 2

21

(b)

Fig. 1. (a) The context tree of a 2nd-order Markov model, which is pruned from the
context tree with infinite depth. (b) The context tree is further pruned to be a VLMM,
under the case that the prediction is accurate enough with memory length of 1 when
qt = 1.

P̂ (x | qt−1, . . . , qt−T+1). Such a measurement can be chosen as a weighted
Kullback-Leibler divergence:

ΔH(wqt−T , w) = P̂ (wqt−T )
∑
x∈X

(
P̂ (x | wqt−T ) log

P̂ (x | wqt−T )
P̂ (x | w)

)
, (2)

where w is an abbreviation of the string qt−1, . . . , qt−T+1. If ΔH(·) is larger
than a given threshold ε, the longer memory is kept from pruning, otherwise, it
is replaced by the shorter one.

Because the pruning process ensures that the terminals of the VLMM con-
text tree are the shortest segments but long enough to predict the next pose
with given accuracy, if any of them is further broken, the subdivision cannot
be predictor with the same accuracy. Such property of unbreakable, or atomic,
makes these terminals sensible as the basic building blocks to construct realistic
long-term human motion. So, the segments divided by the above algorithm are
named atomic behaviors in the sequel.

2.2 Learning TSHMM by Expectation-Maximization

The TSHMM, as illustrated in Fig. 2, is designed to model the first-order tran-
sitions among the set of atomic behaviors, which are represented by a set of
left-to-right hidden Markov models named behavior machines, which in turn
describe sequences of prototypical poses with the output densities. So the pa-
rameterization of TSHMM includes Nb behavior machines {Λ(i)}Nb

i=1 and the
Nb × nb transition matrix Γ (0). For each behavior machine Λ(i), the transition

probabilities among its N
(i)
p prototypical poses {λ(i)

j }N
(i)
P

j=1 is denoted as Γ (i).
Constraining the topology of behavior machines to be left-to-right helps

preserving original form of the atomic behaviors. This constraint implies that
the duration of a prototypical poses is encoded by its self-transition probability.
For example, the duration of prototypical pose λj can be estimated as the
expectation,

d(j) =
∞∑

t=1

(
t ·
(
Γ

(i)
j,j

)t−1

·
(
1 − Γ

(i)
j,j

))
=

1

1 − Γ
(i)
j,j

(3)
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Behavior machine

Behavior machine

Behavior machine

Behavior machine

Behavior machine

(a) (b)

Fig. 2. (b) An example of TSHMM. The first-order transitions among behavior ma-
chines are the time-stridings. (b) An example of behavior machine.

Initialization of TSHMM. The initial set of behavior machines are estimated
from the atomic behaviors detected by the algorithm discussed in Sect. 2.1. All
segments corresponding to the same terminal of the context tree are used to esti-
mate a behavior machine. So Nb equals to the number of terminals that appeared
in the training motion. The initial transition matrix Γ (0) can be estimated by
counting the times of transitions between two atomic behaviors. Such an initial-
ized TSHMM can be considered as an optimal estimation that maximizes the
likelihood to the discretized motion sequence, but it is not optimized with the
maximum likelihood of the real motion data.

The EM Learning Algorithm. Given the initialized TSHMM, the boundaries
of the detected motion segments need to be fine-tuned to maximize the likelihood
of TSHMM given the training sequence of motion frames {ft}T

t=1:{
Γ̂ (0), {Λ̂(i)}Nb

i=1

}
= argmax

Γ (0),{Λ(i)}Nb
i=1

P
(
{ft}T

t=1

∣∣∣ Γ (0), {Λ(i)}Nb
i=1

)
. (4)

In order to make the optimization computationally tractable, two sets of auxil-
iary variables are introduced as (1) the starting time of the atomic behaviors are
marked as {hi}Ns

i=1, and (2) each atomic behavior is assigned a behavior label mi

to indicate which behavior machine the segment belongs to. Given {hi}Ns

i=1 and
{mi}Ns

i=1, an EM algorithm can be derived by considering the auxiliary func-
tion Q(Γ̂ (0), {Λ̂(i)}Nb

i=1 | Γ (0), {Λ(i)}Nb

i=1), where Γ (0), {Λ(i)}Nb

i=1 are the current
value of the parameters of the model and Γ̂ (0), {Λ̂(i)}Nb

i=1 are the updated value
of the parameters. Q is the expected value of the log likelihood of the observ-
able and hidden data together given the observable and current parameter value
Γ (0), {Λ(i)}Nb

i=1:

Q
(
Γ̂ (0), {Λ̂(i)}Nb

i=1

∣∣∣ Γ (0), {Λ(i)}Nb
i=1

)
= log P

(
{ft}T

t=1

∣∣∣ Γ (0), {Λ(i)}Nb
i=1

)
=

∑
{hi}Ns

i=1,{mi}Ns
i=1

log P
(
{ft}T

t=1, {hi}Ns

i=1, {mi}Ns

i=1

∣∣∣ Γ (0), {Λ(i)}Nb
i=1

)
.

(5)

By introducing the first-order Markovian property, the auxiliary function can be
rewritten as,
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Q
(
Γ̂ (0), {Λ̂(i)}Nb

i=1 | Γ (0), {Λ(i)}Nb
i=1

)
=

∑
{hi}Ns

i=1,{mi}Ns
i=1

{
log

Ns∏
s=1

[
P
(
{ft}hs+1−1

t=hs

∣∣∣ Λ(ms)
)

Γ
(0)
hs,hs+1

]}

=
∑

{hi}Ns
i=1,{mi}Ns

i=1

{
Ns∑
s=1

[
log P
(
{ft}hs+1−1

t=hs

∣∣∣ Λ(ms)
)

Γ
(0)
hs,hs+1

]}
,

(6)

Since the proof of the convergence of EM algorithm holds under fairly weak
assumptions on the form of the distribution of hidden variables, an inference
algorithm similar to [3] can be used to compute the most likely hidden variables
{hi}Ns

i=1 and {mi}Ns

i=1 as the E-step:
Use Ln(t) to represent the maximum likelihood derived from dividing the

motion sequence ending at frame t into a concatenated sequence of n segments.
Mn(t) and Hn(t) are used to represent the behavior label and beginning frame of
the last segment of the sequence to achieve Ln(t). We define Smin to be the least
number of frames a behavior segment must have as a constraint on the range of
boundaries adjustment. To allow maximum possible adjusting, Smin should be
set to 1, or to restrict the learning result be close to the initialization by setting
Smin to mins{hs+1 − hs}.

1. Initialization:

L1(t) = max
1≤i≤Nb

P
(
{ft}T

Smin
| Λ(i)
)

M1(t) = argmax
i

P
(
{ft}T

Smin
| Λ(i)
)

H1(t) = 1

2. Loop while 2 ≤ n ≤ T
Smin

, n · Smin ≤ t ≤ T .

Ln(t) = max
1≤i≤Nb

(n−1)Smin≤b≤(t−Smin)

[
Ln−1(b − 1) · P

(
{ft}t

b | Λ(i)
)

· Γ (0)
l,mi

]
Mn(t), Hn(t) = argmax

i,b

[
Ln−1(b − 1) · P

(
{ft}t

b | Λ(i)
)

· Γ (0)
l,mi

]
where, l = Mn−1(b − 1).

3. The final solution is achieve by

L(T ) = max
1≤n≤ T

Smin

Ln(T )

And {hs}Ns
1 and {ms}Ns

1 can be back traced from Mn(t) and Hn(t)

The proof of the convergence of EM algorithm shows that if, during each EM
iteration, the model parameters are updated to increase the value of Q, then the
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likelihood of the observed data increases as well. So, when the output densities
of behavior machines are parametric models, such as Gaussian and mixture
of Gaussian, the Baum-Welch algorithm can be used to update the behavior
machines from the segments with corresponding behavior label. This forms the
M-step of the TSHMM learning algorithm.

3 Synthesis of New Motion

The synthesis algorithm contains two levels. In the first level, a program is
developed to allow users to select the starting and ending behaviors, and a
paths connecting the two behavior machines is selected to maximize the sum of
transition probabilities along the path. Some previous works like [3] applied the
Dijkstra’s algorithm on the Markov model with transition probability negated
to find such a path. Unfortunately, the longest-path problem is not a dual to
the shortest-path problem that is solved by the Dijkstra’s algorithm. Indeed, it
is NP-hard [6]. In our work, a modified Dijkstra’s algorithm is used to find the
smallest cycles (with least sum of transition probabilities) in the TSHMM as
shown in Fig. 3(a). And then, the path of behavior machines can be constructed
by concatenating such cycles under user interactions. Experiments show that
such a semi-automatic approach is more suitable for the art work of motion
synthesis.

In the second level, a B-spline curve T (u) across the pose space is constructed
as illustrated in Fig. 3(b) by taking the part of mean vector of each output
density along the behavior path that representing the static prototypical poses
(e.g., global positions and joint angles) as control points, and taking the part of
mean vector representing the first derivatives of dynamics (e.g., global velocity
and joint angular velocities) as local derivatives on the control points. Such a
curve ensures that interpolating along the parameter u results in frames whose
dynamics is consistent with the local derivatives of the curve, which is then
consistent with the dynamics of training motion. This insurance is important to
maintain the generated frames in correct temporal order.

1

2

3

4

(a)

knot

knot

knot
k−

i

j

k

u−
j = u+

i
u+

j = u−
k

j−
j+

i+

(b)

Fig. 3. (a) An example of cycles of behavior machines that can be detected by the
Dijkstra algorithm. (b) Construction of the pose trace T (u).
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4 Experiments

Several human motion samples were gathered to test TSHMM as listed in
Table 1.

As discussed in previous sections, an implicit parameter of learning TSHMM
is the number of atomic behaviors found in the training motion Ns, which is
determined by the threshold ε discussed in Sect. 2.1. A larger ε results in deeper
context tree and longer atomic behaviors, and because the length of the training
motion sequence is fixed, so less atomic behaviors are contained in the training
motion, and less behavior machines are learned. As shown in Fig. 4(a) and 4(b),
too long atomic behaviors been detected and too less behavior machines been
learned make the TSHMM fail to discover cyclic patterns in sample w. The
corresponding topology of learned TSHMM shown in Fig. 4(c) and 4(d).

Although shorter atomic behaviors results in more possible combinations of
behavior machines during synthesis, too many and too short atomic behaviors
also increase the possibility that several successive atomic behaviors been clus-

Table 1. Human motion samples gathered for experiments

name style length complexity

w walk 191 regular walk with 6 paces
c chop tree 700 contains 6 repetitive patterns of chopping
bw Ballet walk 146 walk in Ballet style with 6 paces
br Ballet roll 169 a segment of Ballet containing 4 rolling patterns
d1 Disco 600 without visually salient cyclic patterns
d2 complexer Disco 612 dance while walk, no visually salient cyclic patterns

(a) (b)

(c)

(d)

Fig. 4. Learning the sample w with too less (a)(b) and correct number (b)(d) of ele-
mentary behaviors
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Fig. 5. Learning sample bw with too many elementary behaviors results many self-
transitions on behavior machines

(a) (b)

(c) (d)

Fig. 6. From motion sample br (a) and d2 (c), and longer motion (b) and (d) with
double length are synthesized

tered as the same behavior machine. This phenomena manifests as large number
of self-cycles in the learned TSHMM topology, as the example shown in Fig. 5,
which degenerates the smoothness of new motion sequences synthesized with
the algorithm discussed in Sect. 3. In the experiment system, a probe strategy
is proposed to gradually increase the length atomic behaviors until the number
of self-transitions reduces to an acceptable level.

As shown in Fig. 6, by learning sample br (Fig. 6(a)), TSHMM detected
the cycles of rolling, which are used to generated longer motion with 419 frames
(Fig. 6(b)). The cycles in Disco sample d2 is not salient to human eyes (Fig. 6(c)),
but still been found by TSHMM and used to generated longer motion with 1429
frames (Fig. 6(d)).

5 Conclusions

We present a new model TSHMM as a first-order approximation of high-order
hidden Markov model. Compared with high-order HMM, the complexity of
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learning TSHMM is more tractable. Compared with other first-order models
for motion learning, TSHMM has the ability to discover statistically atomic be-
haviors embedded within the training motion sequences. We also proposed an
algorithm to synthesize new motion sequences from a learned TSHMM. The au-
tomatic motion synthesis based on machine learning is a prospective solution for
alleviating the intensive manual work of artists in the entertainment and film
industry.
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Abstract. Many methods based on rough sets to deal with incomplete informa-
tion system have been proposed in recent years. However, they are only suitable 
for the nominal datasets. So far only a few methods based on rough sets to deal 
with incomplete information system with continuous-valued attributes have 
been proposed. In this paper we propose one generalized model of rough sets to 
reduce continuous-valued attributes and learn some rules in an incomplete in-
formation system. The definition of a relative discernible measure is firstly pro-
posed, which is the underlying concept to redefine the concepts of knowledge 
reduction such as the reduct and core. We extend a number of underlying con-
cepts of knowledge reduction (such as the reduct and core), and finally propose 
a heuristic algorithm to generate fuzzy reduct from initial data. The main con-
tribution of this paper is that the underlying relationship between the reduct and 
core of rough sets is proved to be still correct after our extension. The advan-
tage of the proposed method is that instead of preprocessing continuous data by 
discretization or fuzzification, we can reduce an incomplete information system 
with continuous-valued attributes directly based on the generalized model of 
rough sets, Finally a numerical example is given to show the feasibility of our 
proposed method.  

1   Introduction 

The theory of rough sets proposed by Pawlak[1] provides a formal tool to deal with 
imprecise or insufficient information. It has successfully been applied to many areas 
including machine learning, pattern recognition, decision support, data mining and 
process control etc. In the Pawlak’s rough set model, the values of attributes are 
nominal data, i.e., symbols. However, in many practical problems, the attribute-values 
are continuous. For example, the attribute “temperature” may take the values in the 
intervals of [0,100]. The Pawlak’s rough set model needs to discretize or fuzzify those 
values to symbols. Some information included in the continuous-valued attributes is 
ignored in Pawlak’s model. It implicitly means that the ability of rough sets to deal 
with these initial data is poor [13]. Furthermore, all those applications of rough set 
model are based on the same assumption that the information system is complete. 
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However, in the real world, the dataset we deal with are always incomplete. By the 
incompleteness of an information system, we mean that there exist unknown data 
(null data) in the system. 

Though knowledge acquisition methodologies have been developed mainly for com-
plete information system over years [2-7], some important results have recently been 
obtained for incomplete information systems [8-11]. Kryszkiewicz in [8,9] has proposed 
a method to obtain attributes reduction and decision rules in incomplete decision tables 
whose distinctive feature is that it can acquire rules in an incomplete information system 
without changing the size of the original information system. Leung and Li [10] have 
used the concept of maximal consistent block technique for knowledge acquisition in 
incomplete information systems which not only achieves in keeping the size of the 
original information system, but also puts forth a set of discernibility function simpler 
than that in [8,9] for finding all reducts. Leung and Wu [11] have constructed a new 
rough set model for an incomplete information system in which two new quantitative 
measures have been proposed to capture different characteristics of the rules. All the 
above research results have focused on information systems with nominal data i.e. sym-
bols. The research based on rough set theory to deal with an incomplete information 
system with fuzzy data (as seen in table 1) is very few.   

Table 1. Incomplete decision table with continuous-valued attributes 

 Price Mileage Size Max-speed d 

1 0.9 0.8 0.9 0.1 Good 
2 0.2 ∗ 0.8 0.2 Good 
3 ∗ ∗ 0.5 0.7 Poor 
4 1 ∗ 1 1 Good 
5 ∗ ∗ 0.7 0.7 Excel. 
6 0.3 0.9 0.8 0.2 Good 

In order to improve the performance of the Pawlark’s rough set model when deal-
ing with initial fuzzy or continuous data, many methodologies [13-17], which general-
ize rough sets to the fuzzy environments, are proposed in recent years. Roughly 
speaking, there are two types of fuzzy generalization models of rough sets. One is the 
concept approximation [15,17], which proposed different pairs of lower and upper 
approximations to approximate the subset of a universe. The other is the learning 
fuzzy rules from fuzzy examples based on the rough set techniques [13,14]. Most 
studies on generalization of rough sets have focused on the concept approximation. 
Compared with the study on concept approximations, less effort has been made on the 
study of learning rules from an information system with continuous-valued attributes 
based on rough set technique [13,14].  

For an incomplete information system with continuous-valued attributes, there 
exists one way to deal with them using rough set technique, i.e., first discretizing 
the continuous data to crisp data, and then finding the attribute reduction using the 
methods proposed in [8-11]. It is well known that when preprocessing continuous 
data and null data, a lot of information is lost. In this paper we propose one method 
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to deal with incomplete information systems without preprocessing continuous data. 
We introduce the relative discernible measure to measure the relative discernible 
ability of the attributes. Based on the relative discernible measure, we redefine the 
underlying concepts of the knowledge reduction such as the reduct and core. The 
advantage of the proposed method is that we can directly reduce attributes in an 
incomplete information system without preprocessing continuous data by fuzzifica-
tion or discretization.  

The present paper has the following organization: Section 2 outlines the informa-
tion system and proposes the definition of the relative discernible measure. Sections 3 
and 4 extend a number of underlying concepts of knowledge reduction such as the 
reduct and core. In section 5 an algorithm is provided to find all the attribute reduc-
tions from an incomplete information table with continuous-valued attributes. An 
illustrative example in section 5 shows the feasibility of the proposed approach. The 
last section concludes this paper. 

2   Information System  

2.1   Information System 

Let a finite nonempty set of objects U = { }1 2, , , nx x xL  be the universe of discourse, 

A  be a set of attributes 
1 2, , , mA b b b= L . The function :b bf U V→  for any attrib-

ute b  is called the information function, where bV  is called the domain of an attrib-

ute b . The ordered pair ( , )IS U A=  is called an information system.  

When A C D= ∪  is a set of attributes where 
1 2, , , mC b b b= L  denotes the set of 

condition attributes and 1 2, , ,m m m kD b b b+ + += L  denotes the set of decision attrib-

utes, the information system is called a decision system/table, denoted by 
( , )DS U C D= ∪ .    

 In the real world, many information systems are incomplete. By the incomplete in-
formation system we mean that a system with unknown data (null data).  

If bV  contains null values for at least one attribute b , then the information system 

( , )IS U A=  is called an incomplete information system[8], denoted by IIS . If a 

decision system/table is incomplete, we denote it by IDS . Furthermore, we will 
denote null value by ∗ .  

We need to assume in this paper that the attribute values of the considered 
IIS (or IDS ) are symbolic or continuous. We also assume that the real value of the 
missing attribute could be found from the domain of an attribute, however, we do not 
assume which one it is. 

2.2   Indiscernibility Relation and Relative Discernible Measure 

Firstly we need to define the degree of indiscernibility of two objects on a certain 
attribute b in an IIS (or IDS ): 
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,

1 ( ) ( )

( ( ), ( ))
i jb

i j
i j

b x or b x
ind

SIM b x b x others

= ∗ = ∗
=  

(1) 

Where ( )( ), ( )i jSIM b x b x is the similarity degree of two examples ,i jx x on b , 

whose values belong to [0,1] . Then we call ,
b
i jind  the indiscernible degree on the 

attribute b of ,i jx x . It is obviously that , [0,1]b
i jind ∈ .  

Definition 1. Let ( , )IIS U A= , Each subset of attributes B A∀ ⊆ determines an 

indiscernibility relation BIND on B : 

( ) ( ),
, ,, , inf

,

B
i jB B b

i j i j i jb B
i j

ind
IND x x U U

x x
α α

∈
= ∈ × =  

(2) 

We call ,
B
i jind  the indiscernibility degree on the attributes “B”of ,i jx x . 

Notice that BIND  is reflexive and symmetric, but may not be transitive, thus the 

indiscernibility relation BIND  is a fuzzy similarity relation. 

For an incomplete information system with continuous-valued attributes, the similar-
ity measure or the distance measure is not enough to describe the discernible ability of 
the attributes. By considering the relative similarity or relative distance measure, we 
introduce a new definition: relative discernible measure. This definition will help us 
redefine the concepts of the knowledge reduction in an incomplete information system. 

Let ( , )IDS U C D= ∪  be an incomplete decision system. For any two objects i  

and j  in U , the relative discernible degree of the attribute a  with respect to the set 

of attributes A C⊆  is  

, ,

, /
, , ,

,

0 , 1 1

1 ,
1

D A
i j i j

a A D a A
i j i j i j

A
i j

ind or ind

IDM ind ind
others

ind

= =
= −

−
−

 
(3) 

When , 1A
i jind = , it means that the objects i and j  are indiscernible on the attribute 

sets A . 

3   The Concepts of knowledge Reduction 

In an incomplete decision system ( , )IDS U C D= ∪ , let: 

{ }

, ,
, ,

, 1,
max supa a C D b C D

C D i j i j
i j n b C a

din IDM IDM
= ∈ −

= −
L

 

then the degree of indispensability of an attribute a  in the set of the attributes C  is 
a
C Ddin . 
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Definition 2. Let ( , )IDS U C D= ∪  be an incomplete decision system, the subset  

of attributes B C∀ ⊆  is the −β reduct, denoted by ( )CRed Dβ , if and only if the 

following two formulas hold:  
, ,

, ,
, 1,
max (sup sup )b C D b C D

i j i j
i j n b C b B

IDM IDM β
= ∈ ∈

− ≤
L

 (4) 

a B∀ ∈ , ,
, ,

, 1, { }
max (sup sup )b C D b C D

i j i j
i j n b C b B a

IDM IDM β
= ∈ ∈ −

− ≥
L

 5) 

Definition 3. The set which consists of attributes whose degree of indispensability is 

bigger than β  is the −β core, denoted by ( )CCore Dβ . 

Theorem 1. The intersection of all the reducts is equal to the core, i.e. 

( ) ( )C CRed D Core Dβ β∩ = , where ( )CRed Dβ  is the set of all the reducts of C with 

respect to D. 

Proof.  Firstly we prove that ( ) ( )C CRed D Core Dβ β∩ ⊂ . We will prove it by 

contradiction. 

Suppose that there exists ( )Rek Cb d Dβ∈∩ but ( )k Cb Core Dβ∉ . By definition 3, 

we get that 
{ }

, ,
, ,

, 1,
max supk

k

b C D b C D
i j i j

i j n b C b

IDM IDM β
= ∈ −

− ≤
L

. Then there must exist the 

subset of fuzzy attributes set { }kB C b⊆ − , where B  satisfies 

, ,
, ,

, 1,
max (sup sup )b C D b C D

i j i j
i j n b C b B

IDM IDM β
= ∈ ∈

− ≤
L

; and a B∀ ∈ , the formula 

, ,
, ,

, 1, { }
max (sup sup )b C D b C D

i j i j
i j n b C b B a

IDM IDM β
= ∈ ∈ −

− ≥
L

 always holds. This shows that B  is the 

reduct of C and kb B∉ . That is to say ( )Rek Cb d Dβ∉∩ . This contradicts our sup-

position. We prove that if ( )Rek Cb d Dβ∈∩ , then ( )k Cb Core Dβ∈ . i.e. 

( ) ( )C CRed D Core Dβ β∩ ⊂ . 

Next, we prove ( ) ( )C CRed D Core Dβ β∩ ⊃ , that is to say that we need to prove 

that if there exists ( )Rek Cb d Dβ∉∩ , then ( )k Cb Core Dβ∉ . 

Suppose that B  is a reduct of C . If B C= , then C  has only one −β reduct. By 

the definition of reduct and core, we know that B  is also the −β core of C . i.e. 

( ) ( )C CRed D Core Dβ β∩ = ; if B C⊂ , let kb C B∈ − , then we have 

( )Rekb d Cβ∉∩ . By the definition of indiscernibility relation, we know that if 

{ }kB C b⊆ − and B C⊆ , then we have  

, ,
, ,

, 1, { }
max (sup sup )

k

b C D b C D
i j i j

i j n b C b B b

IDM IDM β
= ∈ ∈ −

− ≤
L

 (6) 
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From the formula (6) and the definition of the core, we get ( )kb Core Cβ∉ . 

This shows that ( ) ( )C CRed D Core Dβ β∩ ⊃ . This completes the proof. 

4   Fuzzy Reduct and Fuzzy Core of Rule 

For an information system, it is not enough to just reduce attributes. It is necessary to 
reduce the superfluous attribute-values.  

In a decision table, an example corresponds to an initial rule. Then, reducing every 
initial rule is equivalent to reducing the attribute-values.  

In this section we introduce some concepts to reduce the initial rules in incomplete 
information system. First, let us define the concept of indispensability in an initial rule. 

Definition 4.  Let ( , )IDS U C D= ∪  be an incomplete decision system, for the 

initial rule ix and the attribute-value ( )ia x on the attribute a  of the initial rule ix , let  

{ }

, ,
, ,

1, 1, 1, ,
max supa C D b C D

i j i j
j i i n b C a

IDM IDMβ
= − + ∈ −

= −
L L

 

then we will say that attribute-value ( )ia x  is −β indispensable in the initial rule ix . 

We can also say that the indispensability degree of attribute-value ( )ia x  in the initial 

fuzzy rule ix  is β . 

In the following definition, B
~′  is composed by several modified attributes which are 

formed by removing one or several attribute-values from condition attributes. 

Definition 5. Let ( , )IDS U C D= ∪  be an incomplete decision system, for the 

initial rule ix  and a certain threshold β , ]1,0[∈β , if the following two formulae hold: 

, ,
, ,

1, , 1, 1, ,
max (sup sup )b C D b C D

i j i j
j i i n b C b B

IDM IDM β
= − + ′∈ ∈

− ≤
L L

 (7) 

a B′∀ ∈ , ,
, ,

1, , 1, 1, , { }
max (sup sup )b C D b C D

i j i j
j i i n b C b B a

IDM IDM β
= − + ′∈ ∈ −

− ≥
L L

 (8) 

then ( ) ( )i iB x D x′ →  is called −β reduct rule of the initial rule ix , denoted by 

( )( )D iReduct B xβ ′ ( )iD x→ . 

Notice that −β reduct rule of the initial rule ix  is not unique. 

Definition 6. For the initial rule ix  and a certain threshold β , ]1,0[∈β , the set P  

consists of the attribute value whose indispensability degree in the initial rule ix  is 

greater than β−1 . Then P ( )iD x→ is called the −β core rule of the initial  rule 

ix , denoted by ( ) ( )D iCore B xβ ′ ( )iD x→ . 



574 E.C.C. Tsang et al. 

Theorem 2. For an arbitrary threshold ]1,0[∈β , ( )( )D iReduct B xβ ′  = ( ) ( )D iCore B xβ ′ , 

ni ≤≤1 . 

The proof is similar to Theorem 1. We omit the proof details.  
For the sake of reducing initial rules, we need to propose three new definitions: 

rule covering, covering rule number and the rank of rule. 

Definition 7. For nji ,,2,1, L=  and j i≠ , if the indiscernibility degree between 

the former of the initial rules ix and jx is greater than or equal to β , and the 

indiscernibility degree between the latter of the initial rules ix and jx  is greater than 

or equal to β , then we will say that the rule ix  −β covers the rule jx . 

Definition 8. For the k th −β reduct rule of an initial rule ix , find out all initial 

rules of this reduct rule −β covering and sum the number of these initial rules to 

ikN , we will say that the sum ikN  is the −β covering rule number of the k th 

−β reduct rule of the initial rule ix . 

Definition 9. For any rule, if the attribute-values describing all condition attributes 
amount to γ , then we call that γ  is the rank of this rule.  
 
In this section we try to give the approach to reduce initial  rules by ignoring the small 
perturbation. The small perturbations are visualized by the value 1-β . The smaller the 

threshold β , the less and simpler the decision rules. But this does not mean that the 

smaller threshold is the better. The choice of the threshold is dependent on the toler-
ance of the small perturbations of initial data. It shows that the approach of reducing 
the fuzzy information proposed in this paper is flexible and less sensitive to the small 
perturbation of initial data.  

5   The Algorithm to Find the β − Reduct in an Incomplete 
Information System 

In this subsection, we propose the following algorithm to find all reducts of an in-
complete decision system with continuous-valued attributes. 

 
            Input: Let ( , )IDS U C D= ∪  be an incomplete decision system, where 

1 2, , , mC b b b= L  denotes the set of condition attributes and 1 2, , ,m m m kD b b b+ + += L  

denotes the set of decision attributes and the given threshold β . 

           Output: RED is the set of all β − reducts.          

            Step1:  Initialize RED φ= , CORE φ= , 0i = . 
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            Step2:  For each kb C∈ , calculate the indiscerinibility degree of the attribute 

kb .  

            Step3: Choose the attribute b  whose degree of indispensability is bigger than 

β , put these attributes to CORE . And let C C CORE= − . 

             Step4:   Compute the power set P  of C .  

             Step5:  If there exists such set iN P∈  which has only i  element, goto 

step7; otherwise, goto step6. 
             Step6:  Let 1i i= + , goto step5. 

             Step7:  Select a set iM P∈  which has i  element. And let 

iH M CORE′ = ∪ . 

             Step8: According to definition 2, determine whether H ′ is the reduct. If yes, 

then add it to the set RED , let { }iP P M P M M= − ∈ ⊂  goto step9; Other-

wise, let { }iP P M= − , goto step9.  

             Step9:  If P φ≠ , goto step5; otherwise stop. 

By using the above algorithm, we can compute all the −β reducts.  

6   The Numerical Example 

 In this section we will show that the approach proposed in this paper is feasible and 
compare it with the method found in [8]. 

Example 5.1:  Let us consider an incomplete decision table IDT with continuous-
valued attributes as shown in table 1. {Price, Mileage, Size, Max-speed} is the set of 
condition attributes and d={acceleration} is the decision attribute.  

Given the threshold 0.4β = , and by using the algorithm proposed in this paper to 

reduce attributes in the table 1, we have 0.4
dReduct =  {Size, Max-speed}. 

     We firstly fuzzify the data of table 1 using the FCM algorithm [12] and then 
discrtize the fuzzification result. Then we obtain the table 2. 

Table 2. Incomplete decision table with symbolic values 

 Price Mileage Size Max-speed d 
1 High High High Low Good 
2 Low ∗ High Low Good 
3 ∗ ∗ Compact High Poor 
4 High ∗ High High Good 
5 ∗ ∗ High High Excel. 
6 Low High High Low Good 
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By using the approach in [8] to deal with table 2, we can obtain the attribute reduct as 
{Size, Max-speed}. 

By comparing these two methods, one may find that the method in [8] needs to se-
lect one suitable algorithm to discretize the continuous data and the final result of 
attribute reduction is sensitive to the selected algorithm of discretization. Our pro-
posed method does not need to go through the preprocessing of the continuous data. 

7   Conclusion  

 In this paper we attempt to construct a new rough set model to deal with incomplete 
information system with continuous-valued attributes.  The proposed rough set ap-
proach enables us to reduce the incomplete dataset directly without fuzzifying or 
discretizing the data. The concept of relative discernible measure is firstly proposed in 
this paper and is used to redefine the concepts of knowledge reduction, which saves 
us from having to preprocess the continuous data. We can find the informative attrib-
utes directly. The final numerical example illustrates that the proposal of this paper is 
feasible.   
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Abstract. Rough set theory has proven to be a very useful tool in dealing with 
many decision situations where imprecise and inconsistent information are in-
volved. Recently, there are attempts to extent the use of rough set theory to or-
dinal decision making in which decisions are made on ordering of objects 
through assigning them to ordinal categories. Attribute reduction is one of the 
problems that is studied under such ordinal decision situations. In this paper we 
examine some of the proposed approaches to find ordinal reducts and present a 
new perspective and approach to the problem based on ordinal consistency. 

1   Introduction 

We are often called upon to deal with data that are imprecise and inconsistent in deci-
sion situations. Many theories, such as fuzzy set theory and Dempster-Shafer theory 
of evidence, have been developed to handle these types of data in analysis and deci-
sion making. Rough set theory introduced by Pawlak in [7] is one of the more recent 
developments in this area. Since its introduction rough set theory has found to be 
useful in a broad spectrum of applications [3, 6]. Rough set theory acknowledges the 
fact that in real world situations, objects can only be identified by their known attrib-
utes and objects sharing the same attribute values become indiscernible. The indis-
cernible groups of objects resulting from the limited information we have about them 
are the basis upon which analysis and decisions must be made. 

In the original rough set formulation, the attributes considered in an information 
system, including decision attributes, are assumed to take on nominal values. Objects 
sharing the same attribute values form equivalent groups which partition the object 
space. In such environment we may not be able to completely specify an arbitrary set 
of objects using the attributes available. We can approximate the set by a rough set 
consisting of a lower and an upper approximation, definable in the available attrib-
utes. One important area in data analysis is the selection of a suitable set of attributes 
among available attributes which may contain redundancy. Redundant attributes 
cause ineffectiveness in data analysis and induction of decision models. In rough set 
theory selection of attribute is studied under the topic of reducts which are minimal 
attribute sets with same descriptive power of the original attribute set. 
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Subsequent to its introduction, rough set theory has been extended in various ways, 
for example, by combining it with fuzzy set theory, or replacing the equivalence rela-
tion defining the indiscernibility groups with other weaker forms of relations. In this 
paper we consider the formulation in which the decision is based on a set of ordered 
labels. In such decision situation, an ordering is created in a set of objects by assign-
ing them ordinal class labels as in the case of assigning students A, B, C, … grades in 
a test. In the previous studies on application of rough set theory in ordinal decisions, 
the conditional attributes used to determine the decisions are also considered to be 
ordinal in nature [1, 2, 4, 8]. Greco et al studied the ordinal information system in the 
context of multicriteria decision making in [2]. They defined a reduct based on quality 
of approximation, using upper and lower set approximation similar to those in the 
classic rough set model. We will describe this system in greater details in Section 3 to 
contrast it with our approach. Bioch and Popova [1] studied reducts in monotone 
information systems by examining the monotone discernibility matrix, which corre-
sponds to discernibility matrix in classic rough set, in finding monotone reducts. In 
[8], the authors examine the concept of reduct by considering the partitioning of bi-
nary relation space by ordering expressions in the set of attributes concerned. We 
have also studied this problem by focusing on the approximation of the implicit deci-
sion ordering using the available ordinal attributes in [4]. In this paper, we examine 
the situation where the ordinal decision is made based on condition attributes which 
take nominal values. Certainly nominal attributes are common, and in some situations 
like absence of monotonic relation, it may be more effective in decision analysis to 
treat ordinal attributes as nominal. We will examine reducts required for approxima-
tion of the decision ordering in this environment. We formulate a new type of dis-
cernibility matrix which we use to find ordinal reducts and illustrate this with an  
example. 

In the following, we first present an overview of rough set in Section 2. We discuss 
ordinal information systems in Section 3. In Section 4 we examine the approximation 
of decision ordering and the associated concept of ordinal reducts. Section 5 intro-
duces the new definition of ordinal separability and ordinal discernibility matrix and 
how it can be used to find ordinal reducts. The last section concludes with some of 
our ongoing investigation directions. 

2   Rough Sets Overview 

In this section we recap some of the basic formulation of rough set theory and related 
concepts we used in this paper. More details can be found in the tutorial paper [3]. An 
information system is a pair ),( AUS =  where U is the universe of discourse with a 

finite number of objects, and A is a set of attributes defined on U. Each attribute a of 
A is a function aVUa →:  which maps objects of U to the value set Va. A decision 

system is a special information system }){,( dAU ∪=Δ  in which there is a distin-

guished attribute d called the decision attribute with corresponding decision value set 
Vd. For any subset of attributes AB ⊆ , an indiscernibility relation 

})()(:),{( BayaxayxIB ∈∀==  is generated which partitions U into equivalence 
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classes BIU /  of objects indistinguishable with respect to attributes in B. The equiva-

lence class containing Ux ∈  can be defined by })()(:{][ Bayaxayx B ∈∀== . 

For any subset UX ⊆  and AB ⊆ , X can be approximated by a rough set consist-
ing of a lower and an upper approximation defined respectively as: 

}][:{: XxxXB B ⊆=  (1) 

}][:{: ∅≠∩= XxxXB B  (2) 

These rough set approximations form a pair of tight bounds over X based on B in 

the inequalities XBXXB ⊆⊆ . The boundary set XBXBXB \
~ = 1 contains objects 

that we cannot say for certain to be inside or outside of X given their B attributes. 
In a decision system, the family of equivalence classes generated by the decision 

attribute d is given by }{/ dIUD = . As for any set UX ⊆ , each equivalence class in 

D can be approximated by using a given attribute set B. The corresponding quality of 
approximation of the decision d by a set of attributes B can be measured by: 

||

||
)(

U

XB
D DX

B
∈=γ . This measure constitutes the proportion of U which can be 

unambiguously classified using their attribute values in B. A reduct R of A with re-
spect to D is a minimal subset of A that preserves this approximation quality. Thus R 
is a reduct if )()( DD AR γγ =  and )()( DDRB AB γγ <⊂ . The set of reducts with 

respect to d in A is denoted by ( )ARedd . 

3   Ordinal Attributes and Ordinal Decision Systems 

It is quite common for attributes and decisions to assume ordinal labels like alphabetic 
grading systems for student’s performance or Likert scales used in opinion surveys. 
An ordinal decision system is one in which the decision attribute is ordinal. An ordi-
nal attribute a has an attribute value set Va which is a linearly ordered sets of labels. 

We represent the label set in the form of }...{ 21
a

a
aa

a lllV ⊥>>>= . An ordinal attribute 

induces a corresponding weak order a≥  (a complete and transitive relation) in U  thus 

)}()(:),{( yaxayxa ≥=≥ . In [5] we showed that any weak order a≥  corresponds 

uniquely to the nested sets in the family }:]{[ UxxU aa ∈= ↑↑  

where )}:{][ xyyx aa ≥=↑ . These nested sets correspond to the equivalence classes 

defined by nominal attribute values in the classic rough set theory. Thus in the case of 
an ordinal decision system, the induced decision order is d≥  and the corresponding 

nested sets is given by }:]{[ UxxU dd ∈= ↑↑ . We further define the following notations 

used in this paper. 

                                                           
1 We use X\Y to represent difference of set X and Y. 
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)}:{:][ yxyx aa ≥=↓  (3) 

},:{][ Baxyyx aB ∈∀≥=↑  (4) 

},:{][ Bayxyx aB ∈∀≥=↓  (5) 

})(:{: a
i

i lxaxa ≥=↑  (6) 

)}(:{: xalxa a
i

i ≥=↓  (7) 

In [2], the authors consider an ordinal decision system in which all attributes, both 
condition and decision attributes, are ordinal. They proposed to approximate an ordi-
nal decision system in a similarly way to approximating sets. The sets in this context 

are now the nested sets id ↑  and id ↓  induced by the ordinal decision. Thus for any 
subset of attributes AB ⊆ , the lower and upper approximation of these sets are given 
by: 

}][:{ i
B

i dxxdB ↑↑↑ ⊆=  (8) 

U idx B
i

B
i xdxxdB ↑∈

↑↑↑↑ =/≠∩= ][}0][:{  (9) 

}][:{ i
B

i dxxdB ↓↓↓ ⊆=  (10) 

U idx B
i

B
i xdxxdB ↓∈

↓↓↓↓ =/≠∩= ][}0][:{  (11) 

The corresponding boundary sets are similarly defined: 
iii dBdBdB ↑↑↑ = \

~
  (12) 

iii dBdBdB ↓↓↓ = \
~

  (13) 

The quality of approximation of d using the set of attributes B is then defined as: 

( ) ( )( )
||

|
~~

\|
)(

U

dBdBU
d i

i
i

i

B
UU ↓↑ ∪

=γ  (14) 

Reduct is then defined as any minimal subset that preserves this quality of ap-
proximation. Thus a subset AR ⊆  is a reduct if and only if )()( dd AR γγ =  and 

)()( ddRB AB γγ <⊂ . In [4], we showed some problems associated with this defi-

nition of ordinal reduct and provide an alternative model to resolve these problems. 
In this paper we focus on the case where in the decision system }){,( dAU ∪=Δ , 

the decision attribute d is ordinal while   the other attributes in A are nominal. Fur-
thermore, similar to the approach in [4], our goal is the approximation, not of the 
ordinal classes, but of the underlying decision ordering d≥  generated by the ordinal 

decision labels in dV . This is based on the assumption that in making an ordinal deci-

sion, the assignment of ordinal labels to objects is solely for the purpose of creating 
the underlying ordering d≥ . 
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4   Approximating the Decision Ordering 

Thus we regard the decision ordering as the meaning of the label assignment process 
and hence is more important than the actual labels assigned to the objects. To give a 
simple illustrate of this perspective: if we have a universe of two objects x and y, and 
ordinal labels 1>2>3, then the label assignments {x 1, y 2}, {x 1, y 3}, and 
{x 2, y 3}, will be equivalent from this perspective since they represent the same 
decision ordering of x>y. Our goal is therefore to provide a rough set approximation, 
in the sense of a tight upper and lower bound, for the decision ordering d> 2 base on 

information granules generated by the nominal attributes A. First of all, we observe 

that i
i

dd dUxxU }{}:]{[ ↑↑↑ =∈=  is the family of nested sets corresponding to the 

weak order d>  and they are related by: 

( ) ( ) ( ) ( )UUU i

ii

i

ii

UXd dddUdXUX
d

)1(\\ +↓↑↑↑
∈

×=×=×=> ↑  (15) 

This formulation provides us the means to create the upper and lower approxima-

tions for d> . Since for all i and AB ⊆ , we have iii dBddB ↑↑↑ ⊆⊆ , thus 

( ) ( ) ( ))1()1()1( +↓↑+↓↑+↓↑ ×⊆×⊆× iiiiii dBdBdddBdB   (16) 

provides an upper and a lower bound for the ordering generated by each level of the 
ordinal decision label d

il . Aggregating over all i’s,  

( ) ( ) ( ) ( )UUU i

ii

i

ii
di

ii dBdBdddBdB )1()1()1( +↓↑+↓↑+↓↑ ×⊆×=>⊆×  (17) 

So the sets ( ) ( )Ui

iiB
d dBdB )1( +↓↑ ×=>  and ( ) ( )Ui

iiB
d dBdB )1( +↓↑ ×=>  provide 

respectively the lower and upper approximation to the decision ordering d> . (Note: 

We use the same symbols for the upper and lower approximations as in [4], with the 
understanding that the attribute types are different and hence the approximations are 
also different. In the following, we will also continue to use the same symbols as in 
the paper for the corresponding concepts in our current formulation bearing in mind 
the definitions will depend on the attribute type concerned.) These are also tight 

bounds in as far as ( )ii dBdB ↑↑ ,  and ( )11, +↓+↓ ii dBdB  are tight bounds for id ↑  and 
1+↓id  respectively. The upper and lower bounds can also be written in the more famil-

iar forms: 

( ) ( )yxyx d
B
d >>  (18) 

( ) ( )yxyx B
dd >>  (19) 

                                                           
2 We consider approximation of d> , the asymmetric part of d≥ , instead of d≥ . The two order 

relations are related by a simple formula. d>  is chosen because it offers more elegant concep-

tual formulations. 
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When all id ’s are definable in AB ⊆ , i.e. iii dBddB ↑↑↑ == , the upper and 

lower boundaries for the order approximation also merge and we 

have ( ) ( ) ( )B
dd

B
d >=>=> . The quality of ordinal approximation given AB ⊆  can be 

measured in a similar manner as for set approximation as: 

( )
||

||

||

||
)(

1

d

i

ii

d

B
do

B

dBdB
d

>

×
=

>
>

=
+↓↓↑↑Uγ  (20) 

This measure varies between 0 and 1. It is obvious that )(do
Bγ  will become 1 if the 

id ’s (the decision classes when the decision labels are treated as nominal instead of 
ordinal) are definable in terms of B. However it can be shown this is not a necessary 

condition for )(do
Bγ  be equal to 1. As in the classic rough set theory, this approxima-

tion measure helps to define the concept of ordinal d-reduct. Thus an ordinal d-reduct 
is defined as a minimal subset of A which preserves this approximating quality. For-
mally AR ⊆  is an ordinal d-reduct of }){,( dAU ∪=Δ  if and only if 

)()( dd o
A

o
R γγ =  and RBdd o

B
o
R ⊂∀> )()( γγ . We represent the set of ordinal d-

reducts in the context of A as ( )ARed o
d . 

An alternative formulation of the ordinal d-reduct concept is through the concept of 

dispensability and independence. Under such consideration, the relation ( )B
d>  corre-

sponds to the positive region in classic rough set theory. An attribute Ba ∈  is said to 

be ordinally d-dispensable if ( ) ( )}{\ aB
d

B
d >=> , otherwise it is ordinally d-indispensable. 

A set of attributes AB ⊆  is said to be ordinally d-independent if no attribute in B is 
ordinally d-dispenable. Then B is an ordinal d-reduct if it is ordinally d-independent 

and ( ) ( )A
d

B
d >=> . 

5   Ordinal Separability and Ordinal Discernibility Matrix 

In traditionally rough set theory, a discernibility matrix can be used to compute all the 
reducts within a decision system. In our ordinal decision context, we can develop a 
similar approach to compute ordinal d-reducts. To do so, we need to introduce the 

concept of ordinal separability. Any Uyx ∈,  are ordinally separable in B if yx B
d>  

or xy B
d> . Alternatively, x and y separability can be expressed in terms of their 

equivalence classes as i
B dx ↑⊆][  and )1(][ +↓⊆ i

B dy  for some i, or vice versa. So x, y 

separability in B means B is a set of attributes which is sufficient to discriminate x and 
y in the decision ordering. Furthermore, if x, y are separable in }{\ aB  for 

some Ba ∈ , we will say a is ordinally dispensable for x, y in B. Otherwise a is ordi-
nally indispensable. A subset BR ⊆ is called an ordinal reduct for x, y in B if they are 
separable in R and every a in R is ordinally indispensable. Thus an ordinal reduct for x 
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and y is a minimal set of attributes that can discriminate them in the decision ordering. 

The set of ordinal d-reduct for x and y in B is denoted by ).(, BRed yx
d  

To compute the ordinal d-reduct for an ordinal decision system, we next define an 
ordinal discernibility matrix. For Uyx ∈, , the element cxy in the ordinal discernibility 

matrix is defined by: )(, ARedc yx
dxy =  if x, y are ordinally separable in A, else = ∅. 

Thus each element of the matrix contains the minimal sets of attributes that are re-
quired to ordinally discriminate between the two object elements concerned. 

From this we define an ordinal discernibility (Boolean) function: 

( ) ( )∏
∈ ∈

=
2),( Uyx cR

o
d

xy

RAf π where ∏
∈

=
Ra

aR)(π  (21) 

Proposition  

All constituents in the minimal disjunctive normal form of the function )(Af o
d  are 

ordinal d-reducts of A. 

While we will not provide our proof here, it can be observed that an ordinal d-
reduct must be able to ordinally separate any pair of objects, and hence must contain 

at least one of the ordinal d-reduct in )(, ARed yx
d for any separable x, y. Therefore an 

ordinal d-reduct is a minimal set of attributes form from the union of selecting one 

member from each non-empty )(, ARed yx
d . 

We provide an example with the ordinal decision system showed as Table 1 to il-
lustrate ordinal reducts and the use of ordinal discernibility matrix to compute them. 
In this example U consists of seven objects {x1, x2, x3, x4, x5, x6, x7}. There are 4 con-
dition attributes in },,,{ 4321 aaaaA =  which we assumed to be nominal, and an ordi-

nal decision attribute d with ordinal labels { }210 >>=dV . 

Table 1. An ordinal decision system 

Attribute 
Objects 1a  2a  3a  4a  d 

x1 1 0 2 1 1 
x2 1 0 2 0 1 
x3 1 2 0 0 2 
x4 1 2 2 1 0 
x5 2 1 0 0 2 
x6 2 1 1 0 2 
x7 2 1 2 1 1 

To facilitate the computation of ordinal d-reducts for pairs of objects, we first 
compute the decision intervals, d-intervals, for equivalence classes of different attrib-
utes subsets. The d-interval of a set UX ⊆  is the range of d values covered by the 

set, which will be represented by ( ) minmax :int ddXd = , where 
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{ })(max xdMaxd Xx∈=  and { })(min xdMind Xx∈= . It can easily be shown that x, y are 

ordinally separable in B if and only if ( )B
d x][int  and ( )B

d y][int  do not intersect. 

Tables corresponding to each combination of attributes are created. Separability of 
any x, y can then be readily observed from these tables. In Table 2 we showed an 
example of d-interval table for },{ 41 aaB = . It can be seen from this table that objects 

x1 and x4 are in the same equivalence class and the decision interval is 0:1. Objects x1, 
x2 are not separable in B since their corresponding decision intervals 0:1 and 1:2 over-
lap, and x1, x5 are separable as their intervals 0:1 and 2 do not intersect.  

Table 2. d-interval table example 

Attribute 
Equivalence Class 

a
1 a

4 d-interval 

x1, x4 1 1 0:1 

x2, x3 1 0 1:2 

x5, x6 2 0 2 

x7 2 1 1 

Table 3. The ordinal discernibility matrix 

 x1 x2 x3 x4 x5 x6 

x2 ∅       

x3 
}{ 3a

}{ 42 aa  

}{ 3a

}{ 42 aa  
    

x4 
}{ 32 aa

}{ 42 aa  

}{ 32 aa

}{ 42 aa  

}{ 3a

}{ 42 aa  
   

x5 

}{ 3a

}{ 41 aa

}{ 42 aa  

}{ 3a

}{ 41 aa

}{ 42 aa  

∅  

}{ 3a

}{ 41 aa

}{ 42 aa  

  

x6 

}{ 3a

}{ 41 aa

}{ 42 aa  

}{ 3a

}{ 41 aa

}{ 42 aa  

∅  

}{ 3a

}{ 41 aa

}{ 42 aa  

∅   

x7 ∅  ∅  
}{ 3a

}{ 42 aa  

}{ 32 aa

}{ 42 aa  

}{ 3a

}{ 41 aa

}{ 42 aa  

}{ 3a

}{ 41 aa

}{ 42 aa  
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Using this method of judging separability, we can obtain the ordinal discernibility 
matrix shown as Table 3. The ordinal discernibility function for Table 3 is as follow: 

4232

42323

4232423

423242413423
o

d

aaaa           

aaaaa           

)aaa)(aaa(a           

)aaa)(aaaaa)(aaa(a(B)f

+=
+=

++=

++++=

 (22) 

where a+b and ab denotes the Boolean sum and product of a and b respectively. It is 
obvious that after simplification we can obtain two ordinal d-reducts }{ 32 aa  

and }{ 42 aa . 

As in the classic rough set theory, we also have the concept of core attributes with 
respect to the ordinal decision d. The core attributes of A with respect to ordinal deci-

sion d, ( )ACOREo
d , are attributes which are ordinally d-indispensable in A and it can 

be shown that: 

( ) ( )ARedACORE o
d

o
d I=  (23) 

In the example therefore, ( ) }{ 2aACOREo
d = . 

6   Conclusion and Future Works 

In this paper we have examined the application of rough set approach in ordinal deci-
sion making in a context where the decision attribute consists of ordinal classes while 
the conditional attributes are nominal as in the classic rough set theory. Taking the 
perspective that the ordinal label assignments in the decision is to generate an order-
ing of the objectives concerned, we focus our goal on approximation of this underly-
ing ordering instead of the classes generation by label equalities. Based on this con-
sideration, we defined the quality of approximation to be the ability of the granules of 
information from a set of attributes to approximate this ordering. We defined a new 
concept of ordinal separability and ordinal reduct for a pair of elements in the uni-
verse of discourse. From this we introduced the ordinal discernibility matrix which we 
used to compute ordinal reducts for an ordinal decision system. 

At the moment our computation of the discernibility matrix still requires exhaus-
tive search for all ordinal reducts for pairs of elements which is quite computationally 
intensive. We are working on more efficient algorithm to achieve this process. On the 
other hand we are testing this concept of ordinal reducts in making ordinally classifi-
cations more effective with data sets from machine learning databases. 

Acknowledgement 

This project is supported by the Hong Kong Polytechnic University research grant G-
T667. 

 



 Reduction of Attributes in Ordinal Decision Systems 587 

References 

1. Bioch, J., Popova, V.: Rough sets and ordinal classification. A.S.H. Arimura, S. Jain, editor, 
Algorithmic Learning Theory, Lecture Notes in Artificial Intelligence 1968 (2000) 291-305 

2. Greco, S., Matarazzo, B., Slowinski, R.: Rough sets theory for multicriteria decision analy-
sis. European Journal of Operational Research, Vol. 129 (2001) 1-47 

3. Komorowski, J., Polkowski, L., Skowron, A.: Rough sets: a tutorial. S.K. Pal and A. Skow-
ron, editors, Rough-Fuzzy Hybridization: A New Method for Decision Making, Springer-
Verlag (1998) 

4. Lee, J.W.T., Yeung, D.S., Tsang, E.C.C.: Rough Sets and Ordinal Reducts. Journal of Soft 
Computing - A Fusion of Foundations, Methodologies and Applications (to appear) 

5. Lee, J.W.T., Yeung, D.S., Tsang, E.C.C.: Ordinal Fuzzy Sets. IEEE Transactions on Fuzzy 
Systems, Vol. 10, No. 6 (2002) 767-778 

6. Pal, S.K., Skowron, A., eds.: Rough-Fuzzy Hybridization: A New Trend in Decision Mak-
ing, Springer (1999) 

7. Pawlak, Z.: Rough Sets. International Journal of Information & Computer Sciences, Vol. 11 
(1982) 341-356 

8. Sai, Y., Yao, Y. Y., Zhong, N.: Data analysis and mining in ordered information tables. 
Proc. of the IEEE Int'l Conf. on Data Mining (2001) 497-504 
 



D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 588 – 594, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

On the Local Reduction of Information System  

Degang Chen1 and Eric C.C. Tsang2 

1 Department of Mathematics and Physics, North China Electric Power University, 
102206, Beijing, P.R. China 
chengdegang@263.net 

2 Department of Computing, Hong Kong Polytechnic University, 
Hung Hom, Kowloon, Hong Kong 

Abstract. In this paper the definition of local reduction is proposed to describe 
the minimal description of a definable set by attributes of the given information 
system. The local reduction can present more optimal description for single de-
cision class than the existing relative reductions. It is proven that the core of re-
duction or relative reduction can be expressed as the union of the cores of local 
reductions. The discernibility matrix of reduction and relative reduction can be 
obtained by composing discernibility matrixes of local reduction. 

1   Introduction 

The theory of rough sets, proposed by Pawlak[1], is an extension of set theory for the 
study of intelligent systems characterized by insufficient and incomplete information. 
With more than twenty years development, rough set theory has been found to have 
very successful applications in the fields of artificial intelligence. The theory of rough 
sets deals with the approximations of an arbitrary subset of a universe by two defin-
able or observable subsets called lower and upper approximations. By using the con-
cepts of lower and upper approximations in rough set theory, knowledge hidden in 
information systems may be unraveled and expressed in the form of decision rules. 
Another application of rough set theory is that of attribute reduction in databases. 
Given a dataset with discrete attribute values, it is possible to find a subset of the 
original attributes that are the most informative. Attributes reduction by rough sets 
can be viewed as a pure structural approach that only depend on data set and need not 
other knowledge. Many efforts have been concentrated on the characterization of the 
structure of reduction. [2] was a pioneering work to study the structures of reductions 
of rough sets in detail. The most valuable contribution in [2] is the development of 
approach of discernibility matrix to compute all the reductions. It not only presents 
algorithms of computing reductions, but also gives a deep insight of the structure of 
reductions. It is indicated in [2] that every element in the reduction is indispensable to 
distinguish certain pair of objects in the universe. But it has not told whether every 
element in the reduction is indispensable for certain decision class. In [3] the reduc-
tions of rough sets are described by belief and plausibility functions in evidence the-
ory, while in [4] they are described by information entropy. In [5,6,7] the reduction of 
variable precision rough set model is studied and in [8,9] the reduction of incomplete 
information system is studied.  
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All of these reductions of rough sets can be viewed as global reductions since they 
are defined for the whole system and aim to keep some factors relative to the decision 
attribute invariant. For example, positive region, belief and plausibility functions and 
information entropy are global invariant factors in [2], [3] and [4] respectively. On the 
other hand, in many practical problems people always pay more attention on some 
special decision values than other decision values, and attributes support these special 
decision values always draw much attention. The global reductions need more fea-
tures to evaluate all the decisions, which means high prediction cost. From the theo-
retical viewpoint, every attribute in the reduction may play different role for different 
decision class, thus more precise recognition to the properties of reductions can be 
presented by further study to the interior structure of the reductions. In this paper the 
definition of local reduction relative to several definable sets is proposed based on our 
initial idea of part reduction in [13]. It is proven that the core of reduction or relative 
reduction can be expressed as the union of the cores of local reductions. The dis-
cernibility matrix of reduction and relative reduction can be obtained by composing 
discernibility matrixes of local reduction. With results in reference [2] and this paper, 
the structure of reduction is totally clear. 

The rest of this paper is structural as following. In Section 2 we recall some basic 
contents on rough set and its reductions. In Section 3 we define local reduction and 
study its properties.  

2   Rough Sets and Its Reductions  

An information system is a pair ),(A AU= , where },...,,{ 21 nxxxU =  is a non-

empty, finite set of objects called the universe and },...,{ 1 maaA =  is a nonempty, 

finite set of attributes. With every subset of attributes AB ⊆  we associate a binary 

relation )(BIND , called −B  indiscernibility relation, and defined as 

}),()(:),{()( BayaxaUyxBIND ∈∀=∈= . 

Then )(BIND  is an equivalence relation and )()( aINDBIND
Ba∈

= I . By 

Bx][ we denote the equivalence class of )(BIND  including x . For UX ⊆  the 

sets }][:{ XxUx B ⊆∈  and }][:{ φ≠∈ XxUx B I  are called −B lower and 

−B upper approximation of X  in A , respectively, and they are denoted by XB  

and XB , respectively.  

By (A)M  we denote an nn ×  matrix )( ijc , called the discernibility matrix of 

A , such that )}()(:{ jiij xaxaAac ≠∈= for nji ,...,1, = . 

A discernibility function 
Af  for an information system A  is a Boolean function 

of m  Boolean variables 
maa ,...,1

 corresponding to the attributes 
maa ,..,1

, respec-

tively, and defined as follows: 
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},1:)({),...,( 1A φ≠≤<≤∨∧= ijijm cnijcaaf  

where )( ijc∨  is the disjunction of all variables a such that 
ijca ∈ . 

An attribute ABa ⊆∈  is dispensable in B  if }){()( aBINDBIND −= , 

otherwise a  is indispensable in B . The set of all indispensable attributes in A  is 

called the core of A , and is denoted by (A)CORE . We say that AB ⊆  is inde-

pendent in A  if every attribute from B  is indispensable in B . A set AB ⊆  is 

called a reduction in A  if B  is independent in A  and ( ) ( )IND B IND A= . The 

set of all reductions in A  is denoted by (A)RED . Let g  be the reduced disjunctive 

form of 
Af  by applying the multiplication and absorption laws as many times as 

possible. Then there exist l  and AX i ⊆  for li ,...,1=  such that 

)(...)( 1 lXXg ∧∨∨∧= , we have },...,{(A) 1 lXXRED = . 

A decision system is a pair }){,(A ∗∗ = aAU U , ∗a is called the decision at-

tribute, attributes in A  are called conditional attributes. We say ABa ⊆∈  is rela-

tively dispensable in B  if )()( }{
∗

−
∗ = aPOSaPOS aBB

, otherwise a is said to be 

relatively indispensable in B , here )( ∗aPOSB
 is the union of −B lower approxi-

mations of all the equivalence classes of ∗a . If every attribute from B  is relatively 

indispensable in B , we say that B  is relatively independent in ∗A . A subset 

AB ⊆  is called a relative reduction in ∗A  if B  is relatively independent in ∗A  

and )()( ∗∗ = aPOSaPOS AB
. The set of all relatively indispensable attributes in 

A  is called the relative core of A , and is denoted by )( ∗ACORE .  

Suppose )()(A ijcM =∗ We define a matrix )()(A ijcM =∗  in the following 

way: 

1) }{ ∗−= acijijc , if ( ijca ∈∗  and )(, ∗∈ aPOSxx Aji ) or 

)()( ji xposxpos ≠ ; 

2) φ=ijc , otherwise 

All the relative reductions can be computed in an analogous way as reductions of 
(A)M .  

3   Local Reduction Relative to Several Definable Sets 

Suppose ),(A AU=  is an information system. A subset UX ⊆  is called −A de-

finable if XAXA = , denote the collection of all the −A definable sets of 
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),(A AU=  as ),( AUD . Suppose ),(},...,{ 1 AUDXX N ⊆=X , Aa ∈ , if 

}){,( aAUD −⊆X , then a  is called dispensable in A  for X , otherwise a  is 

called indispensable in A  for X , the collection of all the indispensable elements in 

A  is called the local core of A  for X  and denoted as )(ACOREX . We say that 

AB ⊆  is independent in A  for X  if every attribute from B  is indispensable in 

B  for X . A set AB ⊆  is called a local reduction in A  if B  is independent in A  

for X , i.e., B  is the minimal subset of A  keeping ),( BUD⊆X (not 

),(1 BUDX i
N
i ⊆=U ). The set of all local reductions in A  for X  is denoted by 

(A)XRED , )(ACOREX (A)XREDI= .  

The reduction of information system A ( , )U A= aims to keep ( )IND A  invariant, 

it is just to keep }:]{[ Uxx A ∈  invariant. The relative reduction of decision system 

}){,(A ∗∗ = aAU U  aims to keep the positive region invariant, it is just to keep the 

lower approximation of every decision class invariant. These statements imply reduc-
tion of information system and relative reduction of decision system are all special 
cases of our proposed local reduction. Elements in },...,{ 1 NXX=X  may have 

nonempty overlaps, thus it can deal with the case that decision classes have nonempty 
overlap, this statement implies the local reduction is the generalization of part reduc-
tion in [13]. For example, the generalized decision classes for inconsistent informa-
tion system in [10] may have nonempty overlaps. On the other hand, if the relative 
reduction of decision systems is defined to keep upper approximations of every deci-
sion class invariant such as approximation reduction in [11], then these upper ap-
proximations may have nonempty overlaps. The approximate reduction and −μ re-

duction for inconsistent decision system in [12] are also special cases of local reduc-
tion in this paper since they also aim to keep some elements in ),( AUD invariant. 

Thus local reduction in this paper is a more general framework than the existing re-
ductions of rough sets and different },...,{ 1 NXX=X  determines different kind of 

reduction. If elements in },...,{ 1 NXX=X  have nonempty overlaps, then there 

exists a 'X  satisfying elements in 'X  have empty overlaps and 

(A)(A) 'XX REDRED = . We only prove this statement when },{ 21 XX=X . 

Theorem 1. Suppose },{ 21 XX=X and φ≠21 XX I , 

},,{' 122121 XXXXXX −−= IX , then (A)(A) 'XX REDRED = .  

Proof. For any AB ⊆ , ),('),( BUDBUD ⊂⇔⊂ XX , thus we finish the proof. 

Following we always assume elements in },...,{ 1 NXX=X  have empty overlaps. 

We have the following theorem for the local core. 
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Theorem 2. Suppose },...,{ 1 NXX=X  and φ=ji XX I , then we have 

)()( }{1 ACOREACORE
iX

N
i== UX .  

Proof. For any Aa ∈ , )(ACorea X∈ ⇔  there exists iX satisfying 

}){,( aAUDXi −∉  ⇔  )(ACorea
iX∈  ⇔ )(1 ACorea

iX
N
i=∈U . 

By Theorem 2 )((A) }]{[ ACORECORE
AxUx∈=U and )()(A }]{[ ACORECORE

a
xUx ∗∈

∗ =U  

hold, this implies elements in core of information system and relative core of decision 
system is indispensable for certain decision classes. If we pay more attention to spe-
cial decision classes, then local reduction may offer less conditional attributes only 
being indispensable for these special decision classes. This is the objective of local 
reductions. Following we study the computing of local reductions.  

Suppose ),(A AU=  is an information system, },...,{ 1 NXX=X , by 

(A)XM  we denote an nn ×  matrix )( ijc , called the discernibility matrix of A , 

such that 1) )}()(:{ jiij xaxaAac ≠∈= if there exists X∈kX  such that 

ki Xx ∈ and 
kj Xx ∉ ;2) φ=ijc , otherwise for nji ,...,1, = . 

Clearly (A)XM  is symmetry. The proofs of following two theorems are straight-

forward.  

Theorem 3. }}{:{)( acaACORE ij ==X for some i and j . 

Theorem 4. AB ⊆  is a local reduction in A  for X  if and only if φ≠ijcB I  for 

φ≠ijc . 

A discernibility function )(A Xf  for an information system A  is a Boolean function 

of m  Boolean variables 
maa ,...,1

 corresponding to the attributes 
maa ,..,1

, respec-

tively, and defined as follows: 

},1:)({),...,)(( 1A φ≠≤<≤∨∧= ijijm cnijcaaf X  

where )( ijc∨  is the disjunction of all variables a such that 
ijca ∈ . 

Let )(A Xg  be the reduced disjunctive form of )(A Xf  by applying the multi-

plication and absorption laws as many times as possible. Then there exist t  and 

AAi ⊆  for ti ,...,1=  such that )(...)()( 1A tAAg ∧∨∨∧=X , we have the 

following theorem.   

Theorem 5. },...,{(A) 1 tAARED =X .  
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Proof. For every tk ,...,1= , we have ijk cA ∨≤∧ , so φ≠ijk cA I  if φ≠ijc . 

Let }{' C−= kk AA , then )()'()()(
1

1

1
A r

t

kr
kr

k

r
AAAg

+=

−

=
∨∨∧∨∧∨≠X  and 

)()'()()(
1

1

1
A r

t

kr
kr

k

r
AAAg

+=

−

=
∨∨∧∨∧∨<X . If for every φ≠ijc  we have 

φ≠ijk cA I' , then ijk cA ∨≤∧ '  for every φ≠ijc . This implies 

)()'()()(
1

1

1
A r

t

kr
kr

k

r
AAAg

+=

−

=
∨∨∧∨∧∨≥X  and 

)()'()()(
1

1

1
A r

t

kr
kr

k

r
AAAg

+=

−

=
∨∨∧∨∧∨=X  which is a contradictinion. Hence there 

exists φ≠
00 jic  such that φ=

00
' jik cA I  which implies kA is a local reduction of 

),( AU for X  For every )(REDB ∈ , we have φ≠ijcB I  for every φ≠ijc , 

so we have BBcBf ij ∧=∧∧∨∧=∧∧ )()()()(A X , this implies 

)()( AA XX gfB =≤∧ . Suppose for every k  we have φ≠− BAk , then for 

every k  one can find BAa kk −∈ . By rewriting Φ∧∨= = )()( 1A k
l
k ag X , then 

we have k
l
k aB 1=∨≤∧ . So there is 

0ka  such that 
0kaB ≤∧ , this implies 

Bak ∈
0

 which is a contradiction. So BAk ⊆
0

 for some 0k , since both B  and 

0kA  are reductions, we have 
0kAB = . Hence },...,{(A) 1 tAARED =X  . 

If )((A)}{
k
ijX cM

k
= , then k

ij
N
kij cc 1== U . Further more, if ki Xx ∈  and 

kj Xx ∉ , then k
ijij cc = , thus (A)XM  can be viewed as the composition of 

(A)}{ kXM , Nk ,...,1= . 
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Abstract. Analysis of protein sequences can avoid many problems
inherently existing in the study of nucleotide sequences given the knowl-
edge that DNA sequences contain all the information for regulating pro-
tein expression. This paper presents a spectral approach for calculating
the similarity of protein sequences, which can be useful for the inferences
of protein functions. The proposed method is based on the mathemati-
cal concepts of linear predictive coding and cepstral distortion measure.
We show that this spectral approach can reveal non-trivial results from
an experimental study of a set of functionally related and functionally
non-related protein sequences, and has advantages over some existing
approaches.

1 Introduction

Genes have attracted significant attention from the community of computational
biology and bioinformatics; however, it is the proteins which perform essential
roles for controlling, effecting and modulating biochemical, cellular, and pheno-
typic functions. A novel protein function can be inferred from the known func-
tions of homologous proteins and this type of prediction is based on the similar
sequence-similar structure-similar function paradigm [1]. Protein sequence com-
parison is the most powerful tool for such inference and analysis [2]. Therefore,
the development of effective methods for comparing protein sequences is one of
the major tasks of biological research for gaining better understanding of the
complexity of molecular machines.

It has been known that each conventional sequence comparsion method has
its own advantage and disadvantage. For alignment-based similarity measures,
the term alignment can be changed to edit, and similarly, alignment score be
changed to edit distance. Moreover, some edits can change the original function
of proteins. Hence, when there is an edit, some penalty should be given. The
problem is that, in general, the lengths of biological sequences are quite different.
For example, the length of human α hemoglobin and human basic FGF are 143
and 288 respectively. When the global pairwise alignment of these sequences are
executed by using EMBOSS (http://www.ebi.ac.uk/emboss/align/), the gaps
are about 70%. Therefore, it is clear that alignment-based similarity measures
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have some disadvantages. As a result, bioinformaticians have sought to find
new methodologies for measuring similarity between protein sequences. One of
promising methodologies for dealing with biological data is the signal-processing
based approach [3, 4, 5, 6, 7]. It has been pointed out by Anastassiou [8] that if
protein or DNA sequences can be mapped into one or more numerical sequences,
then digital signal processing would be very useful for solving highly relevant
problems in bioinformatics and computational biology.

Cosic [9] developed the resonant recognition model (RRM), which is based
on the mapping of a protein sequence into a numerical sequence in which each
amino acid can be assigned with a real constant called the electron-ion inter-
action potential (EIIP) value [10, 11] to analyze protein interaction using the
discrete Fourier transform. Trad et al. [12] applied the wavelet transform for com-
paring protein sequences at different scales of the protein signals. This method
transforms each protein sequence into a corresponding numerical sequence using
the RRM. This numerical sequence is then normalized to have zero mean and
unit deviation. Shorter sequences were zero-padded to have the same length of
the longest sequence in order to enable the calculation of the cross-correlation
coefficients. However, the zero-padding may cause error in defining peak frequen-
cies, which leads to undesirable effect on the analysis of biological sequences [3].
Moreover, interpretation of similarities between two protein sequences in terms
of multi-scales indicating contrasting results such as strong, weak, and no corre-
lations which would be difficult for making decision.

In this paper, we first converted the character-based protein sequences into
the corresponding numeral-based protein sequences using the EIIP values for
twenty amino acids, and then applied the method of linear predictive coding
and its cepstral distortion measure to identify the similarities between protein
sequences. Experimental results of this study have shown that the LPC-based
cepstral distortion measure could identify more related protein sequences than
a wavelet-transform based method.

2 Linear Predictive Coding of EIIP-Based Protein

To proceed with the linear predictive coding (LPC) of protein sequences, we
adopt the electron-ion interaction potential (EIIP) values for the twenty amino
acids. The EIIP values [10, 11] for an amino acid can be determined by the
general model of pseudopotentials [13]. Thus, each amino acid located at at any
sequential position can be represented by a real EIIP constant, which is the

Table 1. EIIP values for 20 amino acids [12]

Amino Acid Leu Ile Asn Gly Val Glu Pro His Lys Ala
EIIP 0.0000 0.0000 0.0036 0.0050 0.0057 0.0058 0.0198 0.0242 0.0371 0.0373
Amino Acid Tyr Trp Gln Met Ser Cys Thr Phe Arg Asp
EIIP 0.0516 0.0548 0.0761 0.0823 0.0829 0.0829 0.0941 0.0946 0.0959 0.1263
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average energy state of all valence electrons in a particular amino acid. Table 1
shows the EIIP values for 20 amino acids.

Let s(n), n = 1, 2, . . . , N be a protein sequence of length N whose elements
are represented by the EIIP values for the corresponding amino acids. The esti-
mated EIIP value at position n, denoted by ŝ(n), can be calculated as a linear
combination of the past p EIIP-valued samples. This linear prediction can be
expressed as

ŝ(n) =
p∑

k=1

ak s(n − k) (1)

where the terms {ak} are called the linear prediction coefficients.
The prediction error e(n) between the observed EIIP-valued sample s(n) and

the predicted EIIP value ŝ(n) can be defined as

e(n) = s(n) − ŝ(n) = s(n) −
p∑

k=1

ak s(n − k) (2)

The prediction coefficients {ak} can be optimally determined by minimizing
the sum of squared errors

E =
N∑

n=1

e2(n) =
N∑

n=1

[
s(n) −

p∑
k=1

ak s(n − k)

]2
(3)

To solve (3) for the prediction coefficients, we differentiate E with respect to
eack ak and equate the result to zero:

∂E

∂ak
= 0, k = 1, . . . , p (4)

The result is a set of p linear equations
p∑

k=1

ak r(m − k) = r(m), m = 1, . . . , p (5)

where r(m) is the autocorrelation of s(n), that is

r(m) =
N∑

n=1

s(n) s(n + m) (6)

Equation (5) can be expressed in matrix form as

R a = r (7)

where R is a p × p autocorrelation matrix, r is a p × 1 autocorrelation vector,
and a is a p × 1 vector of prediction coefficients. Thus

a = R−1 r (8)

where R−1 is the inverse of R.
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3 LPC-Based Cepstral Distortion Measure

Methods for measuring similarity or dissimilarity between two vectors or se-
quences is one of the most important algorithms in the field of pattern
comparison/recognition. The calculation of vector similarity is based on var-
ious developments of distance and distortion measures. Before proceeding to
the mathematical description of a distortion measure, we wish to point out the
difference between distance and distortion functions, where the latter is more
restricted in mathematical sense.

Let x, y, and z be the vectors defined on a vector space V . A metric or
distance d on V is defined as a real-valued function on the Cartesian product
V × V if it has the following properties:

1. Positive definiteness: 0 ≤ d(x,y) < ∞, x,y ∈ V and d(x,y) = 0 iff x = y;
2. Symmetry: d(x,y) = d(y,x) for x,y ∈ V ;
3. Triangle inequality: d(x, z) ≤ d(x,y) + d(y, z) for x,y, z ∈ V .

If a measure of dissimilarity satisfies only the property of positive definite-
ness, it is referred to as a distortion measure which is considered very common
for the vectorized representations of signal spectra [14] In this sense, what we
will describe next is the mathematical measure of distortion which relaxes the
properties of symmetry and triangle inequality. From now on, the term d will
be used to denote a distortion measure. There are several measures of distor-
tion developed for speech recognition [15] such as the Itakura-Saito distortion,
the likelihood-ratio distortion, the log-likelihood-ratio distortion, and the LPC
cepstral distortion measure. However, the LPC cepstral distortion is the most
widely used distortion measure for speech recognition.

Let S(ω) be the power spectrum (magnitude-squared Fourier tranform) of a
signal. The complex cepstrum of the signal is defined as the Fourier transform
of the log of the signal spectrum:

log S(ω) =
∞∑

n=−∞
cn e−jnω (9)

where cn = −cn are real and referred to as the cepstral coefficients.
Consider S(ω) and S′(ω) to be the power spectra of the two (protein) signals

and apply the Parseval’s theorem [16], the L2-norm cepstral distance between
S(ω) and S′(ω) can be related to the root-mean-square log spectral distance
as [14]

d2
2 =
∫ π

−π

| log S(ω) − log S′(ω)|2 dω

2π

=
∞∑

n=−∞
(cn − c′n)2 (10)

where cn and c′n are the cepstral coefficients of S(ω) and S′(ω) respectively.
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Since the cepstrum is a decaying sequence, the infinite number of terms in
(10) can be truncated to some finite number L ≥ p, that is

d2(L) =
L∑

m=1

(cm − c′m) (11)

The cepstral coefficients can be directly derived from the LPC parameters
using the following recursive procedure.

c0 = ln(G) (12)

cm = am +
m−1∑
k=1

(
k

m

)
ckam−k, 1 ≤ m ≤ p (13)

cm =
m−1∑
k=1

(
k

m

)
ckam−k, m > p (14)

where G is the LPC gain, whose squared term is given as [17]

G2 = r(0) −
p∑

k=1

akr(k) (15)

4 Protein Sequences

We used the same data set that was studied by Trad et al. [12]. The data set
consists of 8 closely-related, distantly-related, and unrelated sequences. These
protein sequences are: human hemoglobin α-chain (HAHU), horse hemoglobin
α-chain (HAHO), human hemoglobin β-chain growth factor (HBHU), pig cy-
tochrome c (CCPG), lupine leghemoglobin (LEGH), rat lysozome (LZRT),
sperm whale myoglobin (MWHP), and basic human FGF (FGFBH). Six func-
tional groups of proteins involve in this analysis are described as follows.

Hemoglobin is the iron-containing oxygen-transport metalloprotein in the red
cells of the blood in mammals and other animals. It transports oxygen to tissues.
It is one of the most well-known globin proteins. From the structural point of
view, hemoglobin is a tetrameric molecule whose quaternary structure is com-
prised of two α and two β peptide chains. The subunits are both similar in
structure and size. Each subunit of hemoglobin contains one heme, therefore
each hemoglobin can bind four oxygens. The name hemoglobin is the concatena-
tion of heme and globin, because oxygen-binding proteins are called as a globin
protein and each subunit of hemoglobin has one heme. Although the sequences of
α hemoglobin and β hemoglobin are not completely identical, they have exactly
the same biological function [18].

Myoglobin is a single-chain molecule, which contains a heme group. It is also
an oxygen-carrying protein like hemoglobin. The main role of this molecule is
to carry oxygen to muscle tissues. The myoglobin molecule is built up of eight
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helices, which compose a box-like structure with a hydrophobic pocket. The heme
group being responsible for oxygen binding is fixed in this pocket only by weak
bonding [12]. Myoglobin also belongs to globin family, and it has the highest
oxygen affinity compared with other globin proteins, such as hemoglobin [19].

Leghemoglobin is an iron-containing, hemoglobin-like oxygen binding red pig-
ment(s) produced in root nodules during the symbiotic association between
bradyrhizobium or rhizobium and legumes. The pigment resembles but is not
identical to mammalian hemoglobin. The red pigment has a molecular weight
being approximately a quarter of hemoglobin and acts as an oxido-reduction
catalyst in symbiotic nitrogen fixation.

Cytochrome c is another heme-containing protein, which is soluble protein.
Unlike other cytochromes, it transfers electrons from the QH2-cytochrome c
reductase complex to the cytochrome c oxidase complex [12]. It is capable of
undergoing oxidation and reduction, but does not bind oxygen. Therefore it is
considered to be different from globin family protein.

Lysozyme is an enzyme and referred to as the ‘body’s own antibiotic’. It
is abundantly present in a number of secretions such as tears. This protein
is present in cytoplasmic granules of the polymorphonuclear neutrophils and
released to the mucosal secretions. Basically, this enzyme does not share any
biological function with globin proteins.

Fibroblast growth factors (FGFs) are pleiotropic mitogenic activators. Acidic
FGF and basic FGF bind negatively charged heparin-like molecules, as dose
VEGF. FGFs play multiple roles as embryonic inducers, endothelial mitogens,
and stimulators of protease activity. FGFs are not functionally related to the
globin family [19].

HAHU, HAHO, HBHU, LEGH, and MWHP, which are of the globin-like
superfamily, are referred to as heme containing protein. These globin proteins
perform the oxygen binding function. It is also noted that cytochrome c has
the heme group, however it does not hold oxygen. Thus it is the major biolog-
ical difference between cytochrome c and globin-like proteins. It is known that
lysozyme and hemoglobin do not share any biological function [12].

As for closely related sequences, HAHU and HAHO are referred to as orthol-
ogous sequences [20]. HAHU and HBHU are paralogous sequences, which have
been known to be related through gene duplication events.

As for distantly related sequences, although MWHP and LEGH have only
15% identical residues, these sequences belong to the same family, and the same
class as they share very similar biological function and have similar structure
[21]. The sequence similarity of myoglobin and hemoglobin is in the twilight
zone. Those sequences have about 24% of identical residues. Leghemoglobin and
hemoglobin are also distantly related protein sequences which have 14 ∼ 20% se-
quence identity. Therefore, they are also difficult to detect using existing protein
sequence comparison methods, even though they are in the same superfamily
and family.
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FGFBH and LZRT belong to different super families, and their biological
functions are far from globin-like proteins. Thus, the similarity of those sequences
should be low when being compared with the globin-like proteins.

5 Experiment 1

Because the lengths of the eight protein signals range from 104 to 288 amino
acids, which are significantly shorter than speech signals, we chose p=3 and
L = 6 for the LPC analysis and LPC-based cepstrum distortion measure re-
spectively. To evaluate the performance of the present method, we used the
criteria of sensitivity and selectivity where HAHU is the reference sequence. Sen-
sitivity is expressed by the number of HAHU-related sequences found among
the first closest 4 library sequences; whereas selectivity is expressed in terms
of the number of HAHU-related sequences of which distances are closer to
HAHU than others and are not truncated by the first HAHU-unrelated se-
quence. As a result, both sensitivity and selectivity criteria gave 3 out of 4
correct sequences (HAHO, HBHU, and MWHP) whereas the falsely accepted
sequence is LZRT. However, LEGH is the fifth closest sequence to HAHU. Mean-
while, both sensitivity and selectivity given by an alignment-based method using
EMBOSS (http://www.ebi.ac.uk/emboss/align/) resulted 2 out of 4 correct se-
quences (HAHO, and HBHU), where the falsely accepted sequences are LZRT,
and CCPG.

Based on the fact that lysozyme and hemoglobin do not share any biological
function, we therefore chose the lowest value, which is 0.005, of the distortion
measures between LZRT and (HAHU, HAHO, HBHU, LEGH, MWHP) to es-
tablish the threshold for identifying similar sequences. Using this threshold, we
could safely infer that (HAHO, HBHU, MWHP) are similar to HAHU; (HAHU,
HBHU, MWHP) being similar to HAHO; (HAHU, HAHO, MWHP) being sim-
ilar to HBHU; and (HAHU, HAHO, HBHU) being similar to MWHP. We could
also confirm the unrelatedness between FGFBH and LZRT because the dis-
tortion measure (0.079) between these two sequences is relatively much larger
than the threshold value. Moreover, LEGH was found to be closest to MWHP,
whose distortion measure is 0.007 being slightly larger than the threshold value

Table 2. Similarity comparison using LPC-based distortion measure

HAHU HAHO HBHU CCPG LEGH LZRT MWHP FGFBH
HAHU 0.000 0.003 0.001 0.058 0.015 0.005 0.002 0.051
HAHO 0.000 0.004 0.075 0.017 0.010 0.004 0.055
HBHU 0.000 0.049 0.013 0.008 0.003 0.048
CCPG 0.000 0.037 0.086 0.056 0.038
LEGH 0.000 0.033 0.007 0.011
LZRT 0.000 0.010 0.079
MWHP 0.000 0.035
FGFBH 0.000
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Table 3. Similarity comparison using sequence-scale cross-correlation [12]

HAHU HAHO HBHU CCPG LEGH LZRT MWHP FGFBH
HAHU 5S 5S 1S1W3N 1W4N 2W3N 5N 2W3N 5N
HAHO 5S 1S1W3N 1W4N 2W3N 5N 2W3N 5N
HBHU 5S 1W4N 2W3N 5N 2W3N 5N
CCPG 5S 1W4N 1W4N 5N 5N
LEGH 5S 1W4N 1W4N 2W3N
LZRT 5S 5N 1W4N
MWHP 5S 1W4N
FGFBH 5S

of 0.005. It has been mentioned earlier that the sequence similarity of LEGH
and MWHP is far below the twilight zone (15% identity), but they both have
similar secondary and tertiary structures and bind oxygen [21]. Table 2 shows
the symmetrical distortion measures between the eight protein sequences.

Table 3 shows the symmetrical similarity comparisons between the same eight
protein sequences studied by Trad et al. [12], in which the pairwise comparison
was analyzed at five scales using the discrete wavelet transform. In Table 3,
the numerals from 1 to 5 indicate the number of scales; whereas the symbols
S, W , and N denote strong correlation, weak correlation, and no correlation
respectively. This method could confirm only the similarity between HAHU
and HAHO, while showing only the first out of five scales of similarity between
(HAHU, HBHU) and (HAHO, HBHU).

6 Experiment 2

We used 41 protein sequences (HAHU: query sequence, 7 pre-experimented se-
quences, and 33 additional sequences) to further test the proposed spectral
method with regard to sensitivity and selectivity. The structural classification
of query sequence (HAHU) and other 40 is based on SCOP (Structural Clas-
sification of Proteins), available at http://scop.mrclmb.com.ac.uk/scop, which
classifies proteins by class, fold, superfamily, and family.

The query sequence HAHU (α hemoglobin) belongs to all α proteins class,
globin-like fold, globin-like superclass, and globins family. Among the 40 se-
quences, 14 sequences belong to the same class, fold, superfamily and family
as the query sequence (HAHU). They all belong to the globins family. The
remainders belong to 11 different protein families. Therefore, the criterion of
this experiment was that the distances between query sequence (HAHU) and
14 globins family proteins should be closer than any other proteins of different
groups.

Sensitivity is defined as the top 14 sequences being most similar to the
query sequence. The local alignment-based methods detected 5 globin proteins
among 14 globins proteins. On the other hand, our proposed method, LPC cep-
strum based similarity measure, detected 10 globin proteins out of 14. Table 4
presents the sensitivity obtained by the alignment-based method and our pro-



Spectral Analysis of Protein Sequences 603

Table 4. Sensitivity and selectivity by local alignment and cepstral-distortion

Local alignment Cepstral distortion
Sensitivity 5/14 10/14
Selectivity 3/14 4/14

posed method. The LPC cepstral based method shows better performance than
the alignment method.

Selectivity is expressed in terms of the number of query-related sequences
of which distances are closer to the query sequence (HAHU) than others and
are not truncated by the first HAHU-unrelated sequence. The local alignment-
based method obtained 3 out of 14 related sequences. For the local alignment
method, the identity of protein sequence number 20 (1HFY), which belong to
α and β proteins class, lysozyme-like fold and superfamily, and c-type lysozyme
family, is 83.3%. However, this protein is from a totally different class, fold,
superfamily and family. The LPC cepstral based method obtained 4 out of 14
related sequences. Our proposed method shows a slightly better performance
than the local alignment method. Table 4 also shows the comparison in terms of
the selectivity between the LPC cepstral distortion measure and the alignment-
based method.

7 Concluding Remarks

We have introduced the LPC cepstral distortion measure for computing the
similarity of protein sequences. The model is both physically reasonable and
mathematically tractable. The experimental results have shown the effectiveness
of the proposed approach.

Acknowledgement. Byung-Sub Shim carried out the computer implementation,
training, and testing of the proposed method under the supervision of the author.
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Abstract. This paper will use real data from the Shenzhen Stock Exchange to 
investigate the ranking stability of short run volatilities of industrial stock price 
indices. Four well-constructed volatility measures are used to estimate the in-
dustrial short run volatilities, with total volatilities being decomposed into  
industry-unique and market-related components. The method of Kendall’s coef-
ficient of concordance is utilized to test whether the cross-sectional volatility 
ranking of industrial indices remains stable over time. Empirical results show 
that in the Chinese stock market, the ranking of total volatilities of industrial in-
dices is consistent from period to period, and that the ranking of market-related 
volatilities is not stable while the ranking of industry-unique parts is highly and 
significantly consistent.  Tests inside manufacturing show there is a significant 
volatility structure of sub-industries in manufacturing. This sort of inter-
industry volatility pattern provides useful information for a deeper understand-
ing of the Chinese stock market and for constructing investment strategies in 
the Chinese market.  

1   Introduction 

The analysis of financial market volatilities plays an important role in the field of 
financial engineering, supplying useful information for the construction of investment 
strategies and portfolio management. Some topics such as the influence of industry 
factors on variations of stock prices or returns, the dynamic characteristic of stock 
price indices’ volatilities, and volatility patterns among different stocks or industries 
etc., are of lasting interest to both academic researchers and professional investment 
managers in the real financial market. 

Numerous industry-related empirical studies (e.g., [1], [2], [3], [4] and [5]) suggest 
that, compared with other factors, e.g. factors of country and exchange rate, the  
industry factor has a more important influence on the volatilities of stocks’ prices and 
returns, over both the long term and the short term. Schwartz and Altman [6] investi-
gated whether or not an industry can be classified according to its stock price  
volatility, and if inter-industry volatility differentials remain constant over time. Their 
empirical results show that the stability of volatility ranking is of high significance by 
non-parametric statistical tests.  

There are also many studies on the volatility characteristics of the Chinese stock 
market. For example, Song and Jiang [7] utilized three typical models to estimate the 
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volatility in the Chinese stock market. They indicated that the total risk in China’s 
stock market is similar to that in mature markets since 1998, but systematic risk is 
larger all along and relative stability is less in the Chinese stock market than in 
mature markets. They also discussed the inter-firm volatility patterns to some extent 
by calculating the Spearman correlation coefficients. According to the available 
literature, there are very few empirical research works on the inter-industry volatil-
ity patterns in the Chinese stock market. Therefore, this becomes the topic of this 
paper. 

This paper will focus on the short run volatility patterns of industry stock price 
indices, which are of particular interest for the investors who have relatively short 
time horizons. We mainly investigate whether the industries’ volatility ranking 
during different periods is significantly consistent in the statistical sense. A cross-
sectional volatility ranking of different industrial stock price indices might remain 
stable over time even when for any individual industry, the volatility is not constant 
enough, and the pattern of volatility change is unstable. 

In this paper, four well-defined short run volatility measures are employed to es-
timate the total, the industry-unique and the market-related volatilities of stock price 
indices of 13 industries and 9 sub-industries of manufacturing during different peri-
ods. Kendall’s coefficients of concordance and Chi-square tests are adopted in the 
empirical study with real financial data from the Shenzhen Stock Exchange to exam-
ine the stability of inter-industry volatility ranking. 

2   Volatility Measures 

It is important to find suitable measures of short run volatility of prices. Four volatil-
ity measures developed by [6] will be used in this paper to estimate the volatility of 
the industrial price indices. 

Suppose there are m different industry price indices in a stock market. They are la-
beled as itP , mi ,,1 L= , nt ,,1 L= , where t  stands for discrete time. t  can be 

used to represent day, week, month etc., depending on the context. In this paper, daily 
closing data of industry price indices will be used. Thus 

itP  is the ith industry price 

index at the end of t th day. 

2.1   Ratio of Variation Coefficients  

The first volatility measure is based on the traditional risk measure of standard devia-
tion. Making an adjustment for the level of an industry’s price index, and for general 
market turbulence, we take the following volatile statistic:  

II

ii
Ci P

P
V

/

/

σ
σ=  (1) 

as a short run volatility measure of an industrial price index, where iσ and Iσ  are, 

respectively, the standard deviations of the ith industry’s price index and of the  
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overall market index; 
iP  and 

IP are average values for the industry and market indi-

ces, respectively. 
CV  is actually the ratio of the coefficient of variation computed for 

the industry to the associated coefficient of variation for the market. 

2.2   Market Adjusted Volatility and Volatility Decomposition 

To obtain the market adjusted volatility, we first regress an industry’s price index on 
time using the equations:  

itiiit utbaP ++=)ln(  (2) 

ItIIIt utbaP ++=)ln(  (3) 

where 
itP , ntmi ,,1,,,1 LL == , stands for the ith industry’s index at the end 

of the tth day; 
ItP  for the market index at the end of the tth day; itu  and Itu  are error 

terms. The left terms in equations (2) and (3) are the natural logarithms of price indi-
ces, since the price indices are usually expected to be log-normally distributed. We 
then calculate the residuals from the above regressions:  
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It
It

P

P
R =   

(5) 

where P̂  denotes the estimated value of the corresponding index. The set of residuals, 

itR , represents short run index movements which are not explained by long-term 

growth. 
The residual variance of an industry index yields one trend-adjusted volatility 

measure, denoted by 
TV  as follows:  

2

itRTiV σ=  (6) 

which reflects the total variability of the residuals, i.e. the short run volatility. 
Now decompose the volatility

TV  into industry unique and market-related compo-

nents. Each set of residuals for the m industries is regressed on the set of residuals 
computed for the market index as follows:  

itItiiit RR εβα ++=  (7) 

where itε  is the error term; t stands for time periods, i for industries, and I for the 

market index. Within each regression equation, t varies from the first to the last day in 
a given time span. Denote the sum of error squares by: 

( )
2

1

ˆ
=

−=
n

t
ititUi RRV   

(8) 
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which is not explained by change in the independent variable (
ItR , the residual of the 

market index) and naturally taken as the industry-unique component of 
TV . Thus the 

total residual volatility minus the market unrelated (industry unique) component, i.e. 

UiTiMi VVV −=  (9) 

can be explained as the market-related volatility of an industry index. Further it can be 
shown that 

MiV  is equal to the total residual volatility of the aggregate market index, 

TIV , times the square of the slope parameter, iβ , of the regression equation (7), i.e. 

TIiMi VV 2β=  (10) 

To focus on the effect of general market volatility upon an industry price index, we 
examine the elasticity component of 

MV . The market-related volatility measure is 

finally taken as the form of: 
2
iiV ββ =  (11) 

In our empirical researches, the four above-defined volatility measures, 

MiUiTiCi VVVV ,,, , mi ,,1L= , will be used with daily data of industry price indices 

from the Shenzhen Stock Exchange. 

3   Empirical Researches 

In this section, we mainly test the ranking stability of short run volatilities of indus-
trial stock price indices using real data from the Shenzhen Stock Exchange.  

3.1   Industries and Data 

This paper focuses on the volatility of prices, rather than on the volatility of return, 
using real data of 13 industrial stock price indices according to the classification in  
 

Table 1. Industrial classification 

Codes Industries 
A Farming, foresting, herding and fishing 
B Fossicking 
C Manufacturing 
D Water, electricity, coal and gas 
E Construction 
F Transport and storage 
G Information technology 
H Wholesale and retail 
I Finance and insurance 
J Real estate 
K Social service 
L Spread and culture 
M Synthesis 
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Table 2. Sub-industries of manufacturing 

Codes Sub-industries 
C0 Food, drink 
C1 Weave, clothing 
C2 Wood, furniture 
C3 Paper making, print 
C4 Oil, chemical and plastic 
C5 Electronics 
C6 Metal, nonmetal 
C7 Machine, equipment 
C8 Medicine, biology 

the Shenzhen Stock Exchange. The 13 industries are listed in Table 1. The sub-
industries of manufacturing will also be investigated separately since, in the Chinese 
stock market, more than half the listed companies belong to the manufacturing 
industry. Table 2 gives the 9 sub-industries of manufacturing industry. Daily closing 
observations are utilized for each industry stock price index. The whole time span is 
from July 2001 to December 2004, being divided into 14 periods of quarters. 

3.2   Tests of the Stability of Volatility Ranking  

The primary emphasis of this paper is on evaluating the stability of inter-industry 
volatility ranking. We separate the whole time span into K periods and rank the vola-
tilities of the m industries’ price indices every period. If we only wished to compare 
one period’s ranking with another we would simply compute the Spearman’s rank 
correlation coefficient as done by Song and Jiang [7]. However, in this paper we con-
sider several rankings (K periods) of m objects (volatilities of m industries or sub-
industries). The null hypothesis is that the K periodical rankings of m industries or 
sub-industries are unrelated to (independent of) each other. If we accept the null hy-
pothesis, the volatility statistics are of no value for inter-industry comparisons. This 
also means that the rank of the industries’ or sub-industries’ price indices is not pre-
dictable in the sense of statistics. 

To investigate the multiple rank correlations, we compute Kendall’s coefficient of 
concordance (W); the significance of W is assessed by a chi-square test. 

The method of Kendall’s coefficient of concordance is used to test the divergence 
of actual rankings from perfect agreement. The statistic bears a linear relation to the 
average of all simple rank correlation coefficients. To compute Kendall’s coefficient 
of concordance, we sum the K ranks for each industry:  

miSS
K

k
iki ,,1,

1

L==
=

 (12) 

where ikS  is the rank of the ith industry in the kth period. Kendall’s coefficient of 

concordance is then defined by: 
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Empirically, we may test the significance of a W value when 7>m by the following 
statistic: 

( ) ( )WmK
mKm

S
1

1

122 −=
+

=χ   
(16) 

which approximately follows the chi-squared distribution with 1−n  degrees of free-
dom, )1(2 −nχ , under the null hypothesis. 

The resulting W, chi-square values and their P-values of four volatility measures, 

CV ,
TV ,

UV  and βV , are listed in Table 3 and Table 4 for 13 industries and 9 sub-

industries of manufacturing respectively. 

Table 3. Tests of Kendall’s coefficient of concordance for 13 industries 

Volatility measures CV  
TV  UV  βV  

W 0.2139 0.1921 0.5563 0.0691 

)12(2χ  35.9435 32.2700 93.4662 11.6044 

P-value of )12(2χ  0.0003 0.0013 <0.0001 0.4780 

Table 4. Tests of Kendall’s coefficient of concordance for 9 sub-industries 

Volatility measures CV  
TV  UV  βV  

W 0.4485 0.3917 0.4437 0.2187 

)8(2χ  50.2286 43.8667 49.6952 24.4952 

P-value of )8(2χ  <0.0001 <0.0001 <0.0001 0.0019 

For the 13 main industries, the empirical results show that the W tests relating to 

CV ,
TV  and 

UV  are highly statistically significant at the 0.0015 level. Therefore, the 

null hypothesis is rejected, which denotes that the rankings are not independent, but 
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remain stable over time. This ranking stability implies that the industrial volatilities 
are predictable with respect to the measures 

CV ,
TV  and 

UV , and that the industry-

unique volatilities dominate the whole inter-industry volatility patterns. This result 
coincides with the result of Schwartz and Altman [6], who used real weekly data from 
the New York Stock Exchange and divided the whole time span into semi-annual 
periods. However, being different to their work, the test on βV  in this paper shows an 

unstable ranking relation among industries over time, which can be explained as the 
Chinese stock market having less systematic stability than mature stock markets. At 
this point, the result of this paper is consistent with Song and Jiang’s discovery to 
some extent although their research was done from other aspects using the historical 
data of individual stock prices. 

For the 9 manufacturing sub-industries, it is shown that the rankings of all the four 
volatility measures are statistically stable over periods at the significant level of 
0.002. Thereinto, the P-values of )8(2χ  of measures 

CV ,
TV  and 

UV  are very small, 

less than 0.0001, which means that the ranking of these three measures are remarka-
bly stable over time. This gives strong reason for predicting the rankings of total risks 
and unique risks of sub-industries of manufacturing based on the historical ranking 
relations, and means that there is a significant volatility pattern inside the manufactur-
ing industry. 

3.3   Volatility Classification 

At the end of this paper’s empirical research work, the classifications of industries 
and sub-industries of manufacturing based on the stability of volatility rankings are  
 

Table 5. Volatility categories of 13 industries 

Industries CV  
TV  UV  

A LH LH LL 
B LH LH H 
C L L L 
D LL LL LL 
E H H LH 
F L LL L 
G LH LH LH 
H LL LL L 
I LH LH H 
J LH LH LH 
K LL LL LL 
L H H H 
M LL LL LL 

given in Table 5 and Table 6 respectively for the reference of investment managers. 
To get the classifications, the ranks of individual industries and manufacturing sub-
industries are examined and, for the 13 main industries, each industry is assigned to 
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the High(H, 5≤iS ), Less High(LH, 75 ≤< iS ), Less Low(LL, 97 ≤< iS ) and 

Low(L, 9>iS ) volatility categories; for the 9 sub-industries of manufacturing, 

High(H, 3≤iS ), Middle(M, 5.53 ≤< iS ) and Low(L, 5.5>iS ),   according to its 

average rank of all the 14 periods, 13,,1,
14

1 14

1

L==
=

iSS
k

iki
. It is reasonable to clas-

sify all the industries or sub-industries in this way, since the above-mentioned results 
show the consistence of volatility rankings. 

Table 6. Volatility categories of 9 sub-industries of manufacturing 

Sub-indus. C0 C1 C2 C3 C4 C5 C6 C7 C8

CV  L L H L M M M L M

TV  L L H L M M M L M

UV  M L H M L M L L M

βV  L L M L M M M M M

4   Conclusion 

In this paper, the empirical research work using real data from the Shenzhen Stock 
Exchange shows that in the Chinese stock market, the rankings of total volatilities and 
the industry-unique volatilities of industrial stock price indices are consistent from 
period to period. The evidence that some industries or sub-industries of manufactur-
ing are consistently more volatile than others suggests that grouping firms by industry 
or sub-industry would be useful for analytical purposes. Further, from the volatility 
decomposition, it is indicated that the ranking of market-related volatilities is not 
stable for the 13 main industries while the ranking of industry-unique parts is highly 
and significantly consistent, which implies the dominance of industry-unique risk 
across the industrial variations and less systematic stability in the Chinese stock mar-
ket than in mature stock markets. The investigation of the manufacturing industry 
suggests there is a significant volatility structure of the 9 sub-industries. Hopefully, 
the discussion of inter-industry and inter-sub-industry volatility patterns in this paper 
could provide useful information for a better understanding of the Chinese stock mar-
ket and for constructing sound investment strategies for managing portfolios in that 
market. 
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Abstract. Traditional RAID has the characteristics that location of stripe unit in 
each disk is stochastic and static, and that the outer zone of the disk has higher 
data transfer rate as compared to the inner one. Facing this situation, to exploit 
RAID I/O performance fully, this paper proposes a new algorithm PMSH 
(Placement and Migration based on Stripe unit Heat) for RAID stripe unit data 
to be placed optically and migrated dynamically. Based on the heat of RAID 
stripe unit, PMSH keeps migrating the frequently accessed stripe unit to the 
disk zone with higher data transfer rate to optimize the location of data in RAID 
disks and make the data distribution adapt to the evolution of file access pattern 
dynamically as well. Simulation results demonstrate significant RAID I/O per-
formance improvement using PMSH. 

1   Introduction 

The circumference increases with the radius of the track in a disk. If all tracks in a disk 
keep the peak linear storage density that disk drive can hold, then the longer track can 
store much data and the disk achieves the largest storage capacity. However, it requires 
more powerful electronics to manage the varied recording/accessing activity. To meet 
the demands for higher storage capacity and not too complicated controlling compo-
nents, almost all modern disk drives employ a technology called zoning, e.g. Zone Bit 
Recording (ZBR) or Zoned Constant Angular Velocity (ZCAV) [1], [2]. Disk cylinders 
are grouped into zones according to their distance from the spindle of the disk. A zone is 
a contiguous collection of disk cylinders whose tracks have the same number of sectors. 
A sector is the minimum unit of data storage, typically holding 512 bytes of data. So the 
outer zones have more sectors per track than the inner zones located near the disk spin-
dle, thus have larger storage capacity. The outer zones also have faster transfer rate 
because (1) data transfer rate is proportional to the rate of disk storage media rotating 
under the read/write head, (2) the track of the outer zone has larger storage capacity 
compared to the track of the inner zone, and (3) disk platters rotate at a constant angular 
velocity. Presently, a disk contains 3 to 20 zones, and the number tends to increase. The 
difference in data transfer rate between the fastest outermost zone and that of the slow-
est innermost zone can reach 120% or more [3]. So, the placement of date can signifi-
cantly affect the I/O performance of storage system. 

There are many researches about the effect of zoning technology on file system 
performance. Meter [2] analyzed theoretically that BSD Fast File System can not 
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achieve the full disk transfer rate due to ZBR effect, and he measured about 25% 
performance degradation. Ghandeharizadeh, Ierardi [6], Meter et al. [2] proposed a 
placement scheme for file on multi-zone disk to maximize the bandwidth of storage 
system. They only studied the traditional file system with the restriction to read ac-
cess. J. Wang and Y. Hu[7] extended their research to read and write access of Log 
File System (LFS). Chen and Thapar [8] described several data placement strategies 
to improve video I/O performance. Nerjes et al. [9] built an accurate performance 
analysis model of multimedia data on multi-zone disks.  

But little has been published about the effect of zoning on RAID yet, So we pro-
pose a new RAID data placement strategy to improve the RAID I/O performance, 
making use of the characteristics that different disk zone has different transfer rate. 

The rest of this paper is organized as follows. Section 2 describes the design of 
PMSH algorithm in detail, including how to calculate and trace the heat of RAID 
stripe units, and the steps by which stripe units migrate among different disk zones. 
Section 3 demonstrates our proposal through simulation results and analysis. The 
summarization and future research work are given in section 4. 

2   The Design of PMSH Algorithm 

2.1   The Reason for PMSH 

To reduce the performance gap between CPU and memory, RAID [4] takes advantage 
of parallelism to boost I/O performance, through interleaving file data across multiple 
disks. Traditional RAID hasn’t take the effects of zoning on performance into ac-
count, but the fact is that the layout of stripe units on disk zones can significantly 
affect the I/O performance of the RAID system, since a file is broken into several 
stripe units which interleaved across RAID disks, thus the access time of the file is 
determined by that of the slowest stripe unit [4]. The main idea of PMSH is to opti-
mize the stripe unit layout in each RAID disks through reorganizing each stripe unit 
of each disk on appropriate zone with corresponding transfer rate according to its 
access rate, thus to improve the RAID I/O performance. 

PMSH chooses stripe unit as the basic unit of data placement and migration, con-
forming to the data layout characteristics of RAID, and without incurring any change in 
data structure of stripe unit map. Obviously, such zone reorganization will incur extra 
overhead, which should be kept to minimal to avoid a negative performance impact. 
Fortunately, previous studies [5] have shown that file system activities are very gusty 
with long idle periods. So, our PMSH can perform stripe unit reorganization when the 
system is idle. 

2.2   Stripe Unit Heat  

PMSH improves RAID performance by putting frequently accessed stripe unit on 
high-transfer-rate zone of its located disk. Therefore an important issue is how to 
define and evaluate the access rate of stripe unit. Taking the file heat [7] as reference, 
we use stripe unit heat to identify the access rate of stripe unit. To calculate the heat 
of a stripe unit, first we calculate the heat of file, and then we get the heat of stripe 
unit from the average heat value of all resident files in this stripe unit.  

The file access rate is designated as file heat. The file system gets the heat of files 
by gathering the statistics from issued requests. It is a heuristic learning process—file 
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system maintains a time stamp queue and a heat value for every file. All the queues 
are initially empty and the heat values are uniformly set to 0. With the arrival of a 
request referencing file fx, the current time is recorded in the stamp queue of file fx. 
Whenever the timestamp queue of file fx becomes full, the heat value of the file is 
updated according to the following formula. 
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Where heatnew(fx) and heatold(fx) is the value of file heat after and before update re-
spectively, K is the length of timestamp queue, d is a constant between 0 and 1, ti is 
the ith timestamp. After the update is completed, the queue of fx is flushed and new 

timestamp can be recorded. Since 
−

= + −×
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i iiK tt  calculates the average interval of 
timestamps in queue, say the average interval of arriving requests, and since it takes 
into account the old value of file heat, formula (1) can smooth out short term fluctua-
tions and maintains a longer trend of access pattern. Constant d and K can be set to 
different value according to different application—a small d favors recent access rate 
of file, then the evaluated heat value will be accurate at system startup time, however 
the margin of error increases with the number of requests. A smaller K means system 
updating file heat value more frequently, resulting in increased fluctuation of evalu-
ated file heat value and system overhead. 

The access rate of RAID stripe unit, called the heat of stripe unit, is calculated ac-
cording to the heat of resident files as the following formula: 
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Where )( ySheat is the heat value of stripe unit Sy, P is the number of resident file. 

2.3   Disk Zone Tracing Table  

System maintains a disk zone tracing table for each RAID disk to monitor the status 
of its zones. The structure of disk zone tracing table is shown in figure 1. Assume that 
 

 

Fig. 1.  Disk Zone Tracing op Table (SU stands for stripe unit) 
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a RAID disk have m zones, designated as Z0, Z1, … Zj, …Zm respectively, then each 
zone has a corresponding entry that traces the stripe units in it. Each entry contains 
the disk zone ID, the maximum stripe unit heat and the minimum stripe unit heat, and 
a bitmap of available information on stripe unit blocks in that zone. The maximum 
and minimum stripe unit heat help data reorganization progress to find target zone for 
migrating stripe unit quickly. Through setting the value of each bit which is assigned 
for different stripe unit blocks, bitmap records the available status of all stripe unit 
blocks in that zone—if the stripe unit blocks are occupied, then the corresponding bit 
is set to 1, and if a bit in bitmap is set to 0, then it means its corresponding stripe unit 
blocks is vacant and available. The bitmap helps data reorganization progress to find 
available stripe unit for migrating stripe unit swiftly. The size of disk zone tracing 
table is relatively small—assuming the storage capacity of a RAID disk is 10G, the 
stripe unit size is 4k, then the size of zone tracing table will be about 30KB, that is 
acceptable. Here, we need to explain two terms used in this paper: stripe unit and 
stripe unit blocks – stripe unit refers to the data interleaved from files to multiple 
RAID disks, while stripe unit blocks refer to the storage space of disks for locating 
the stripe unit.      

The heat of each stripe unit in each disk is kept in stripe unit heat table, another 
data structure to which stripe unit data placement and migration should refer. We will 
not describe the content of stripe unit heat table in detail because it is rather similar to 
the file heat table [7]. 

2.4   PMSH Algorithm  

To be consistent with the assumption in former subsection, we partition a RAID disk 
into m sequential zones, Z0, Z1, …, Zj ,…Zm , in an order of descending transfer rate. 
We denote the transfer rate of the ith zone tfr(Zj)MB/s, then tfr(Zi)>tfr(Zi+1),where i= 
0, 1,…,m-1. 

To reduce the slowdown of access to a RAID-resident file caused by the slowest 
stripe unit, for each RAID disk, we should put the most frequently accessed stripe unit 
in the fastest zone according to Amdahl’s Law. Under 2 assumptions that (1) heat(Sy), 
the heat of stripe unit Sy , remains constant, where Sy  represents one stripe unit in 
RAID, (2) files are not added to or deleted from RAID. We propose the optimal 
 

Table 1.  Zone parameters of disk hp_c3323a model 

Zone Cylinders in 
zone 

Sectors 
per track 

Data Xfer Rate 
(MB/s) 

0 994 120 5.53 
1 141 116 5.35 
2 176 112 5.16 
3 315 104 4.79 
4 341 96 4.42 
5 289 88 4.06 
6 353 80 3.69 
7 373 72 3.32 
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Table 2. Zone parameters of disk IBM_DNES-309170W 

Zone Cylinders  
in zone 

Sectors 
per track 

Data Xfer Rate 
(MB/s) 

0 378 390 18.0 
1 886 374 17.2 
2 984 364 16.8 
3 1219 351 16.2 
4 1037 338 15.6 
5 1023 325 15.0 
6 1518 312 14.4 
7 1717 286 13.2 
8 1054 273 12.6 
9 867 260 12.0 

10 791 247 11.4 
 

stripe unit layout in a RAID disk as follows: first, order the stripe units in that disk by 
their heat from maximum to minimum. Then layout the sequential stripe units con-
tiguously, starting with zone Z0 and proceeding progressively towards Zm. A stripe 
unit can span multiple zones, but no stripe unit blocks are left unoccupied.  

The optimal stripe unit layout in a RAID disk is static, however, we should expect 
file creation and deletion, and evolving file heat as well. (The location for newly created 
file differs with different algorithm. In this paper, to improve response time of the write 
access, the stripe unit of new file locates on the available stripe unit blocks with the 
fastest transfer rate. As for the deleted file, the corresponding bits in stripe unit status 
bitmap are set to 0; the stripe unit blocks are available then. Limited to the space of this 
paper, we will not discuss the cases of file creation and deletion in detail). So the system 
needs to update the stripe unit heat according to formula (2), and migrates the hotter 
stripe units to faster zones, in order to approximate the layout obtained by the optimal 
stripe unit layout. The stripe unit migration strategy of PMSH is swapping the locations 
of hotter stripe unit blocks and target stripe unit blocks, thus the key issue becomes how 
to choose the target stripe unit blocks for the migrating stripe unit. 

Without loss of generality, we describe the processing steps of PMSH in RAID 
disk as follows: 

(1) Sort all stripe units in disk by their heat in descending order. Then layout the se-
quential stripe units contiguously, starting with zone Z0 and proceeding progressively 
towards Zm, with no stripe unit blocks left unoccupied. This step complies with the 
optimal stripe unit layout. Since the stripe unit blocks of inner zones are occupied 
firstly, the stripe unit blocks of outer zones are reserved, so the write of new stripe 
unit can be completed fast. 
(2) Once the heat of a stripe unit increases, it is regarded as the migrating stripe unit. 
(3) System picks out all zones on which reside at least one stripe unit whose heat is 
greater than that of the migrating one according to the disk zones tracking table. If 
there is no such a zone, it means the migrating stripe unit has the greatest heat value 
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Table 3. Statistic characteristics of each trace (512byte/block) 

Traces hp_c2490a hp_c2247a Ibm_18es 
Total NO. of request 11770 12402 12926 

read/write ratio 0.58/0.42 0.41/0.59 0.51/0.49 
Average 14.88 14.34 5.99 

Std. deviation 15.33 15.17 3.41 
request 

size(block) 
Max. 138 134 44 

hp_c2490a 
=1:814    =2:739    =3:714    =4:753    <7:1237   
<9:1300 <13:1395 <17:1082 <21:808  
21+:2928 

hp_c2247a 
=1:896    =2:852    =3:792    =4:743    <7:1316   
<9:1592 <13:1420 <17:1122 <21:819  
21+:2850 

Request size 
distribution 

(request 
size:NO. of 

request ) 
Ibm_18es 

=1:0    =2:0    =3:0    =4:8533    <7:0    <9:3063 
<13:865   <17:315     <21:102     21+:48 

in whole disk, then the migrating stripe unit will be put in the vacant stripe unit blocks 
of the fastest zone among which are not totally vacant, the migrating progress is com-
pleted; if there no stripe unit block is available in that zone, then move to another 
neighbor faster zone. If there are several qualified zones, then 
(4) System chooses an intermediate transfer rate zone, for the sake of balancing the 
performance of write and read access—the fastest zone among qualified ones is re-
served for new stripe unit to write in, the lowest zone is not chose considering the 
read response time. 
(5) If the intermediate zone has available stripe unit blocks, then the migrating stripe 
unit plugs in and the migrating progress is completed. Otherwise, the zone is full, then 
System checks every stripe unit in that intermediate zone sequentially, until a stripe 
unit whose heat is greater than the migrating one is found and regarded as ‘target 
stripe unit’, then swap the migrating stripe unit and the target stripe unit. 
(6) Now the target stripe unit is regarded as  ‘migrating stripe unit’, turn to step (3). 

3   Simulation and Results Analysis  

3.1   Simulation 

We used a trace driven simulation to investigate the effectiveness of the PMSH  
algorithm. The simulator is DiskSim [11], a widely-used, powerful storage system 
simulator.  

We simulated two RAID models, designated as RAID_hp and RAID_IBM respec-
tively. Their data layout is left symmetric, and both of them are level-5 RAID  
composed of eight 3.5inch disks. The disk model in RAID_hp is hp_c3323a whose 
rotation speed is 5400 RPM and formatted capacity is 1.0GB. The disk model in 
RAID_IBM is IBM_DNES-309170W whose rotation speed is 7200 RPM and format-
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ted capacity is 9.0GB. Table 1 and table 2 list the zone parameters of hp_c3323a and 
IBM_DNES-309170W respectively.  

Three traces validated by DiskSim have been used in our simulation, including 
hp_c2490a, hp_c2247a and Ibm_18es. The statistic characteristics of these three 
traces are described in detail in table 3. 

Our objective is to compare the performance of traditional RAID and that of RAID 
applying PMSH. Overall storage system response time is the performance metric used 
in this paper. So in case of not applying PMSH and in case of applying PMSH, with 
stripe unit size ranging from 4 blocks (512bytes/block) to 12 blocks, the response 
time of RAID_hp under trace hp_2247 and hp_2490a respectively, and the response 
time of RAID_IBM under trace ibm_es are recorded. (We haven’t put RAID_hp un-
der trace ibm_es, because the trace size is greater than the storage capacity of 
RAID_hp. On the other hand, loading RAID_IBM with the other two trace will lead 
to the utilization of the RAID be too small to get effective simulation results.) 

3.2   Simulation Results and Analysis 

With stripe unit size ranging from 4 blocks to 12 blocks, figure 2 and figure 3 com-
pare the performance of RAID_hp applying PMSH and that of RAID_hp without 
applying PMSH under trace hp_2490a and trace hp_c2247a, respectively. Figure 4 
compares the performance of RAID_IBM with PMSH and that of RAID_IBM with-
out PMSH under trace ibm_18es. Figure 2(a), figure 3(a) and figure 4(a) show the 
absolute performance (in term of overall storage system request response time), while 
figure 2(b), figure 3(b) and figure 4(b) show relative performance improvement of 
RAID with PMSH over traditional RAID. 

With various stripe unit sizes we simulated, RAID achieves performance improve-
ment via PMSH. Under trace hp_2490a, RAID_hp reduced request response time by 
5.4%-16.7% through applying PMSH, and under trace hp_2247a, the same RAID 
reduced request response time by 5.4%-18.5% via PMSH, while under trace 
ibm_18es, RAID_IBM improved performance by 2.8%-10.5% through PMSH. But 
no obvious relationship between performance improvement ratio and the size of stripe 
unit size has been observed. 
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Fig. 2. Performance of RAID_hp, trace hp_c2490a (a) response time (b) performance  
improvement 
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Fig. 3. Performance of RAID_hp, trace hp_c2247a (a) response time (b) performance im-
provement 
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Fig. 4.  Performance of RAID_IBM, trace ibm_18es (a) response time (b) performance  
improvement 
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Fig. 5.  Data transfer rate in each zone of disk hp_c3323a and disk IBM_DNES-309170W 

We noticed that by applying PMSH, the performance improvement of RAID_IBM 
is relatively less than that of RAID_hp. The reason lies not in the disk zones, as we 
can see from figure 5 — the number of zones in disk IBM_DNES-309170W is more 
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than that of disk RAID_c3323a. Moreover, the ascending rate of transfer rate from inner 
zones to outer zones of the former disk is approximately the same as that of the latter. 
Leading to that the potential of performance improvement through migrating hotter 
stripe to faster zone in disk IBM_DNES-309170W is about the same with that in disk 
hp_c3323a. However, in the trace ibm_18es which consists of 66% of 4-block-size 
requests that incur “small write” problem in RAID_IBM with stripe unit size ranging 
from 4 blocks to 12 blocks. As for small write, data transfer time takes a smaller portion 
of access time, thus the effect of I/O performance through applying PMSH is weakened.  
(The choice of stripe unit size in RAID is not the focus of this paper) In despite of that, 
the reduction of response time of RAID via PMSH is still worthwhile. 

4   Conclusion and Future Work  

We propose a new data reorganization scheme called PMSH. Using the information 
that different zones in multi-zone disk have different data transfer rates, this scheme 
monitors the heat of stripe units in each RAID disk, and migrates the hotter stripe unit 
to a corresponding faster zone, to minimize the time of the faster stripe units waiting 
for the slower ones when retrieving a file interleaved in RAID. Our simulation results 
demonstrate that (1) PMSH can improve the performance of RAID significantly. (2) 
The greater the transfer rate difference among each zone of multi-zone RAID disk, 
the greater the potential performance boost can be achieved through PMSH. 

In our future research work, we intend to adopt PMSH in RAID applying log tech-
nology [11], [12]. Instinctively, we regard it as the better case to apply PMSH, since 
the access time of data consists of three parts: seek time, rotational latency, and data 
transfer time. In RAID with log technology, most data requests are larger request, for 
which the data transfer time takes a greater portion, while data transfer time is  
determined by data transfer rate. There is a ‘cleaning’ process in RAID applying log 
technology, so stripe unit migration can perform either during system idle period or 
during ‘cleaning’ process. 
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Abstract. This paper studies a stochastic inventory problem from the viewpoint 
of minimizing distribution system costs. First, the order quantity of every period 
must be greater than some minimal level and less than some upper limit, and we 
apply penalties to the retailer when his/her purchase quantity exceeds these 
specified boundaries. Then the dynamic programming equation for the problem 
is established, and we prove the existence of an optimal policy and characterize 
the dynamic programming equation both in finite and infinite horizons. Finally, 
an example is provided, and computational results indicate that penalty schemes 
can lead to significant savings in total expected distribution system costs.  

1   Introduction 

This paper considers a distribution system which consists of one distribution center 
and one retailer. Customer demand arises at the retailer, and the retailer orders from 
the distribution center (DC). The phenomenon of the variance in demand faced by DC 
compared to the one faced by the retailer, is now widely known as the bullwhip effect. 
Lee et al. [1] offered four factors to explain the existence of the bullwhip effect 
(demand forecast updating, order batching, price fluctuation, and shortage gaming). 
One intuitive attempt to mitigate this variance propagation effect is via the penalty 
mechanism to the retailer. With more regulated demand patterns, the DC can plan for 
inventory and transportation easily and reduce costs for the distribution system. 

To reduce lead-time and its variability, modern supply and transportation contracts 
often specify in advance the frequency and volume to be reserved by the carrier for a 
particular customer's future deliveries [2]. Once such a contract is signed, a given 
prepaid volume is available to the customer periodically at no incremental cost; the 
contract parameters’ values (volume and frequency) need to be chosen simultaneously 
with the contingent inventory policy, taking into account the demand's randomness 
[2], [3]. Henig et al. [4] explore the joint optimization of contract parameters and 
inventory control policy in such environments. They derive the optimal periodic 
review inventory policy corresponding to a given supply contract, and there is a range 
of stock levels for which the quantity ordered equals the contract volume. Genues [5] 
generalizes that the model provided by Henig et al. [4], which applies a premium only 
to quantities exceeding a contracted value between supplier and customer, penalizes 
positive as well as negative deviations of actual order quantities from the mean. For a 
recent summary of work on inventory-routing models, see [6]. 
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Our research is different from [4], [5] in the following ways: (i) This paper 
considers a supply contract in which the order quantity every period must be greater 
than some minimal level, and less than some upper limit, and we apply penalties to 
the retailer when his purchase quantity exceeds the specified bounds; (ii) This paper 
considers general discrete demand distribution. 

The plan of the paper is as follows: the next section introduces some notions and 
the inventory model. The main results are listed in Section 3. We provide a numerical 
example and analysis in Section 4 and draw conclusions in Section 5. 

2   The Inventory Model  

This paper considers a single-item distribution system which consists of one 
distribution center (DC) and one retailer. We suppose that the retailer and the 
distribution center use a periodic-review order policy, and lead time of supply is 
assumed to be zero. 

The demand D  in a period is a nonnegative, discrete random variable.  For the 
real application, we assume that demand D  is bounded by some positive N . 

Let ,...1,0),Pr()( === jjDjp , where 
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=
N

j

jp
0

1)( . 

The notions in this paper are as follows: 
n   period index 
x    inventory level at the start of a period before an order is placed  
y   inventory level after an order arrives but before the demand is realized 

c    unit cost of ordered goods 

b   unit cost per period of back-ordered goods 

h   unit cost per period of holding inventory  

β   discount factor 

U   the upper limit on the purchase quantity each period 
L   the lower limit on the purchase quantity each period 

1p   penalty for each unit ordered exceeding the order quantity U  

2p   penalty for each unit ordered below the order quantity L  

)(yL  expected single-period inventory cost 
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)(xfn  is the expected discounted cost for an n -period horizon problem, if the 

beginning inventory level is x and optimal policies are followed over the n  periods. 
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2.1   Distribution Center Model 

We consider DC with a singer retailer. After receiving the retailer’s order, the DC fills 
the entire order at the beginning of the following period.  If the DC’s stock is 
insufficient to meet the retailer’s demand, the DC receives an emergency shipment 
from the supplier at a per unit emergency shipment cost. The DC then transports the 
entire order to the retailer using its own transportation capacity. If the total order size 
exceeds the distribution center’s in-house delivery capacity, the distribution center 
uses outside sources to handle any overage, plus that of a third party LTL carrier if 
necessary (see [5]). 

The costs of the DC include the inventory cost and the transportation cost; the 

inventory costs involve unit purchasing dcc , holding cost dch and emergency shipping 

cost dcb . So the single period inventory cost equation for the DC with a starting 

inventory of x , is given by: 
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The expected transportation cost per period is given by: 
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Where C  denotes truck capacity, LT  is a scalar, RT  denotes per unit shipped via 

regular truck, CT  denotes per unit shipped via outside carrier.  

2.2   Retailer Model 

We consider a single retailer and one item.  The retailer observes demand each week 
and attempts to satisfy demand with its stock on hand. If consumer demand exceeds 
the retailer’s available stock, then the excess demand is backordered. After observing 
the week’s demand, the retailer places an order to the DC based on its inventory 
position. The retailer’s demand distribution uniquely determines the distribution of 
the DC’s demand.  

The expected single period holding and shortage cost is as follows: 
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2.3   The Total Distribution System Costs Model 

From the above analysis, the expected total distribution system costs is as follows:  
Minimize E {[DC Inventory Costs + Transportation Costs] + [Retailer Inventory Costs]} 

3   The Optimal Order Policy 

The dynamic program formulation of the retailer’s inventory problem is given by: 
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Lemma 1. In the finite horizon inventory model, nn SS ,2,1 ,  minimize (3), (4) 

respectively, and nS minimizes )()()( 1 DyEfcyyLyG nn −++= −β  
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Lemma 2. (Heyman, [7]) Let X  be a nonempty set with xA  a nonempty set for 

each Xx ∈ . Let },:),{( XxAyyxC x ∈∈= , let J  be a real-valued function 

on C , and define: 

XxAyyxJxf x ∈∈= ,}:),(inf{)(  

If C  is a convex set and J  is a convex function on C , then f  is a convex function 

on any convex subset of })(,:{* −∞>∈= xfXxxX . 

Proposition 1. If )(yGn is a convex function, then policy ),,,,( ,2,1 ULSSS nnn
is an 

optimal policy for minimizing )(xfn . 

Proof.  Let )}({min)()( 22 yGypcxxLpxM n
Lxyx

+−+−+=
+≤≤

 

)}({min)()( 11 yGypcxxUpxN n
Uxy

++−+−=
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)(min)( yGcxxF n
UxyLx +≤≤+

+−=  

Then )}(),(),(min{)( xFxNxMxfn = , and now we consider the following 

cases: 

(i) nSx ,2>  

Because )(2 yGyp n+− is a continuous convex function, therefore, there exists 

a global minimizing point x  of )(2 yGyp n+− , )()( 2 xGcxLpxM n+−=  

)()( UxGcxxN n ++−= , )()()( LxMLxGcxxF n +=++−=  

With nn SSx ≥> ,2 , and we have )()( UxGLxG nn +≤+ , so )()( xNxF ≤  

From Lemma 2, )(xM is a convex function, then )()()( xFLxMxM =+≤ , 

and an optimal solution is to order up to x , in this case, 0=q . 

(ii) nn SxLS ,2,2 ≤<−  

From nn SxLS ,2,2 ≤<− we have xSLx n ≥>+ ,2 , and )(xM achieves a 

global minimum at nS ,2 , from nn SSLxUx ≥>+≥+ ,2 ,  

)()()()()( xNUxFxFLxMxM =+≤=+≤  

and an optimal solution is to order up to nS ,2 , in this case, xSq n −= ,2  

(iii) LSxLS nn −≤<− ,2  

From LSxLS nn −≤<− ,2  we have nn SLxS ,2≤+< , and )(xM achieves 

a global minimum at Lx + , )()( LxGcxxM n ++−=  
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Since nn SSLxUx ,1≥>+≥+ , then  

)()( LxGcxxF n ++−= , ))()( UxGcxxN n ++−=  

Since nSLxUx >+≥+ , then )()( UxGLxG +≤+ , )()( xNxF ≤  

and an optimal solution is to order up to xL + , in this case, Lq = ;  

(iv) LSxUS nn −≤≤−  

From LSxUS nn −≤≤− , we have LxSUx n +≥≥+ ,  

≥≥+ nn SSUx ,1  )()( UxGcxxN n ++−=  

+≥≥+ LxSUx n  )()( nn SGcxxF +−=  

+≥≥ LxSS nn,2  )()( LxGcxxM n ++−=  

and an optimal solution is to order up to nS , in this case, xSq n −= . 

(v) USxUS nn −<≤−,1  

From USxUS nn −<≤−,1  we have nn SUxS <+≤,1 ,  

<+≤+ nSUxLx )()( LxGcxxM n ++−=  

<+≤+ nSUxLx )()( UxGcxxF n ++−=  

Since )()( LxGUxG nn +≤+ , then )()()( xMUxGcxxF n ≤++−=  

+≤ UxS n,1 )()( UxGcxxN n ++−=  

and an optimal solution is to order up to xU + , in this case, Uq = ;  

(vi) USx n −< ,1  

From USx n −< ,1  we have nSUx ,1<+ , and )(xN  achieves a global 

minimum at nS ,1 , )()()( ,1,11 nnn SGcxUxSpxN +−−−=  

)()()( UxGcxUxNxN n ++−=+≤  

Since nnn SSSUxLx ,2,1 ≤≤<+≤+ , then 

)()( LxGcxxM n ++−= , )()( UxGcxxF n ++−=  

Since nn SSUxLx ≤<+≤+ ,1 , then )()( LXGUxG nn +≤+ , 

So we have )()()( xMxFxN ≤≤ , and an optimal solution is to order up 

to nS ,1 , xSq n −= ,1 .                                                                                                                 

Theorem 1. If )( yL  is convex, then the policy ),,,,( ,2,1 ULSSS nnn  is optimal for 

problem )(xfn  in period n . 

Proof. From proposition 1, we need to prove that )(yGn is convex, so we shall show 

inductively that each of the functions )(1 yG , )(2 yG ….are convex.  
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Since )(1 yG  equals )(yLcy + , )(1 yG  is clearly convex. Let us assume 

)(1 yG , )(2 yG ,…, )(yGn  are convex, because: 

)]([)()(1 DyfEyLcyyG nn −++=+ β  

For demonstrating the convex of )(1 yGn+ , it is to show that )(⋅nf  is convex, 

where: 
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xy
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The convex of )(yGn  implies that: 

)())(())(( 21 yGcxxyLpUxyp n+−−−++− ++  

is convex, and )(xfn  is convex from Lemma 2.                                                                                                                                       
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, where 21 ,, SSS minimize )(1 yGyp + , )( yG  and 

)(2 yGyp +− respectively, where: 
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Proof. It is easy to verify that conditions (a)-(d) and (f) in Theorem 8-15 in [7] hold 
here (with inf instead of sup).                                                                                                                                                                                                     

Supposing that the item is sold in discrete units, we model the inventory positions as a 

discrete-time Markov chain. Let tx  denote the inventory position at the beginning of 

period t , and let )( 1 ixjxPp ttij ==≡ +  be the one-step transition probability of 

this Markov chain. Given the policy parameters ULSSS ,,,, 21 , we can represent 

the state transitions as follows (see [4]): 
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4   Numerical Examples 

We conduct a numerical study to illustrate the impact of the penalty schemes to total 
distribution system costs, where we consider one retailer and one distribution center 
(DC) with a single product, as shown in Figure 1. 
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Fig. 1. The relation between DC and retailer 

The demand distribution of the retailer is Poisson distribution with a mean of 10, 
and the following parameters are used for the retailer: 

200=c , 100=h , 900=b , 9.0=α , 
}500,450,400,350,300,250,200,150,100,50,0{21 == pp  

The follow parameters are used for the DC: 

150=c , 510=b , 90=h , 9.0=α ; 65.14=LT , 71.2=RT , 59.13=CT . 

We set the unit deviation premium values 21 ppp == , the choice p  will affect 

the amount of the retailer’s order variability, i.e. the higher the premium, the lower 
the order variability. We wish to set p  to some finite value to find the best level of 

order variability for the retailer and the DC. The method we will follow to set p  

begins by setting 0=p  and increasing p as long as the sum of the retailer’s and the 

DC’s costs decreases as p  increases. This will allow us to at least find a local 

minimum for system costs for 0≥p . The results are as follows: 

Table 1. The total distribution system costs for given premium value of p  

p  0 50 100 150 200 250 
Cost 5277.6 5175.4 5091.2 4841.9 4809.2 4705.4 

p  300 350 400 450 500  

Cost 4684.5 4685.8 4745.4 4746.5 4942.9  

Where cost denotes the long-run average cost per period for the distribution system. 
In Table 1, we can see that as the value of p increases the distribution system 

costs decrease, and equal 5277.6 when 0=p ; they then decrease to 4684.5 

when 300=p , a decrease of 11.24%. However, when 300>p , we find that costs 

increase as p increases, and the long-run average cost per period for the distribution 

system costs attains a local minimum when 300=p . 

The number results show that we can determine the long-run average cost per 
period for the distribution systems under the premium mechanism. For a given 
demand distribution and unit premium value p , we can determine the corresponding 
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long-run average cost per period for the retailer. The corresponding retailer demand 
distribution determines the distribution of the retailer’s order (DC demand), which we 
use to find the optimal DC stock level and truck capacity and the corresponding DC 
average cost per period. The sum of average retailer and DC costs per period gives the 
average system costs per period. We sequentially increase the value of p  to 

determine the optimal distribution system costs. 

5   Conclusions 

This paper characterizes the structure of the retailer's optimal policy under the penalty 
schemes; the numerical results show that changing the value of p  can allow us to 

find better levels of ordering variability from a system-wide view. 
The model can be extended to consider lost sales. In this paper, we assume that the 

excess demand unfilled is backlogged. In fact, when a customer goes to one 
supermarket or a department store to choose a competitive brand, he/she will go to 
another store if his/her preferred brand is out of stock. 

We can expand the model to consider the manufacturer; in addition, we can expand 
the model to include multiple retailers and multiple products. 
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Abstract. Keyphrase extraction is a task with many applications in information 
retrieval, text mining, and natural language processing. In this paper, a 
keyphrase extraction approach based on neural network is proposed. To 
determine whether a phrase is a keyphrase, the following features of a phrase in 
a given document are adopted: its term frequency and inverted document 
frequency, whether to appear in the title or headings (subheadings) of the given 
document, and its frequency appearing in the paragraphs of the given document. 
The algorithm is evaluated by the standard information retrieval metrics of 
precision and recall, and human assessment. 

1   Introduction 

With the explosive growth of online information, it sometimes becomes simple to 
determine where to go to find information. At the same time, it makes us 
embarrassed: the size of query result sets returned by web search engines and 
academic databases is too large, commonly hundreds or thousands. It is infeasible for 
users to read each document of the result set to determine whether or not they might 
be useful. Therefore, document surrogates, such as title, abstract, etc., become very 
important for users to decide whether they would like to read a whole document or 
not. 

Some types of document, especially in scientific and technical literature, contain a 
list of key words—keyphrases—specified by authors. Since the keyphrases are 
assigned by authors, they actually offer a brief and precise description of a 
document’s contents. Users can approximately know a document’s content and find 
whether the document is useful through the keyphrases. However, not all documents 
contain keyphrases: even in collections of scientific papers those with keyphrases are 
in the minority [14, 20], say nothing of web pages. For documents with no 
keyphrases, it is necessary to assign keyphrases with each of those documents, either 
manually or automatically. Manual keyphrase assignment is tedious and time-
consuming. So automatic methods benefit both the developers and the users of large 
document collections. Consequently, many automatic keyphrase extraction algorithms 
have been proposed based on different techniques [3-4, 6-9, 11-20], especially on 
machine learning. 
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Azcarraga et al [1] proposed a keyword extraction method for the SOM-based 
(Self-Organizing Map) archives. The algorithm was based on the distribution of 
weights in the weight vectors of the trained map and a manipulation of the random 
projection matrix used for input compression. 

Barker and Cornacchia [3] proposed an algorithm to choose noun phrases from a 
document as keyphrases. A noun phrase is chosen based on its length, its frequency 
and the frequency of its head noun. Noun phrases are extracted from a text using a 
base noun phrase skimmer and an off-the-shelf online dictionary. 

Chien [4] developed a PAT-tree-based keyphrases extraction system. Based on the 
definitions of LCD (Left Context Dependency) and RCD (Right Context 
Dependency), the system can efficiently extract domain-specific keyphrases patterns 
CLP (Complete Lexical Patterns) and SLP (Significant Lexical Patterns), from a text 
collection or an on-line textual database, written particularly in Chinese and other 
oriental languages. 

Gayo-Avello et al [7] proposed a keyphrase extraction algorithm inspired by the 
protein biosynthesis process. A document is considered as an individual from a 
population, a document corpus, and documents are composed of passages, divided 
into sentences built upon words. Following this analogy, they hypothesized that two 
documents written in the same language or semantically related would show similar 
“document genomes”. The document genomes are extracted and then translated into 
“significance proteins” (i.e., keywords, keyphrases and summaries).  

HaCohen-Kerner et al [8-9] proposed a model for keyphrase extraction based on 
supervised machine learning and combinations of the baseline methods. Experiments 
show that a combination of a relatively high number of baseline methods is very 
successful for academic papers. 

Hulth et al [12] proposed a keyphrase extraction algorithm in which the domain 
knowledge, i.e., the hierarchically organized thesaurus, and the frequency analysis 
were integrated. The combination of evidence from frequency analysis and thesaurus 
was done by inductive logic programming. 

Kea [14, 20] is a keyphrase extraction algorithm based on naïve Bayes classifier. 
Three attributes of each remaining phrase are calculated: whether or not it is an 
exemplar keyphrase of the document, the distance into a document that it first occurs, 
and its TF × IDF value. The distance value is real and in the range 0 to 1, indicating 
the proportion of the document occurring before a phrase’s first appearance. TF × IDF 
is a standard information retrieval metric that estimates how specific a phrase is to a 
document [2]. TF (term frequency) is a measure of how frequently a phrase occurs in 
a particular document, and DF (document frequency) is a measure of how many other 
documents contain the phrase. The candidate phrases from each document are 
combined and used to construct a Naïve Bayes classifier that predicts whether or not a 
given phrase is a keyphrase based on its distance and TF × IDF attributes. 

The AKE (one part of the OmniPaper project) [15] is a keword extraction system 
that is used to extract keywords from news article. AKE uses statistical approaches 
and integrated linguistic techniques. 

Matsuo et al [16] used a graph model to extract keyphrases from a document. A 
document is represented as a network: the nodes represent terms, and the edges 
represent the co-occurrence of terms. They find that the network has the 
characteristics of a small world, i.e., nodes are highly clustered yet the path length 
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between them is small. Whether a term is a keyword is determined by measuring its 
contribution to the graph being small. 

Turney [19] proposed a keyphrase extraction algorithm based on supervised 
learning. A document is treated as a set of phrases, which must be classified as either 
positive or negative examples of keyphrases based on examination of their features. 
Nine features are observed in the training data, including the number of words in a 
phrase, the location of the first occurrence of a phrase in a document, the frequency 
with which a phrase occurs within a document, whether the phrase is a proper noun 
and whether a phrase matches a human-generated keyphrase. It is shown that 
specialized procedural domain knowledge is valuable for learning to extract 
keyphrases from text. 

In this paper we propose a keyphrase extraction approach based on multilayer 
feed-forward neural network. In order to determine whether or not a phrase is a 
keyphrase, the following features (attributes) of a phrase in a given document is 
considered: the term frequency TF, the inverted document frequency IDF, whether or 
not the phrase appears in the title or headings (subheadings) of the given document, 
and its distribution in the paragraphs of the given document. These features of a 
phrase are input to a neural network, and with which keyphrases are selected using 
backpropagation algorithm. The experiment results show that this approach is 
competitive with known methods. 

The rest of the paper is organized as follows. We define the neural network model 
for keyphrase extraction in section 2. In section 3, we apply the neural network model 
to keyphrase extraction and give experiment results. We give some discussion about 
the experiment results in section 4. This paper concludes with some comments. 

2   The Neural Network Model for Keyphrase Extraction 

The backpropagation algorithm performs learning on a multilayer feed-forward neural 
network [5]. An example of such a network is shown in Figure 1. The inputs 
correspond to the attributes measured for each training sample. The inputs are fed 
simultaneously into a layer of units making up the input layer. The weighted outputs 
of these units are, in turn, fed simultaneously to a second layer of “neuronlike” units, 
known as a hidden layer. The hidden layer’s weighted outputs can be input to another 
hidden layer, and so on. The number of hidden layers is arbitrary, although in 
practice, usually only one is used. The weighted outputs of the last hidden layer are 
input to units making up to the output layer, which emits the network’s prediction for 
given samples. 

Backpropagation learns by iteratively processing a set of training samples, 
comparing the network’s prediction for each sample with the actual known class 
label. For each training sample, the weights are modified so as to minimize the mean 
squared error between the network’s prediction and the actual class. These 
modifications are made in the “backwards” direction, that is, from the output layer, 
through each hidden layer down to the first hidden layer. Although it is not 
guaranteed, in general the weights will eventually converge, and the learning process 
stops. 
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Fig. 1. A multilayer feed-forward neural network: A training sample, X = (x1, x2, …, xi), is fed 
to the input layer. Weighted connections exist between each layer, where wij denotes the weight 
from a unit j in one layer to a unit i in the previous layer. 

Before applying the neural network to keyphrase extraction, features (or attributes) 
of a phrase for judging whether it is a keyphrase should be defined. We have the 
following consideration and hypothesis when deciding to adopt what features to 
determine a keyphrase: 

1. TF (Term Frequency) provides one measure of how well the term describes the 
document contents. 

2. The motivation for usage of IDF (Inverted Document Frequency) is that tems 
which appear in many documents are not very useful for distinguashing a relevent 
document from a non-relevent one [2]. 

3. Title and headings (and subheadings) are the most common summaries in 
documents and usually describe the main issue discussed in the document. 

4. If a phrase recurs in different paragraphs of a document, then the phrase may be 
an important concept to the document. 

Based on the above discussion, we use the following four features to determine 
whether a phrase is a keyphrase: the normalized term frequency TF, the inverted 
document frequency IDF, whether or not a phrase appears in the title or heading 
(subheading) THS, and the normalized paragraph distribution frequency PDF. 

TF: the normalized frequency of the phrase in the given document. For a phrase i 
and a document d, let ni be the number of times the phrase i is mentioned in the 
document d, then the TF of i is computed by the formula (1). 

TF = ni/maxl∈d nl . (1) 

IDF: the inverted document frequency. For a phrase i and a document set (sample 
documents) with size Q, let qi be the number of documents in which the phrase i  
appears, then the IDF of i is computed by the formula (2). 

IDF = log(Q/qi) . (2) 

PDF: PDF is a structural measure feature. For a phrase i and a document d, let mi 
be the number of paragraphs (of the document d) in which the phrase i appears, then 
the PDF of i is computed by the formula (3). 
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PDF = mi/maxl∈d ml . (3) 

THS: existence of the phrase in the title or headings (subheadings) of a given 
document. If the phrase appears in the title or headings (subheadings) of a given 
document, THS is equal to one, otherwise zero. 

Therefore, we have the neural network model for keyphrase extraction as shown in 
Figure 2. In the input layer, there are four neurons corresponding to a phrase’s four 
features in a given document. In the output layer, there is only one neuron 
corresponding to whether or not a phrase is a keyphrase: in the training stage, if a 
phrase is a keyphrase, then O1 is equal to 1, otherwise 0; in the keyphrase extraction 
stage, if the output O1 for a feature vector input of a phrase i is more than 0.5, then i is 
extracted as a keyphrase, otherwise i is not a keyphrase. 

The algorithm is implemented in MATLAB neural network toolbox. In our neural 
network implementation, there are ten neurons in the hidden layer and the network is 
trained for up to 500 epochs to the mean squared error goal of 0.00001. 

 

Fig. 2. The neural network model for keyphrase extraction 

3   Experiment Results 

Before computing the feature values of a phrase, it is necessary to get a collection of 
sample documents. The sample collection of documents is required to set the value 
of IDF of each phrase contained in a particular document. We use the web search 
engines google (www.google.com) and Baidu (www.baidu.com, a popular search 
engine in China) to search and download web documents (including word, pdf, and 
ps file formats). 300 documents are selected as the sample documents, including 
250 documents written in English and 50 documents written in Chinese. The 
subjects of those documents are various, including mathematics, physics, chemistry, 
engineering science, information science, biology, manage science, and economics. 

Among those 300 sample documents, 237 documents have been assigned 
keyphrases by authors, and 63 documents have not been assigned. The number of the 
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author’s keyphrases ranges from three to seven, and the length of keyphrases ranges 
from two to six. 

In order to obtain the feature matrix of each document, we use a text segmentation 
tool to break up the document into phrases (for Chinese document) and then manually 
extract a set of candidate phrases for each document. For each document, every 
sequence of one to four (for English document) or two to six (for Chinese document) 
words is identified. Stems that are equivalent are merged into a single canonical form. 
Many phrases are discarded at this stage, including those that begin or end with a 
stopword, those which consist only of a proper noun, etc. This work is very tedious, 
but we can get more credible candidate phrases of each document. 

There are two basic methods for evaluating automatically generated keyphrases. 
The first adopts the standard information retrieval metrics of precision and recall to 
reflect how well generated phrases match a set of “relevant” phrases. The second 
gathers subjective assessments from human readers. 

The first approach requires a set of “relevant” phrases against which extracted 
phrases can be compared. The keyphrases provided by authors are usually used as 
gold standard set of keyphrases for a document. Performance is measured using 
precision and recall. Let Ne be the number of extracted phrases, Na the number of 
keyphrases assigned by authors, and Ne∩a the number of extracted phrases that are 
also keyphrases assigned by authors, then precision and recall is computed by formula 
(4) and (5) respectively: 

Precision = Ne∩a / Ne . (4) 

Recall = Ne∩a / Na . (5) 

This approach is simple, but there are several problems with using author’s 
keyphrases [3]: 

1. Author’s keyphrases are not always taken from the text. So, if a phrase is not 
contained in a given document, it is never extracted as a keyphrase of the given 
document by the automatic keyphrase extraction algorithm. 

2. Author’s keyphrases are often restricted to a very small number of phrases (two 
or three, for example) because of the journal (and proceedings) publication 
policy and other consideration. 

3. Author’s keyphrases are often chosen for a specific purpose (for classification 
according to an existing set of keyphrases, to steer review of a document, to 
distinguish a document from others in one specific collection of documents, etc.) 

4. Author’s keyphrases are usually only available for the very few kinds of 
documents for which authors supply keyphrases. 

The second approach, human assessment, has been used in several previous 
studies. Human evaluation also suffers some disadvantages: it can be time-consuming 
and expensive; assessors may not make consistent judgements, etc. However, the 
evaluation may be closer to the nature of decisions that users will make in the course 
of their interactions with systems exploiting keyphrases [14]. 

We evaluate our keyphrase extraction algorithm using the above two approaches. 
For the documents that the keyphrases have been assigned by authors, we use the 
precision and recall to evaluate the algorithm and the experiment result is shown in 
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table 1; for the documents that the keyphrases are unavailable, we use human 
assessment approach. The judges in our experiments are graduate students, and the 
experiment result is shown in table 2. 

In table 3, the number of phrases is the sum of 237 (or 63) documents’ number of 
phrases, where each document is seen as a list of different phrases manually extracted 
from the original document. We run the algorithm on a PC with Pentium 1.7Hz CPU 
and 256M memory and the value in the last column of table 3 is the CPU time for 
neural network with Levenberg-Marquardt training algorithm [10]. 

Table 1. The Experiment Result⎯Precision and Recall 

The number of 
extracted 

keyphrases 

The number 
of author’s 
keyphrases 

Precision (%) Recall (%) 

1208 1019 31.6 37.5 

Table 2. The Experiment Result⎯Human Assessment 

The number of 
extracted 

keyphrases 

The proportion of 
good keyphrases 

(%) 

The proportion of 
fair keyphrases 

(%) 

The proportion of 
poor keyphrases 

(%) 
327 64.7 15.8 19.5 

Table 3. The Experiment Result⎯CPU time 

 The number of 
phrases 

CPU Time for classification 
of phrases (seconds) 

237 documents  9762 15.368 
63 documents  2501 3.796 

4   Discussion 

From table 1 we can see that the approach presented in this paper seems to be 
dissatisfactory in terms of the precision and recall. In fact, the experiment results 
show that the approach presented in this paper is competitive with other known 
algorithms [3, 9, 14] in terms of not only precision and recall but also human 
assessment. 

The reasons that the precision and recall are low have been mentioned in section 3. 
Author’s keyphrases are not always taken from the text and often restricted to a very 
small number of phrases. Therefore, if a phrase is not contained in a given document, 
it has no chance to be extracted as a keyphrase of the given document. In this case, it 
is impossible for recall to reach 100 percent. 

For example, the paper “A Chinese web page classifier based on support vector 
machine and unsupervised clustering”, appearing in the Chinese Journal of computer, 
have three author’s keyphrases: “support vector machine”, “clustering”, and “web 
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page classification”. The keyphrase extraction algorithm extracts the following five 
keyphrases from the paper: “support vector machine”, “unsupervised clustering”, 
“web page classification”, “Recognition”, and “Web page representation”. So, the 
recall for this paper is 3/3 = 100%, while the precision is only 3/5 = 60%. Actually, 
the phrase “web page representation” could be selected as one keyphrase of the paper 
considering the fact that one section of the paper discusses how to represent web 
pages. 

From table 2, we can see that over 80 percent of the keyphrases extracted by 
backpropagation is acceptable. At the same time, the algorithm is also fast: the CPU 
time of training and classification for 9762 phrases is only 15.368 seconds and the 
CPU time of classification for 2501 phrases is only 3.796 seconds. 

5   Conclusions 

In this paper we propose a keyphrase extraction approach based on neural network 
and use the backpropagation as the training algorithm. To determine whether a phrase 
is a keyphrase or not, we use the frequency analysis, i.e., term frequency and inverted 
document frequency, and the phrase structural features, i.e., the distribution of a 
phrase in a given document. The approach is evaluated by the standard information 
retrieval metrics of precision and recall, and human assessment. Experiment results 
show that this approach is competitive with other known methods and practical, 
especially in the situation where the keyphrases are unavailable.  

In order to increase further the precision and recall, we think that the term 
association rule mining and ensemble neural networks learning may be useful 
approaches, on which we are investigating. 
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Abstract. This paper presents a novel unsupervised fuzzy clustering method 
based on clonal selection algorithm for anomaly intrusion detection in order to 
solve the problem of fuzzy k-means algorithm which is particularly sensitive to 
initialization and fall easily into local optimization. This method can quickly 
obtain the global optimal clustering with a clonal operator which combines 
evolutionary search, global search, stochastic search and local search, then 
detect abnormal network behavioral patterns with a fuzzy detection algorithm. 
Simulation results on the data set KDD CUP99 show that this method can 
efficiently detect unknown intrusions with lower false positive rate and higher 
detection rate. 

1   Introduction 

With the development of network technology and the improvement of information 
science, network and information security has already become a globally unavoidable 
problem. To protect the core information in systems and networks, many methods for 
intrusion detection have been presented and much attention has been paid to it. 

In general, an Intrusion Detection Systems(IDS) is categorized into two general 
approaches: misuse detection and anomaly detection. Misuse detection, which is 
based on attack signatures, is efficient and accurate in detecting known intrusions, but 
is unable to detect new intrusions. Anomaly detection, which is based on statistical 
knowledge about the normal activity of the computer system, can detect novel and 
unknown attacks, but its false positive rate is high. Therefore, many anomaly 
detection methods are applied to intrusion detection for reducing the false positive 
rate and improving the detection efficiency. 

Many different approaches and techniques, such as genetic algorithm[1], hide 
Markov model[2] , support vector machine[3] etc, have been applied to anomaly 
intrusion detection. However, many above mentioned methods totally depend on the 
training data sets, which should not only be “clean” data sets but also involve most of 
the normal behavioral patterns of the detected object. But, in fact, it is very difficult 
and costly to meet both these requirements.  

In order to solve the above mentioned problems, this paper proposes a novel 
unsupervised Fuzzy K-Means(FKM) clustering anomaly detection method based on 
Clonal Selection Algorithm(CSA). This method can quickly obtain the global optimal 
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clustering with a clonal operator which combines evolutionary search, global search, 
stochastic search and local search, and then detect abnormal network behavioral 
patterns with a fuzzy detection algorithm. The advantage of this method is that it does 
not need to collect and classify the training data sets with artificial or other methods. 
Simulation results on the data set KDD CUP99 show that this method can efficiently 
detect unknown intrusion with a lower false positive rate and a higher detection rate. 

The subsequent sections are organized as follows: Section 2 briefly describes the 
fuzzy clustering theory used in this paper. Section 3 details an unsupervised k-means 
fuzzy clustering method based on clonal selection algorithm for intrusion detection. 
Simulation and results analysis are presented in Section 4 followed by the conclusion 
remarks and future directions for this work in Section 5. 

2   Fuzzy Clustering Theory 

Let data set 1 2{ }, , , n
sX Rx x x= ⊂ be a feature vector set of s-dimensional mode or 

pattern space. Sample set X is divided into fuzzy subsets 1 2, , kX X X , where k is an 

integer in [2, )n , and the fuzzy classified space fM is denoted as follows:  

1 1

[0,1]; 1, ; 0,|
k n

f il il il il
i l

M l n iμ μ μ μ
= =

= ∈ = ∀ ≥ ≥ ∀  (1) 

where ilμ is the membership degree of lx belonging to the i-th cluster. 

For any given dataset X , fuzzy clustering analysis can easily obtain its fuzzy k-
partition: [ ]il k nU μ ×= , where U is a fuzzy partition matrix. To obtain an optimal cluster, 

we firstly define an appropriate partition principle operator ( )D ⋅ , and assume set ip as 

the clustering prototype of each fuzzy subset, the nearness degree between the 
sample lx and the fuzzy data set iX can be measured by distortion ( , )il l id D x p=  

between the sample lx and the clustering prototype ip , where ( )D ⋅ is generally defined 

as a different measurement of some kinds of distance such that Euclidean distance or 
Mahalanobis distance. 

To ensure the clustering result can make things of one kind, researchers generally 
establish the objective function of a fuzzy cluster by minimizing the distortion 
between each sample and its modes, thus obtaining optimal fuzzy k-partition 

* [ ]il k nU μ ×=  where *U is the clustering prototype set and optimal clustering prototype 
* { |1 }iP p i k= ≤ ≤ of each cluster by optimizing its objective function. The general 

objective function of a fuzzy cluster is represented as follows: 

2

1 1

( , ) ( ) [ ( , )] , [0,1]
K N

m
il l i il

i l

C U P D x pμ μ
= =

= ∈  (2) 

where parameter m is the fuzzy control factor. Fuzzy k-means algorithm obtains its 
final clustering result by iteratively optimizing and minimizing the objective function. 
Fuzzy k-means algorithm is simple and has a high convergence rate, so it is widely 
used in intrusion detection fields. However, fuzzy k-means algorithm is very sensitive 
to initialization and falls easily into local optimization, unless excellent initialization 
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is obtained. A few years ago researchers presented another clustering algorithm which 
is base on genetic algorithm. This kind of clustering algorithm can converge at the 
global optimal point with high probability, but its disadvantage is that the 
convergence rate is low and the prematurity is easily occurred. 

3   Fuzzy Detection Algorithm Based on CSA 

To overcome the drawbacks of the conventional fuzzy k-means algorithm which is 
particularly sensitive to initialization and falls easily into local optimization, we 
optimize the objective function of unsupervised fuzzy k-means clustering based on 
clonal selection algorithm and then introduce this improved algorithm into anomaly 
detection. This novel clustering algorithm can not only performs cluster analysis with 
multi-type prototypes but also automatically determines the proper cluster number 
and cluster structures. 

3.1   Clonal Selection Algorithm 

Jeme proposed the immune network theory[4] in 1974, and in 2002, De Castro and 
Von Zuben[5] presented the clonal selection algorithm. The clonal selection algorithm 
is a novel artificial immune algorithm, which has the clonal operators to be applied to 
artificial intelligence according to the antibody clonal selection mechanism of biology 
immune system. Since the clonal selection algorithm has a colony search mechanism 
in nature, which helps to prevent it from falling into the trap of local optimization, it 
can converge to global optimization with a higher probability and higher speed. 
Therefore, compared with the clustering algorithms based on genetic algorithm, the 
novel fuzzy clustering algorithm based on clonal selection algorithm will have higher 
efficiency, and be more suitable for clustering analysis of large data sets. The 
advantage of the fuzzy clustering algorithm proposed in this paper is that it is 
extremely appropriate for the need of large data sets and high real-time characteristics 
in IDS.  

Clonal selection algorithm[6] is represented as follows: 

Step 1: n=0; initialize the population of antibody (0)A , and set parameters of 
algorithm, then calculate the affinity of initial population; 

Step 2: Conduct clonal operator operation, and obtain the following generation 
population ( 1)A n + based on affinity and scale of antibody clones in Step 1; 

Step 3:  n++; repeat Step 2 until the proposed iterations are completed; 
Step 4:  Stop. 

3.2   Fuzzy Clustering Algorithm Based on CSA 

To obtain optimal fuzzy clustering based on clonal selection algorithm, it is most 
important that we firstly encode the solution of clustering problem to antibody, then 
construct the affinity functions of antibody and antigen, and then finally select the 
most appropriate clonal operator. The detailed encoding scheme can be referred to can 
be found in reference [6]. The clonal operator plays a very important role in the 
process of the clustering algorithm, which mainly involves clonal operation C

cT , clonal 
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gene operation C
gT which consist of clonal recombination and clonal mutation, clonal 

selection operator C
sT and clonal death operation C

dT , and its flow is described as 

follows: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The flow of a fuzzy clustering algorithm based on clonal selection algorithm 

3.3   Fuzzy Detection Method Based on Clonal Selection Clustering Algorithm 

The unsupervised fuzzy k-means algorithm based on clonal selection algorithm for 
anomaly detection is based on two assumptions. First, the number of normal samples 
should far exceed the number of attacks. Second, the attacks themselves should be 
significantly different to the normal samples. This algorithm is guided by the 
knowledge that since the intrusions are correspondingly rare in number and are 
different to the normal samples, they show the special features in the data which can 
be detected. 

The algorithm proposed in this paper basically includes three parts: the data pre-
processing, the unsupervised fuzzy clustering algorithm based on the clonal selection 
algorithm, and the detection algorithm based on the unsupervised fuzzy k-means 
clustering algorithm. 

The first step of the data pre-processing process is encoding, which is essentially to 
establish a mapping between the solution space of problem and the searching space of 
algorithm. Because the aim of clustering is to get a fuzzy dividing matrix U and a 
clustering prototype P of data set X , where U and P are not irrelevant. We assume the 
clustering prototype P as an antibody, and encode its quantization as an antibody by 
connecting all the k features in the prototype based on each range of the value. The 
second step is the cluster process. The detail of the pre-processing process is 
represented as follows: 

Step l: Create initial population, then generate randomly initial antibody 

1 2(0) [ (0), (0), (0)]KA A A A= and each antibody represents a combined features with 

binary digital coding; 
Step 2: 0k = ; calculate affinity and decode each antibody into a corresponding 

combination feature to get a new training samples set, then calculate corresponding 
affinity ( ){ }(0)J A with the following formula  

Initialize Antibody Population 

Clonal Selection C
sT

Immune Gene C
gT

One Step Iterative 
Operator 

Antibody Encoding 

Clonal Death C
dT

Clonal Operation C
cT
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1
( )

1 ( , )
f A

C U P
=

+
 (3) 

Step 3:  If the iterative termination conditions have been satisfied (the conditions 
such as the affinity threshold or the iterative times), then we consider the optimal 
individual of current populations as the global optimal solution, else continue;

Step 4:  Perform the clonal operation C
cT to obtain ' ( )A k ;

Step 5:  Perform the immune gene operation C
gT to obtain '' ( )A k ;

Step 6: Perform the clonal selection operation C
sT to obtain a new antibody population 

( 1)A k + ; 
Step 7: Perform the clonal death C

dT : if ( 1)A k +  involves ( 1)iA k +  and ( 1)jA k +  

which satisfies the condition of ( ( 1)) ( ( 1)) max{ ( ( 1))}, ,i jf A k f A k f A k i j+ = + = + ≠ then 

randomly generate a new antibody, and randomly die ( 1)iA k + or ( 1)jA k + ;

Step 8: Calculate the affinity: obtain a new feature subset based on individual code 
in population, and then calculate affinity ( ){ }( 1)J A k + of ( 1)A k +  with formula (3) in 

Step 2; 
Step 9: k + + ; return Step 3;
Step 10:  Stop. 

After creating fuzzy k-means clusters with the above algorithm, we should label 
the clusters. According to the first and second assumptions we can deduce that the 
number of clusters containing normal data will be larger than that of clusters  

  

 
Fig. 2. Pseudo-code of labeling algorithm 

Algorithm:   Labeling algorithm 
        Input:   Cluster iC , threshold r and number of cluster _cluster num  

     Output:   Type of Cluster iC  corresponding to r  

 Process:  
                Begin 

                         1j = ; 
                         _k r cluster num= × ; 

                          While ( _ )j cluster num≤  
                               Selection 
                                    If ( )j k<  
                                       {Normal Cluster}jC ∈ ; 

                                     Else 
                                        {Abnormal Cluster}jC ∈ ; 

                               Mutation 
                                    j + + ; 

  End 
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containing abnormal data. So we can set a detection threshold r, then clusters with a 
larger number corresponding to r are labelled as “normal” classes and the rest of the 
clusters are labelled as ”abnormal” classes. 

Assume , 1,2, , _iC i cluster num= as the created original clusters, and r as the 

detection threshold. The labeling algorithm is described in Figure 2. 
This labeling algorithm[7] is simple and easily implemented. However, its validity 

depends on the sub-type number of normal samples. To reduce the false positive rate, 
we should ensure that the percentage of the normal samples in the training set is large 
enough to assure that each type of the normal samples used will have adequate 
representation compared to each sub-type of intrusion. 

The detection algorithm proceeds as below: 
Assume x as the network data packet to be detected. 

Step 1: Get ,1 _ix C i cluster num∈ ≤ ≤  with data pre-processing algorithm; 

Step 2: Get the attribute of iC with labeling algorithm; 

Step 3: If {Normal Clusters}iC ∈ , then {Normal data}x ∈ ; 

Step 4: Else {Abnormal data}x ∈ ; 
Step 5: Stop. 

4   Simulation and Analysis 

In this section, we experiment with the unsupervised fuzzy k-means clustering 
detection algorithm based on clonal selection algorithm by using the data set of KDD 
CUP99[8] which is one of the authoritative testing data set in current intrusion 
detection fields. 

KDD CUP99 data set is a version of the 1998 DARPA intrusion detection 
evaluation data set prepared and managed by MIT Lincoln Labs, which contained a 
wide variety of intrusions simulated in a military network environment. It consists of 
4,898,431 records, of which 3,925,650 are attacks, and contains 22 different types of 
attacks that can be classified into four main categories: denial of service(DoS), 
unauthorized access from a remote machine(R2L), unauthorized access to local 
superuser(root) privileges (U2R) and surveillance and other probing (Probing). 

The whole KDD CUP99 data set is too large, so we must filter the raw training 
data sets in order to satisfy the two assumptions above. About 1.73 percent(84,582) of 
instances which include 930(less than 1.1 percent of total training sets) attack  
 

Table 1. Numbers and types of attacks of training data set 

Classes Name and number of sub-classes 
DoS(400) neptune(196)  smurf(204) 

imap(4)  xsnoop(12)  xlock(15)  phf(5)  ftp_write(12)  named(17) 
R2L(210) 

sendmail(19)  guess_passwd(45)  warezmaster(41)  multihop(40) 
loadmodle(2)  buffer_overflow(30)  xterm(35)  rootkit(20)  ps(27) 

R2L(210) 
perl(4) 

Probing(202) ipsweep(80)  nmap(38)  satan(84) 



648 F. Lang, J. Li, and Y. Yang 

instances as a training set is used to evaluate the performance of the system. Table 1 
shows the number and types of attacks in the training data set. 

Before using the detection algorithm for anomaly detection, we should firstly 
normalize the attributes of the data, because the original data set includes numeric and 
symbolic characteristic variables and different characteristic variables have different 
measuring standards. If we don’t pre-process the data sets there will be an abrupt 
deviation. The pre-treatment is described as follows:  

(1) Convert symbolic characteristic variables into numeric characteristic variables. 
(2) Normalize every field of every data to the closed interval [0,1]. 

In order to evaluate the performance of the clustering method presented in this 
paper, we choose 4 groups of data sets, and every group includes 42,791 records. 
Group 1 and group 2 are selected from training sets while the other two group data 
sets are selected from KDD CUP99 data set which does not include training sets so 
that we can evaluate the efficiency of unknown attack by using the algorithm 
proposed in this paper.  

To evaluate the performance of the algorithm proposed in this paper, we use two 
elements to define the accuracy of an anomaly detection approach: Detection 
Rate(DR) and False Positive Rate (FPR). DR equals the number of intrusions divided 
by the total number of intrusions in the data sets. And FPR equals the number of 
normal instances divided by the number of normal instances in the data sets. The 
value of DR is expected to be as large as possible, while the value of FPR is expected 
to be as small as possible. 

DR and FPR are the most important indicators in the anomaly detection system, and 
always correlate tightly with the performance of the anomaly detection. DR, which is 
the percentage of abnormal samples correctly classified(considered abnormal), can be 
enhanced at the cost of increased FPR, which is the percentage of the normal samples 
incorrectly classified(considered abnormal), so we must choose an approximate 
detection rate and false positive rate in order to get a higher detection performance. 

Table 2. Detection results of group 1 and group 2 with different threshold r 

Group 1 
 

Group 2 
 r (%) 

DR(%) FPR(%) DR(%) FPR(%) 
14 90.04 9.04 95.26 4.71 
16 88.49 3.85 92.12 2.63 
18 87.14 2.18 84.75 1.30 
20 84.10 1.29 82.54 1.12 
22 83.25 1.24 73.58 0.88 
24 80.15 1.54 77.78 1.56 
26 76.25 1.82 71.25 1.37 
28 70.24 3.34 70.45 1.64 
30 69.57 2.90 68.52 2.14 
32 69.47 6.95 40.25 1.75 
34 62.14 10.36 39.45 3.95 
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Table 3. Detection results of group 3 and group 4 with different threshold r 

Group 3 
 

Group 4 
 r (%) 

DR (%) FPR(%) DR (%) FPR(%) 
14 82.24 9.14 87.54 4.86 
16 81.58 5.44 76.25 4.77 
18 76.58 2.39 76.06 1.85 
20 76.25 1.27 75.65 1.45 
22 74.21 1.28 74.12 1.09 
24 70.58 1.96 73.25 1.13 
26 69.65 1.66 62.15 1.05 
28 64.54 1.90 54.25 2.71 
30 62.12 1.73 48.54 3.73 
32 60.25 3.35 40.15 3.35 
34 54.25 9.04 40.02 4.00 

 

Table 2 and Table 3 show the results of DR and FPR when different thresholds r 
are chosen. To determine the most appropriate value of threshold r, we use a trial-
and-error method to carry out the experiment. Initially, we assume the value of r as 
14, and then change the value of r to obtain different DR and FPR. From Table 2 we 
can conclude that DR and FPR of every group reduce with our estimation. The 
smaller the value of r, the greater the number of the instances labelled as “anomaly”; 
and the larger the detection rate, larger the false positive rate. 

Figure 3 shows the relationship between the detection threshold r and the ratio 
DR/FPR. From Figure 3 we obtain the most appropriate value of the detection rate r 
when r is equal 22 percent, so we adopt this value for the next experiment. 
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Fig. 3. Detection results with different threshold r 
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When r is equal to 22 percent, we conduct the experiment with group 3 and group 
4. The experiment results are shown in Table 4. The known attacks(KA) are defined 
as attacks including both training sets and the test sets, such as intrusions listed in 
Table 1. The unknown attacks(UA), however, are intrusions which include test sets 
but do not include training sets, such as udpstorm intrusion in DoS and portsweep 
intrusion in Probing. 

Table 4. Detection rate to known and unknown attack when r is equal to 22 percent 

Group 3 
 

Group 4 
 Classes 

KA (%) UA (%) KA (%) UA (%) 
DoS 64.84 48.45 67.54 52.23 
R2L 48.53 28.42 44.40 10.10 
U2R 80.04 68.85 89.87 58.75 

Probing 78.49 76.45 82.41 80.85 
Average 67.98 55.54 71.06 50.48 

 

From Table 4, we can see that the algorithm proposed in this paper obtains high 
detection rates in U2R and R2L, this result also coincides with our estimation too. 
Because many R2U attackers pretend to be legal users to use the network or use it in a 
seemingly legitimate way, their features are similar to the normal samples. Therefore, 
the algorithm may cluster these instances together and the attacks will be undetected. 
In addition, just because there are so many instances of the intrusion that it occurs in a 
similar number to normal samples, the algorithm has difficulty in the detection of 
DoS attacks, and may also label these samples as normal samples. The over 50 
percent average detection rate of unknown attacks in group 3 and group 4 shows that 
the fuzzy clustering algorithm based on clonal selection algorithm proposed in this 
paper can efficiently detect unknown intrusions. 

5   Conclusion and Future Work 

The aim of this paper is to increase the detection rate and reduce the false positive rate 
of anomaly detection systems by using the unsupervised fuzzy k-means clustering 
algorithm based on clonal selection algorithm, it overcomes two disadvantages of 
conventional k-means algorithm, which is sensitive to initialization and fall easily into 
local optimization. Simulation results on data set KDD CUP99 show that the method 
proposed in this paper can not only detect unknown intrusion but also have lower 
false positive rate and higher detection rate.  

However, we must clearly realize that there is still a lack of efficient methods for 
choosing threshold r which is a standard of normal clusters and abnormal clusters, 
and we can only determine the value of threshold r by experiment. One direction that 
we are pursuing after this study is to applied swarm intelligence technology, such as 
Ant Colony Optimization(ACO), Particle Swarm Optimization(PSO) or Marriage in 
Honey Bees Optimization(MBO) to the research on anomaly intrusion detection for 
further lower false positive rate and higher detection rate. 
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Abstract. The traditional prevention methods of anti-virus software cannot pro-
vide a safe network against malicious worms. In this paper, we research an anti-
worm mechanism that actively distributes the anti-worm code to the authorized
hosts. We propose a Balanced Tree based Propagation strategy(BTP) for an anti-
worm strategy with a mathematic model. By varying the model parameters, the
impacts can be studied. Some simulation results show us that the new strategy is
effective and feasible.

1 Introduction

Recent virus and worm outbreak have demonstrated that network computers continue to
be vulnerable to new attacks. Security flaws still exist. First, the software itself is often
written in an insecure manner. Also, when vulnerabilities are announced with corre-
sponding software patches, many people are slow to apply patches to their computers
for various practical reasons [1]. Weakly protected computers can be compromised,
putting the entire community at risk, including secured computers that can still be im-
pacted by the traffic effects of a worm outbreak. Besides, the non real-time characteris-
tics of current defense approaches such as antivirus software render it highly ineffective
against zero-day worms [2] (such as Witty, which appeared one day after the exploited
vulnerability was announced).

Slammer provided the first real-world demonstration of a high-speed worm’s capa-
bilities [3], quickly reaching far beyond the speed of human’s reaction. It is reasonable
to predict that in the near future attackers will continue to implement a variety of strate-
gies to increase their worms’ spreading speed and overcome our defenses in spite of
new countermeasures.

To recover from a worm quickly, defense measures such as the patch code or worm
killing signals should be distributed as quickly as possible. However, once hundreds and
thousands of nodes have an urgent demand for the same code, the network and patch
management system will collapse. However, as soon as one transporting patch code
finishes, the network then has two ‘servers’, with which it can then serve other nodes.
As this process evolves it is easy to see that the number of served nodes in the network
will grow exponentially. This behavior will act as the worm itself: choose the victim
node; transfer itself to that node and the newly received nodes began to serve others.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 652–661, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this paper we consider a fast self-spreading method to distribute worm defense
codes. We propose the BTP (Balance Tree-based Propagation) algorithm for anti-worm
propagation and study its performance characteristics. We model the propagation based
on age limited branching processes. We also model the malicious worm and anti-worm,
two of its cross-propagation ’competitors’. In addition to our mathematical model,
packet based experiments are also carried out to prove its efficiency. Our analytical
results and experiments suggest how quickly and smoothly our worm defense code can
spread to fight malicious worm disease.

The paper is organized as follows. Section 2 introduces related work on this topic.
Section 3 gives a definition for anti worm. Section 4 presents the balance tree based
propagation strategy. Simulation results are shown in section 5. We conclude with
section 6.

2 Background

To date, most existing so-called anti-worm strategies have proven to be poor examples.
But there are some good examples of beneficial self-replicating codes, usually in the
form of automatic update programs or antivirus software. However, these approaches
are insufficient when a malicious worm breaks out and thousands of hosts are under
threat.

Early work by [4] in studies on transforming a malicious worm into an anti-worm
and an anti-worm generation architecture is given. A Few researchers have used an-
alytical models to study several worms’ propagation. For example, [5] constructed a
propagation model of worms together with anti-worms and gave an action-based tax-
onomy of Internet worms which differentiate the malicious worm from the friendly
worm. The author in [6] also proposed a worm-anti-worm model based on the two fac-
tor model [7]. Some related research topics without further studies are suggested in this
paper. These are the foundations for future work. The proposed anti-worm in its current
form still has some practical issues, such as ethical and trust problems, although private
companies or schools can use anti-worm in local networks where they have full legal
access authority.

This paper focuses on a worm propagation strategy with controllability and cost
efficiency. How to exploit a vulnerability, how to kill the malicious worm and how to
patch systems are not part of our discussion.

3 What is an Anti Worm

In this section, we will give a general description of anti-worm to differentiate
the anti-worm from the malicious worm. Some characteristics are provided to limit
its capabilities.

3.1 Definition

Anti-worm is a self-replicating program to fight against the malicious worm. As an
example, host A knows that a host B is vulnerable to the particular exploit that the
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worm uses to propagate, unless the worm itself removes that vulnerability. By using the
authorized interface, host A can automatically transfer its defense code to host B and
try to cure it from infection and even patch it. So, the anti-worm can be also regarded as
a worm-to-worm agent, an agent with more autonomy, more reactivity, and more social
ability.

Definition 1. Anti-worm is an active defense mechanism with mobile code to remove
the vulnerabilities on the authorized network host which have or will have been used by
attackers.

Anti worm will not take charge of all internet security. Instead, its aim is to spread
over the authorized hosts to protect those hosts from being threatened. Therefore, the
attacking components are not necessary for anti-worm and we could use more legality
methods such as a real time client to receive the anti-worm. Below, vulnerable hosts
will refer to the authorized hosts with security flaws.

3.2 Spreading Process

A worm may consist of several parts and here we talk only about how the spreading
process works. The spreading process can be separated into four stages: selection, prob-
ing, attacking and self-propagating (See Figure 1). These issues may greatly impact on
the efficiency of anti-worm propagation.

probe

respond

respond

attack

Self-propagate

Infected host Victim

Fig. 1. Spreading Process

4 The Study of Anti-worm Spreading Strategy

The greedy spreading strategy of the malicious worm represents a persistent threat to the
Internet. The strategy of the anti-worm is to avoid from such rapid unlimited scanning,
as well as some useless re-scanning and frequency scanning from one local network to
the other.

4.1 The Balanced Tree Based Propagation

Our aim is to have each vulnerable hosts receive only one copy of the anti-worm
via the shortest route path. We denoted the whole network as an undirected graph
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G = G(V, E), while V = {v1, . . . , vn} is the set of vulnerable hosts in the network
and E = {eij}, eij ∈ E if there is an edge connecting two nodes vi and vj . Then,
G1 ⊂ G is a directed graph denoting the anti-worm path in the network, while V1 ⊆ V
represent the infected hosts in the network and E1 ⊆ E is the worm’s spreading path,
eij ∈ E1 if host visends a worm copy to host vj . So G1is growing with time and in
each time unit there will not be an added edge such as eij if ekj or eji is already exist.
This means there will not be a repeated edge and the indegree of each node is only one.
We also hope the outdegree of each node in G1 is almost equal.

Balanced Tree based Propagation (BTP): the full histlist we obtained is the set V ,
which is composed with nodes marked with v1,. . . ,vn. Anti worm spreads from one
node (v1 for example), infects the node and then sends the copy to the next nodes (v2,
v3, . . . for example). The worm will spread forward through the descendant’s node and
usually every non-leaf node has fixed descendant nodes. Usually, G1, the worm spread-
ing path graph, is a balanced tree at a time step (Figure 2 with degree 2). Noted that
all the vulnerable host addresses are given in advance from the information collected in
steps, some of which may already be down, and some of which may not vulnerable. We
consider all the nodes in the list and organize them to be a balanced tree.

1

2 3

54 6 7

Fig. 2. Worm Spreading Path of BTP

Below, we present the pseudo-code of BTP.

BTP algorithm
vi(i = 1, · · · , n)is the ith hosts with vulnerability.
Λi is the subtree list of nodes, and vi is the root node of the subtree.
|Λi| is the number of nodes in the subtree list.

1. foreach (infected host vi)
2. {
3. send the ok signals to his father;

kill the malicious worm; patch the host;
4. while ( |Λi| − 1 > 0) {
5. foreach ( vj ∈ {immediate subsequence of vi}) {
6. tmp v = vj ;
7. while ( Send probe(tmp v) == Fail || Is infected(tmp v) == True) {
8. Λtmp v = Λtmp v − tmp v ;
9. tmp v = GenerateTree (Λtmp v) // tmp v is the root of subtree Λtmp v

10. }
11. Send worm(tmp v);
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12. Send list(Λtmp v);
13. if (Waiting response()== Null) {
14. Λtmp v = Λtmp v − tmp v;
15. tmp v = GenerateTree (Λtmp v) // tmp v is the root of subtree Λtmp v

16. }
17. else
18. Λi− = Λtmp v;
19. write the log file;
20. }
21. }
22. add an infected identifier to vi; kill itself;
23. }

Anti-worm on each node will kill itself after it sends copies to its sons. The number
of sons is limited, so the time consumption for each node is constant. If there is N
vulnerable hosts, the BTP strategy will spread over the hosts in O(logN).

4.2 Epidemic Model Introduction

First, we briefly introduce the epidemic model [8,9] to give a general evaluation for ran-
dom scan strategy, which is widely used by malicious worms. The traditional epidemic
model assumes that each host owns one of two states: susceptible and infected. The
model also assumes that once a host is infected by a worm, it remains in the infected
state forever. Suppose I(t) is the number of infected hosts at time t, N is the number of
all vulnerable hosts in the network, then N − I(t) is the number of susceptible hosts at
time t. k is the infection rate of the worm. Some of the scans will hit invulnerable hosts
in the network, so that k should be retouched as the effective infection rate which is the
number of infected hosts hit by a host per unit time. And Δt is the small time interval.
Thus the number of newly infected hosts during (t, t +Δt) equals the number of hosts
which receive the worm scanning. That is: I(t + Δt) − I(t) = kI(t)[N − I(t)]/N .

If Δt → 0, we derive the traditional epidemic model:

dI

dt
= kI(1 − I

N
) (1)

Equation(1) gives the increasing rate of infected nodes varying with time. It shows
us the random scan worm will infect all N vulnerable hosts in O(logN) time.

The epidemic model provides the basic intuition for the worm spreading. However,
the model is somewhat idealized. We have assumed that there is no congestion and that
there are no patching factors in the system.

4.3 Modeling the Anti-worm

Next we consider about the BTP model for anti-worm spreading. Assume that each
host owns one of three states: susceptible, infected and quarantined. A host infected by
a BTP worm recovers from the infected state and stays in the quarantined state after it
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sends d copies forward. Suppose S′(t) is the number of susceptible host at time t. I ′(t)
is the number of active infected hosts which are sending scans at time t. Q′(t) is the
number of quarantined hosts at time t, N is the number of all vulnerable hosts in the
network, and N = S′(t) + I ′(t) + Q′(t). k′ is the infection rate of the worm. Thus, it
will spend the worm d/k′ unit time long to send d scans. In other words, each infected
host will send scans at d speed, branch its hitlist to its descendants and die after d/k′

unit time.
Using the assumptions listed above, the BTP model can be written as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

dI ′(t)
dt

= k′I ′(t) − dQ′(t)
dt

if t > 0

dI ′(t)
dt

= 0 if t ≤ 0

dQ′(t)
dt

=
dI ′(t − d/k′)

dt

(2)

Simulating with Matlab Simulink, we obtain the numerical solutions of BTP model
(Equation 2) and plot them in Figure 3(a) for parameters N = 6 × 106, I ′(0) = 1,
Q′(0) = 0, k′ = 2, d= 2 in BTP model equation 2and I(0) = 1, k = 1 in epidemic
model Equation 1. Y axis for BTP model in Figure 3(a) indicates both active infected
and quarantined hosts by the BTP worm. Figure 3(a) shows that the time T taken by
the BTP worm to spread around the network is shortened compared to the random scan
worm since the effective infection rate k′ is increased.
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Fig. 3. Worm Model Results

We reconsidered about Equation 2. If d → ∞, than dI(t)/dt → k′I(t). That is
to say if the degree of worm tree is unlimited, the BTP worm turns out to be the per-
fect worm [10]. That is once a node gets infected, it sends the scans at its top speed,
and every one of its scans can reach the target and infect a new host. We limit the de-
gree of the worm tree, or its living age, for an infected host because scanning every
infected host at top speed will keep the computing resources occupied and bandwidth
exhausted.
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4.4 Modeling Two Worms

The goal of an anti-worm is to restrain the propagation of a malicious worm. We give
the cross-spreading model of two worms.

We release the BTP worm at t = t0, when the number of susceptible hosts is S(t)
and the number of hosts infected by a random scan worm is I(t). The average effective
number of scan sent by the random scan worm is kI(t)S(t)/N per time unit.

BTP worm will remove both the susceptible and random-scan-infected hosts. The
number of hosts removed from susceptible state hosts at time t is called as R(t), and
the number of hosts removed from random-scan-infected state hosts at time t is called
Q(t).

Considering Equations (1) and (2), the cross-spreading model can be derived.
We can also plot the numerical solutions of the cross-spreading model and plot

them in Figure 3(b), compared with the random scan worm propagation (Equation 1).
Parameters are N = 6 × 106, I(0) = 1000, k = 1, Q(0) = I ′(0) = 1, R(0) = 0,
Q′(0) = 0, k′ = 1.7, d = 2. Y label in Figure 3(b) indicates the number of hosts
infected by the random scan worm.

The curve of the cross-spreading model rises into its peak value, which is much
lower than the original random scan model, and falls down rapidly because the number
of recovered hosts by the anti-worm in a time unit is greater than the number of newly
generated vulnerable hosts at the same time.

We can also find other characteristic of the anti-worm’s spreading. As the infection
rate of anti worm k′ grows, the maximized value of infected hosts is greatly decreased.
As the I(0) decreases, it takes less time to kill the malicious worm. That is to say, the
earlier we release the anti-worm, the better the result we will obtain. This complies with
our intuition. The effect of the degree on worms’ propagation, is that the increase will
slow this down. However, it has its limits. When the degree value gets much bigger, the
slowing down space gets much smaller.

5 Experiments

In this section, we present a set of packet based simulation results that demonstrate the
feasibility of BTP model.

5.1 Simulation Methods

The traditional epidemic model gives us some significant abstraction from worm be-
havior. That is, considering all individuals to be units of a population with certain states
and the detailed transmission mechanics are translated into a probability to get the node
infected. These simplifications provide fundamental assumptions about worm models
which are also limitations for the models. Then, a more reliable simulation method
should be taken to study the characteristics of anti-worm spreading.

The propagation procedures are concluded as: identify a vulnerable host, compro-
mise the target host, transfer the worm and activate it. For some cases all of these steps
can be combined into a single packet. Still, vulnerability details are negligible.



An Anti-worm with Balanced Tree Based Spreading Strategy 659

We carry out experiments using PDNS (Parallel Distributed Network Simulator)
[14]. Our network is composed of 100 interconnected campus network (CN). Each CN
has 12 subnets. And each subnet has one Class B IP network spaces, where the vulner-
able hosts are uniformly distributed.

Table 1 provides an overview of all worm and network parameters implemented by
our simulator.

Table 1. Simulation Parameters

Parameters Unit Value

Hosts in the Network Hosts 307,200

Vulnerable Hosts Hosts 50,400

Start Population Hosts 307,200

Scanning Rate Hosts /second 1

Bad Worm Length Bytes 404

Anti worm Length Bytes 700

Protocol (TCP/UDP) – UDP

Degree of BTP worm – 2

5.2 Results

We have conducted simulation for both single worm spreading and two worms’ cross
spreading. Due to space restrictions, we will only present the results of the cross spread-
ing simulation. For detailed information, please refer to our technical report.

Experiment 1 (Single Worm Spreading). The first experiment is about single worm
spreading, including both the random scan worm and the BTP worm. The main goal
of the proposed anti-worm is to stop the spreading of the bad worm. Therefore the
anti-worm itself needs to spread faster than the original worm.

Figure 4(a) shows our simulation results with a single infected host. With the para-
meters listed in Table 1, the effective scan rate can be computed as 1×(50400/307200)≈
0.16 hosts per second. It takes the random scan worm more than 100s to infect 50,400
hosts. Compared with Figure 3(a) in the mathematical model, the worm’s spread slowed
down in the PDNS platform. That is because some factors such as bandwidth and trans-
port delays are ignored in the mathematical model.

Experiment 2 (Two Worms Cross-spreading). The second experiment is about two
worms cross-spreading. The hosts infected by BTP worm will be immune to the random
scan worm attacks. We take our experiments with different relatively released time t =
0s and t = 120s. We also plot the random scan worm spreading curve for reference.
Parameters are the same as the first experiment.

We can see from Figure 4(b) that in spite of limited bandwidth and increased latency,
BTP worm spreading can still decrease the number of vulnerable hosts rapidly. Besides,
owing to packet loss and latency in simulation, the curve experiences a slight deviation
compared with the one in Figure 3(b). Its survivability is proved to be acceptable and
its effect is remarkable during any stage of malicious worm spreading.
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Fig. 4. Simulation Results

Experiment 3 (Network Impact). We give the notion HPT (hops per time unit, the
whole hops that worm packets have ever passed during spreading) to depict the network
impact of the worm. In this case, HPT taken by the anti worm is as destructive as that
taken by the bad worm. We hope that introducing the anti-worm won’t make things
even worse.

We keep the trace files of experiments listed above and compute their HPT values.
Figure 4(c) shows the network impact curves. We can see clearly from the random worm
and BTP worm curves that the network impact taken by BTP worm is much lower than
the random scan worm. And the maximal value in the curve of BTP worm is earlier than
that of random scan worm because the former spreads with more efficiency. Besides, the
curve of BTP worm rises to the maximal value and falls down to zero quickly because
the BTP worm in each host has a fixed age time and then kills itself. The other two
curves are about the HPT curves in Experiment 2, two worms cross-spreading with
different relative release times. No matter when it is released, the anti-worm can spread
over the network quickly to kill the malicious worm and quarantine the system. Its
spreading won’t aggravate the disease as the HPT of two worms spreading is lower
than the HPT of a random scan spreading at any time. And when the relative release
time is earlier, the network impact is lower, which fits our intuition.

5.3 Discussions

We considered two parameters above in different scenarios to show the efficiency of our
model. One is the host infected by the malicious worm, and the other is the packet hops
of the worm as it spreads. We know from the falling curve of the first parameter that
the BTP worm can spread rapidly and has the ability to fight against the random scan
worm. The curve of the second parameter tells us that anti-worm spreading will help to
ease the traffic burden taken by the random scan worm.

However, we also noted that a series of standards should be made for anti-worm
spreading. For instance, the maximum speed of the anti-worm, the maximum impact
value we can withstand, etc. We leave these problems to further research.

6 Conclusions

In this paper, we have proposed the BTP algorithm for anti-worm spreading. We give
the mathematical model and also discuss the BTP worm spreading together with the
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random scan worm. The result shows that the BTP worm is rapid in spreading over the
network in O(logN) time. After releasing the anti-worm, the epidemic situation will be
slowed, and the anti-worm will not bring greatly increase the traffic load on the network.
Besides, the controllability and traceability of BTP are shown to be acceptable. The
experiments taken on the PDNS platform shows us its feasibility.
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Abstract. This paper presents an application of a new type of fuzzy inference 
system, denoted as evolvable-neural-based fuzzy inference system (EFIS), for 
adaptive network anomaly detection in the presence of a concept drift problem. 
This problem cannot be avoided to happen in every network. It is a problem of 
modeling the behavior of normal traffic while it keeps changing over time in 
continuous manner. EFIS can solve the concept drift problem by having dy-
namic network traffic profile creation and adaptation. The profile is then being 
further used to detect anomaly. An enhanced evolving clustering method 
(ECMm), which is employed by EFIS for online network traffic clustering, is 
also presented. It is demonstrated, through experiments, that EFIS can evolve in 
a growing network and also successfully detect network traffic anomalies. 

1   Introduction 

The complexity and dynamic feature of network monitoring and traffic measurement 
task require sophisticated methods and tools for building online and adaptive intelli-
gent systems. Such systems should be able to grow as they operate, to update their 
knowledge and refine its structure through interaction with the network. Numerous 
research works have been devoted to propose new methods and techniques in profil-
ing network traffic. The approaches are taken ranging from using statistical method 
with K-Means clustering and approximate distance clustering [1]. The previous work 
included of using data mining techniques to mine the network traffic and generate the 
profiles in terms of rules [2], and using three different approaches to specifically pro-
file network application behavior by rough sets, fuzzy C-Means clustering and Self 
Organizing Maps [4], etc.  

Thus far, most of the works were done in offline mode which requires data collec-
tion, data analysis, and profile creation phase to be completed first. The drawback of 
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this offline approach is its static nature. Static here means if changes happened to the 
network traffic behaviors, all the phases need to be repeated again in order to adapt to 
the new network characteristics. This problem is known as the concept drift problem. 
The concept drift problem may happen if, in the future, there are changes in the sys-
tem and network activities as well as user behavior due to hardware upgrades, type of 
software that being used in the network, topology changes, more nodes added into the 
network, etc. 

Apart from that, there are some works, which use online mode, proposed to detect 
network anomaly. They include using inductively generated sequential pattern to de-
tect anomaly [6], using nearest neighbor classifiers based online learning scheme to 
examine the issues of incremental updating of system parameters and instance selec-
tion [7], using reinforcement learning method that uses feedback from the protected 
system to detect network attack [8], and using fuzzy association rule mining architec-
ture to adaptively detect anomaly [9]. But unfortunately, all these works require prior 
knowledge of the underlying network traffic data distribution in advance, in order to 
train the system first. Most of it will only adapt its previously trained structure instead 
of growing from the scratch. The main issue is that none of these works can learn and 
adapt automatically without the presence of an expertise (network administrator) at 
the beginning of each adaptation cycle.  

In this paper, we propose a model called evolvable-neural-based fuzzy inference 
system (EFIS) for online and adaptive network traffic profiling and anomaly detection 
in the presence of a concept drift problem. A clustering method, which is used by 
EFIS for online network traffic clustering, called an enhanced evolving clustering 
method (ECMm) is also proposed. 

The rest of the paper is organized as follows. Section 2 gives a description of an 
enhanced evolving clustering method (ECMm) which is used in the EFIS model for 
partitioning the input space. In Section 3, the design and structure of EFIS are pre-
sented. Section 4 presents the results from the first experiment which focuses on 
demonstrating the ability of ECMm to profile network traffic input streams and EFIS 
ability to evolve the profile. In Section 5, the results from experiments with the 1999 
DARPA intrusion detection evaluation benchmark corpus are presented. Finally we 
summarize our conclusions and future work in Section 6. 

2   ECMm: An Enhanced Evolving Clustering Method 

As an online clustering method, the original Evolving Clustering Method (ECM) al-
gorithm performs well on one-pass partitioning of an input space. Together with its 
extension for offline optimization ECMc, it is a powerful method to partition scarce 
inputs. ECM is one of the ECOS branches for online unsupervised online clustering. 
It is a fast one-pass algorithm for dynamic clustering of an input stream of data, where 
there is no predefined number of clusters. It is a distance-based clustering method 
where the cluster centers are presented by evolved nodes in an online mode [5]. 

Here we introduce ECMm, an enhanced evolving clustering method for the pur-
pose of clustering network traffic data streams. ECMm is used by EFIS to obtain net-
work traffic profile from the results of the clustering process. The ECMm algorithm 
itself is basically a combination of ECM algorithm and its extension ECMc so that it 
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can use the number of cluster created in previous process and optimize its cluster cen-
ter in online mode. By having a continuous process of online clustering, the system 
can adapt accordingly in the presence of concept drift. Below is the algorithm of 
ECMm: 

Step 1. If it is not the first time, initialise the cluster centre CCj, j = 1,2,3,…,n, that al-
ready produced before. Else, go straight to Step 6 to start creating new clusters. 
Step 2. Determine the membership matrix U in which each of its element uij derived 
from: 

IF || xi - CCj ||  || xi - CCk ||, for k = 1,2,3,…, n, j  k,  
THEN uij = 1, else uij = 0 

(1) 

Step 3. Employ the constrained minimisation method to modify the cluster centres. 
The constraint can be expressed as, 

|| xk - CCj ||  Dthr (2) 

Step 4. Calculate the objective function J  defined by the following equation: 

J = 
=

n

j
jJ

1

 
(3) 

where Jj = k, xk ª Cj || xk - CCj || is the objective function within cluster center Cj for each 
j = 1,2,3,…, n. 
Step 5. Go to Step 7, if the result is below a certain tolerance value, or the result 
when compared with the previous iteration is below a certain threshold, or the itera-
tion number is the optimizing operation is over a certain value. Else, go back to  
Step 2. 
Step 6. Create the new cluster C1 (if the first time) by simply taking the position of 
the first example from the input data stream as the first cluster centre CC1, and setting 
a value 0 for its cluster radius RU1.  
Step 7. If all examples from the data stream have been processed, the clustering 
processes finished. Else, the current input example, xi, is taken and the normalized 
Euclidean distance Dij, between this example and all n already created cluster centres 
CCj, 

Dij = || xi - CCj || , j = 1,2,3,…,n (4) 

is calculated. 
Step 8. If there is a cluster Cm with a centre CCm, a cluster radius RUm and distance 
value CC1 such that: 

Dim = || xi - CCm || = min {Dij } = min { || xi - CCj || }, for j = 1,2,3,…,n; (5) 

and 

Dim < RUm (6) 

when the current xi belong to this cluster, then go back to Step 7. 
Step 9. Find a cluster Ca with a centre CCa a cluster radius RUa, and a distance value 
Dia which has a minimum value Sia: 

Sia = Dia + RUa = min{Sij}, j = 1,2,3,…, n (7) 
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Step 10. If Sia is greater than 2 x Dthr, the example xi does not belong to any existing 
cluster. Then repeat the process from Step 6 to create a new cluster. 
Step 11. If Sia is not greater than 2 x Dthr, the cluster Ca is updated by moving its cen-
tre, CCa, and increasing its radius value RUa. The updated radius RUa

new is set to be 
equal to Sia/2 and the new centre CCa

new is located on the line connecting input vector 
xi and the old cluster centre CCa, so that the distance from the new centre CCa

new to the 
point xi is equal to RUa

new. Back to Step 7. 

There are two types of traffic data model to be clustered. The first one is overall 
data (without filtering) and the second one is application based (currently we only fo-
cus on http, icmp and NetBIOS packet) data. The clustering process will then be per-
formed on each model by using captured time, total packet and its size information. 

3   EFIS: An Evolvable-Neural-Based Fuzzy Inference System 

Here we propose EFIS, an evolvable-neural-based fuzzy inference system for profile 
creation and network traffic anomaly detection in online mode. EFIS utilizes the 
evolving connectionist systems framework which makes it able to evolve in open 
space to dealt with concept drift problem and continuously monitor the network traf-
fic to detect anomaly in online and lifelong mode. The general idea of EFIS comes 
from a combination of the features and structures of HyFIS [10] and DENFIS [5] 
model so that it is more suitable for network traffic data. 

The connectionist structure of EFIS closely follows the HyFIS model but the input 
partitioning method, rule extraction and creation method, and membership function 
type closely follow the one in DENFIS model. The choice of adopting the feature of 
DENFIS in partitioning the input space into EFIS is inline with our work in proposing 
ECMm (see Sect. 2) since DENFIS uses ECM as the clustering method and ECMm is 
based on ECM. 

Just like HyFIS and DENFIS, one of EFIS main feature is that it is adaptable; the 
membership functions of the fuzzy predicates and the fuzzy rules can be adapted if 
necessary. EFIS uses triangular type of membership functions following the 
DENFIS structure. While the fuzzy rules that EFIS uses in its neuro-fuzzy model 
structure (will be explained shortly) is the type of rule with certainty degree or 
known as Certainty Factors (CF) similar to the one on HyFIS model and the format 
is given below: 
IF (T is A1) AND (P is A2) AND (B is A3) THEN status is C 
where T, P, and B represent time, total packet, and total byte respectively, while An 
and C are fuzzy values. 

There are two main parts of EFIS structure, the first one is the Profile Creation and 
Management (PCM) module which creates and extracts rules from ECMm results, 
and the second one is the Neuro-Fuzzy Model (NFM) module which is a 5 layer neu-
ral network-based fuzzy system. The PCM module connects EFIS model with ECMm 
in order to partition the input space. Fig. 1 shows the proposed general EFIS  
architecture. 
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Fig. 1. EFIS model general schematic block architecture 

The results from ECMm are passed to the first module and it then extracts the rules 
using information of each created cluster (following DENFIS model), thus each rule 
is representing each cluster. Basically all the resulted rules are showing the normal 
condition, hence to detect anomalies simply match any deviation from this rules. That 
is, clusters resulted as outliers are not extracted as rule. Clusters are considered as out-
liers using the following scheme: 

IF RUa  Dthr/3 OR total instances in Ca  6 
THEN Ca considered as outlier (8) 

For membership functions of total packet and total byte, the number of total packet 
and total byte are doubled for the upper fuzzy intervals boundary value while the 
lower value is zero. One thing to note is that the three membership functions of total 
packet are similar to membership functions of total byte as total packet and total byte 
are strongly correlated. 

Based on those rules, the module then creates and adapts the profile of that particu-
lar day. The presence of these profiles can be manually evaluated by network admin-
istrator since EFIS provides explanation module which can be used to view all the 
rules in a particular profile. This would avoid black box symptoms like most connec-
tionist systems do (especially neural network based systems) and network administra-
tor can derive why such alarms was raised. Then these profiles are later being passed 
to the second module to be inserted into the neuro-fuzzy structure. The adaptation of 
the rule is following the evolving procedures given below: 
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1. Compare the newly resulted profile with the last week profile, and mark all the 
changes. 

2. Check for generated alarms and recorded actions by the administrator and match 
every event with the previously marked profile changes. 

3. If an action is taken by the administrator, keep the old rules unchanged. Else, 
evolve the rules by: 

2

old
VnAresulted

Vn(Aold
VnAnew

VnA
)−

±=  (9) 

where n = sets of profile changes event without action taken by network administra-
tor, and each is calculated such that AV are the antecedent of total packet for V =1 and 
antecedent of total byte for V =2. Meanwhile the adaptation of the time interval is 
done by shifting the beginning and ending time accordingly. 

Each rule extracted from ECMm results has several fuzzy rules with CF in this 
neuro-fuzzy structure. These fuzzy rules are basically all the possible connections that 
can be made between nodes in fuzzy input layer and nodes in fuzzy rule layer where 
each connection represents one rule. In choosing which connection to be inserted, the 
initial CF is randomize for each node according to its membership degree, and then cal-
culated as the product of CF in one particular connection. Nine connections that involve 
pair connection of total packet and total byte (e.g. S-L-L, S-H-H, M-L-L) are inserted by 
default regardless the CFs value. The rest connections will be inserted only if the final 
CF is above 0.06 for connection that involves S, connections that involve M must have 
final CF above 0.18, and connections that involve E must have final CF above 0.25. 

We also propose a new strategy and procedure as an add-in to the NFM module to 
generate alarms. Instead of directly raise an alarm when EFIS detect anomaly, we fur-
ther apply the proposed strategy and procedure to carefully raise the alarms. The pro-
posed strategy and procedure is implemented as alarms generation component (see 
Fig. 1) and it is designed to reduce the number of false alarms rate to as minimum as 
possible. Our general assumption in applying this strategy is that no one is using the 
network at late night, no heavy workload on holiday, and working day is Monday to 
Friday only. 

Our strategy is to divide the time of day into three periods of peak-time, off-peak-
time, and midnight-time. Furthermore, the lengths of these periods are different on 
each day. There are three types of alarms generated by this strategy, Warning Alarms 
(WA), Attention Alarms (AA) and Critical Alarms (CA). While AA is raised if a se-
quence of WA exists, the procedures in generating WA and CA are different in the 
three given periods. In general, the procedure involves manipulating the outputs from 
EFIS as the degree of mismatch between normal and anomalous. If the output degree 
from EFIS is in normal range of [0.4:0.6], no alarms will be generated as this range is 
considered normal. That is, only output degree outside this normal range will be proc-
ess to generate alarms. Basically we can state that the process in generating alarms is 
the process of defuzzification from EFIS fuzzy output value into alarms. 

The standard mechanism procedure in raising an alarm (both WA and CA) is ex-
pressed by ∀ traffic  ∃ x, where x is a set of traffic which violates the threshold de-
gree. Basically by default, WA is raised if the threshold degree from EFIS output is 
below 0.7 otherwise CA is raised. While AA is raised if WA is raised 4 times in a row 
or AA is raised at once with CA if WA is raised 8 times in a row. 



668 M.F. Pasha et al. 

4   Network Traffic Profiling with ECMm 

The system was experimented at the School of Computer Sciences USM network for 
the duration of two months. The Monitoring Agent was installed on different network 
segments in our school’s switched network. The primary objective of this experiment 
is to see how the system evolves in real network where no clean and attack-free train-
ing data are available. 

             

Fig. 2. ECMm’s results on Friday, January 21, 2005 profile. (a) Initial results. (b) Results after 
ignoring the outlier cluster. 

Fig. 2 visualizes the process of ECMm in detecting outliers in a noisy network traf-
fic data stream on Friday, January 21, 2005. In Fig. 2 (a), we show that ECMm suc-
cessfully finds three outlier clusters and two of them are located inside the normal 
clusters and another one differs significantly from other clusters but only contain four 
instances. In general system workflow, these outliers are triggered with WA alarms as 
they are different from normal instances and therefore EFIS is not considering these 
clusters in creating or adapting the profiles. Especially for the last outlier cluster, AA 
is generated since four WA are triggered in a row.  

The final clusters shown in Fig. 2 (b) are the one used by EFIS in adapting the pro-
files. As we can see all the outlier clusters are ignored and are not considered as nor-
mal. In this way, the system is able to learn from scratch and grow in online mode on 
noisy network traffics under assumption that at first time running, the network condi-
tion is considerably normal in a sense that the number of normal instances vastly out-
numbers the anomalous instances. 

Fig. 3 shows the simple statistic record on how many rules created in each day pro-
file and the total counts on how many rules are evolved in each day profile. It can be 
seen that week days profile (Monday-Friday) has more rules compare to week-end 
profile (Saturday and Sunday) since the network has more traffics at those days. This 
statistic was made based on a counter that we put on the system to record all the nec-
essary events on the system. As such, no weekly statistic, which can show the number 
of times each rules evolved after the initial rules, are recorded. 
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In this experiment, EFIS detects some device failures (especially our switches) 
happened in some network segments. A simple DoS attack that we simulate was also 
successfully detected by EFIS. As a whole, EFIS performance on this experiment was 
satisfactory. 
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Fig. 3. The statistic of EFIS’ results in terms of the number of rules created and counts on how 
many times the rules are evolve 

5   Network Traffic Anomaly Detection with EFIS 

In this Section, we applied the EFIS model to detect anomalous behavior in the 1999 
DARPA intrusion detection evaluation corpus data. These data has been used as a 
benchmark in the areas of intrusion detection and anomaly detection system. The 
1999 DARPA intrusion detection evaluation corpus have four different types of at-
tacks which, in total, consist of more than 200 attacks. In this experiment, we only 
consider two types of attack, DoS and probes attacks, since the rest are typically a 
host-based attack and will not be considered. Therefore, the total number of attacks 
(that our system focuses to detect) is only 52. 

Fig. 4 shows the overall system performance obtained by one of participants that has 
published their results [11]. As a comparison, we add our system performance into the 
previous published result. It is obvious that our system has the best performance com-
pared to other systems. In addition, in terms of false alarms generation per day, in aver-
age our system has a lower number of false alarms during its process. It is typically 
about 5 false alarms per day while the other systems could have 10 false alarms per day. 

However, we do not claim that our system is better than other systems as seen in 
Fig. 4 since our system and others have a different total number of attacks focus. In 
general, most of the system is specifically designed as an intrusion detection system 
and they perform a detail analysis of all the given information such as the audit data, 
file listing and the sniffed raw traffic data. In this analysis we only consider the 
sniffed raw traffic data and try to model its normal condition. 



670 M.F. Pasha et al. 

0%

10%

20%

30%

40%

50%

60%

70%

gmu
(41/102)

 nyu
(19/195)

 derbi
(15/27)

 emerald-
expert-bsm

(19/44)

 emerald-
expert-
network
(74/163)

 telcordia
(6/23)

 ucsb-
netstat-

tcpdump
(66/158)

 our system
(31/52)

 

Fig. 4. A comparison of performance from all available systems that participate in the 1999 
DARPA intrusion detection evaluation program 

6   Conclusion 

This paper presents the principles of a fuzzy inference system, EFIS, for adaptive 
network anomaly detection in the presence of a concept drift problem. In both ex-
periment conducted, we show that EFIS is able to evolve its structure to accommodate 
new traffic behavior. The obtained results also show that ECMm is successfully parti-
tioning the network traffic data streams.  

There are several ways to improve our system. Firstly, the structure of our connec-
tionist model can still be improved to detect more types of network intrusion. This can 
be achieved by further analyzing each packet’s information or, perhaps, performing 
an analysis on the information on network packet’s layer 2. 

Secondly, implementing a signature based intrusion detection engine should also 
be taken into consideration to improve the detection engine’s performance. Finally, 
we need to add an intelligent module in order to produce a pilot automation response 
system to prevent a network outage. This pilot system can significantly reduce an in-
volvement of a network administrator in all critical time.  
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Abstract. Internet worms constitute a major threat to the security of today’s 
networks. They work by exploiting vulnerabilities in operating systems and 
application software that run on end systems. In this paper, an effective 
algorithm for fast detection of worms is proposed.  It integrates the worms’ 
behavior attributes with their traffic distribution and detects abnormal behavior 
by their similarity distribution and changes in some of their attributes. The 
process of fast detection based on similarity is discussed in detail including 
threshold selection, similarity detection algorithm and fine analysis. Simulation 
experiments show that the detection algorithm can locate the worm infection 
prior to it spreading over the large-scale network. 

1   Introduction 

Internet worms constitute a major threat to the security of today’s large-scale 
networks. They work by exploiting vulnerabilities in operating systems and 
application software that run on end systems. Worms such as CodeRed I [1] [2] and 
CodeRed II [3] have caused tremendous financial losses in our society. CodeRed I 
worm attack was widespread across the world and wasted more than 20 billion dollars 
and the Code Red II worm cost more than 12 billion dollars.  

As the Internet grows, future attacks will be considerably faster through simple 
optimizations and alternate strategies, allowing all vulnerable machines to be infected 
in far less than an hour, faster than humans can react. Hence, the sooner we detect a 
worm, the less damage it does. A fast detection system is essential in fighting against 
Internet disasters, and a just-in-time warning can be invaluable in saving money and 
limiting damages. Using Internet traffic measurements to detect worms, David Moore 
[4] proposed “network explore” to detect the abnormal event and Cliff Zou [5] 
conducted research in a similar way on early worm detection. Zou et al. [6], explored 
the possibility of monitoring Internet traffic with small sized address spaces and 
proposed a Kalman filter-based detection algorithm. Weaver et al. [7] and Jung [8] 
put forward worm containment based on the observation that scanning worms caused 
high failed connection ratios. Recently, Vincent Berk [9] introduced the idea of 
monitoring the number of ICMP destination unreachable packets generated by routers 
to its detection system, as Internet worms probe many vacant IP addresses. In [10], 
Guofei Gu employed a fast detection algorithm based on local victim information, and 
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Xuan Chen [11] proposed framework DEWP, which detects worm probing traffic by 
matching destination port numbers. 

Previous researchers have mostly focused on single character matching such as 
ICMP unreachable packets, TCP SYN packets or TCP RST packets and destination 
ports. They failed to consider that single character matching may identify some 
legitimate traffic as potential worm traffic. With respect to other studies, they depend 
on the attacking traffic to be large enough or have attempted to perform detection on a 
local network but not on the large-scale network. Thus, in order to detect worms more 
effectively, two factors are introduced in this paper. First, in the time aspect, we 
consider that the faster we find the attack behavior, the better our detection method.  
Second, in the attacking intensity degree, the less attack intensity compared to the 
background traffic, the better our detection method. In this paper, our studies 
preliminarily emphasize the latter. However, to some degree, worm probing traffic is 
always too small to sense and the probing behavior is just at the very early stage of 
the worm’s attack. So if we solve the latter problem efficiently, we also contribute to 
solving the former one to some extent. In our paper, we propose a multi-similarity fast 
detection method, which integrates a novel technique that detects the concerted scan 
activity of an ongoing worm attack earlier, especially when the probing traffic is 
covered by the background. Further studies on the effectiveness of the similarity 
algorithm will be summarized in our next study. 

This paper is organized as follows: Section 2 introduces definitions of similarity. 
Section 3 describes the detection process of the fast detection algorithm based on 
similarity, and how to apply the multi-similarity detection method to the worm’s 
detection is discussed in detail including threshold selection, similarity detection 
algorithm and fine analysis. Section 4 describes the simulation environment and 
shows the experiment results of the fast detection algorithm. Section 5 concludes the 
paper. 

2   Related Definitions 

Definition 1. (similarity coefficient). The similarity coefficient is denoted as: 

( , )X Yψ  = Cov(X, Y)/ DX DY , 

where X: {x1, x2…. xn | xi R} and Y :{ y1, y2…. yn | yi R} are two stochastic 
variable sequences, Cov(X, Y) is the covariance between X and Y, and DX and DY are 
the variances of the stochastic variable sequence X and Y respectively. 

Definition 2. (traffic attributes space). Let TAS = {A1, A2….An} be the set of traffic 
attributes such as port number, packet size, protocol, IP address etc, which 
characterize the traffic flow. Concerning different attribute factor Ai, its value space 
may be different. For example, Aport number = {ai| ai N}, while Apacket size= {ai| ai R}. 

Definition 3. (attribute distribution sequence). Given an attribute factor A TAS, 
there is {a1, a2 …an} {A} at time . The attributed distribution sequence of A at time 
 can be denoted as ( 1, 2, 3…. n) where i denotes the ratio of ai to the overall traffic. 
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Definition 4. (s-similarity). Given an attribute factor A TAS and two different 
attribute distribution sequences at time  and ’, then ',

ASτ τ = '( )ψ τ τ, is defined as s-

similarity of ’ according to . 

Definition 5. (m-similarity). For all the Ai TAS, ',

TASSτ τ =   
',

1

i i i

n
A A A

i

Sτ τε δ
=

 is defined 

as m-similarity of ’ according to . iAε = ',
iASτ τΔ / ',

1

i

n
A

i

Sτ τ
=

Δ is defined as the 

contributor factor, which reflects the changing magnitude of s-similarity of Ai.  iAδ  is 

defined as the selector factor, where iAδ {0,1}, if the changing scope is above a 

threshold  during a span of time, then iAδ =1, inversely iAδ =0.(  is a parameter 
described in Section 3.2). 

3   The Fast Detection Algorithm 

3.1   The Detection Process Based on Similarity Algorithm 

The process shown in Figure 1 is composed of several steps. First, its data collection 
module gathers the original datagram at the network interface. We then calculate the 
N-top statistical value of attributes. Next, we compute the s-similarity and multi-
similarity values. According to the condition judgment of abnormal, we track the 
abnormal attribute and apply it to the fine analysis module for further exact 
conclusion. It effectively decreases the false positive rate. Next, a record is taken into 
the RRD database and an alarm is produced as a result of the above. “Condition 
judgment of abnormal” and “fine analysis” are the key stages along the whole 
detection process. 

Begin

Data Collection

Chose each Attribute N-top value

Comp. Si-similarity  of Attribute Ai

(i=1,2...n)

Comp. Multi-similarity of
Attribute Ai,Aj (i,j=1,2...n)

Condition Judgment of Abnormal

Take a Record in RRD database

End

Fine  analysis for questionable
abnormal

Attribute value > threshold ?

Alert Log

Y

N
Y

N

 

Fig. 1. Flow chart of abnormal detection based on similarity 

Given time sequence denoted as T1,Ti, ...Tn (n<m), the similarity value is defined as 
R1,...Ri,...Rn. The condition judgment of abnormal is as following: 
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1. Ri-Ri+1 >  indicates the decline scope of similarity when an attack starts, where  is 
the decrease threshold. 

2. Ri+2-Ri+1 > , if 0< <1, then it shows the increased scope of similarity when the 
attack is underway. 

3. |Rj+1-Rj| < , if i+2<j<n, then it indicates the stable similarity when the attack is 
underway in a period, that  is stable threshold as the attack is going on. 

If it settles for the three conditions above at Tn, then we conclude that it is 
abnormal at Tn. 

In order to obtain the proper value of threshold , an auto-adaptive method is 
introduced into this paper. Ri is denoted as a variation of similarity measured and Ei 
represents the variation of similarity evaluated, as shown in formulas (1) (2) and (3).  

Ri  > Ei (1) 

1

1
- 1

- 1
,   0

n

j i
j k

r R
n k

r β β
=

> Δ <
+

<  (2) 

j iR EγΔ < Δ k j n< <  (3) 

In order to decrease the false positive rate, we employ fine analysis to the abnormal 
results from the module of condition judgment. This part is discussed in section 3.2.3. 

3.2   Worm Detection Based on Multi-similarity 

The multi-similarity detection algorithm is the key component of the detection 
module, which consists of three parts: threshold selection, similarity detection and 
fine analysis. 

3.2.1   Threshold Selection 
Adaptive threshold T is needed to determine whether traffic is abnormal or not. And it 
is important to judge when a similarity surge is large enough. If the similarity 
downwards scope is larger than the threshold, then we consider it to be abnormal; in 
reverse, we look it as a normal jitter of the network. To select an appropriate 
threshold, we usually employ the following two methods: one is static threshold and 
the other is dynamic threshold. As we know, the internet is a huge and complex 
system; none can predict its traffic status at any given time. So, according to the 
above analysis, the dynamic threshold is subjected to being selected, and is expressed 
in Formula (4): 

Tnew = (1.0- ) * Told +  * decline of similarity (4) 

Adaptive threshold is not effective until the program has been running for a short 
period of time, so we consider the value of the initial threshold as 1.  is denoted as a 
weighted coefficient, which is specified as old threshold ratio to new ones. In the 
experiment, the ratio of old threshold to new ones is 0.5. This means that the old 
threshold is equal to the same scope of similarity decline as the gain of the new 
threshold. 
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For an example, given an initial threshold=1, =0.5. When the decline scope of 
similarity is 2, then Tnew = (1-0.5)*1+0.5*2=1.5. In the same way, when the decline 
scope of similarity is 0.6, then Tnew = (1-0.5)*1.5+0.5*0.6=1.05. So, it is simply the 
advantage of the adaptive threshold compared to the static one that judges the decline 
scope by its historical time.  

3.2.2   Multi-similarity Detection Algorithm 
After analyzing the aggregation result of the real-world data, we can see that the 
distribution of traffic employed to similarity is relatively stable. The similarity curve 
has leveled off, although with a small jitter. That is, we can’t detect a sharp download 
movement without worm traffic. When the worm traffic is injected, the similarity 
curve changes also. First, when worms start to probe, there will be a great move 
downwards in the curve of similarity and the range is larger than the threshold. It is 
the first step we can use to judge for abnormalities. Second, after the attack has gone 
on for a few seconds, the traffic with malice flow is stable again, and at this moment, 
we have two other changes in the similarity curve. One is that there is a visibly 
upwards movement to previous values. And the other is that the curve comes into 
stabilization again. The judgement algorithm is shown in Figure 2. 

BEGIN
 Alert=0
IF the difference of similarity at previous time and at next time >threshold)

Alert=1
IF have no great upwards during attack persistence

Alert=0
ENDIF
IF have great upwards during attack persistence

Alert=0
ENDIF

ENDIF
IF ALERT=1

Find out attribute k  // Abnormal
Write attribute k into log

 Start the Fine analysis module
ENDIF

END  

Fig. 2. The abnormal judgement algorithm of worm detection 

3.2.3   Fine Analysis 
After detecting the abnormal behaviour based on multi-similarity, we need to 
filter some of the normal behaviour that brought about the change of similarity. 
As a server provides services to a great many hosts in the same moment, it will 
also destroy the balance of certain port traffic distribution and result in a change 
of similarity. Likewise, as with the communication between two computers with 
high bandwidth, it can also bring about a change of similarity. So it is necessary 
to introduce the fine analysis module to filter these normal events and decrease 
the rate of false alarm. 

Then we take the port abnormal event for example to indicate how to filter out the 
normal behaviour. After the coarse analysis of abnormal detection is processed, it is 
used to trace these suspicious port behaviours in the next period of time. If a server 
provided services to many clients, the destination ports of their connection request  
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packets are certain, such as 80, 25 and 21 etc. but the source ports of the request 
packets are random. Likewise, the destination ports of their reply packets are random 
which is different from worm scan packets with certain ports. Hence, it will be 
filtered out in the fine analysis step. Otherwise, if two high bandwidth computers are 
sending data to each other at the same time, and we find out the destination and 
source port of their transfer packets are all certain, and it doesn’t also accord with the 
worm’s behaviour, then it will be filtered out by the step of fine analysis. 

4   Experiments 

In this section, we evaluate our worm detection and early warning methods based on 
the traffic characteristic similarity. We study the following problems: 

• Is the worm detection method based on s-similarity suitable for fast early 
warnings? 

• What is the effectiveness of the worm detection method based on m-
similarity compared with detection based on s-similarity? 

We use network simulation experiments to answer these questions. 

4.1   Environmental Setup 

In order to assure that the experimental environment is controllable and results can be 
replayed, we set up a local network platform as shown in Figure 3. The configuration 
of the test bed is: (1) Three 800 MHZ dual xeon CPU Dawning workstations, 
equipped with 2 GB memory, 24 GB disks and 100M Ethernet Card. (2) One CISCO 
Router 3524. All three workstations are connected by the router and are running Red 
Hat Linux 8.0 as their operating system. The detection program runs on one of the 
workstations. The background traffic is replayed and the simulated worm traffic is 
assigned to the other two machines. Meanwhile, the router plays an important role in 
which it synthesizes and mirrors all the background traffic and the simulated worm 
traffic to the detection engine. 

W E D  (w o rm   e a r ly   d e te c tio n )

B a c k g ro u n d  tra ff ic  re p ly  
W o rm s  tra ff ic  s im u la te d  

C isc o  3 5 2 4

 

Fig. 3. Local network simulation test bed 

Based on the theory analysis in Section 3, we conclude that it is crucial to detect 
worm activity in its earlier stage. Therefore, we have conducted two experiments, 
summarized in Table 1, where the worm traffic simulates the first and second phase 
behavior of worm spread. 
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Table 1. Summary of experiment configuration 

 Experiment 1 Experiment 2 

Background resource Data of CERNET, Sep.,2004 
Data of CERNET, 

Sep.,2004 

Begin time-End time (attack) 9.35 am - 10:00 am 18:27pm - 18:32 pm 

Total traffic (before attack) 35MBps~45MBps 35MBps~45MBps 

Attack intensity 5 thread 10 thread 

Rule of attack Port, Packet Size Packet Size, Protocol 

Total traffic (attack on going) 300Mbps-350Mbps 320Mbps-400Mbps 

Percent of victim port traffic 3% - 4% 0% 

Percent of victim protocol 
traffic 

0% 10%-12% 

Percent of victim packet size 
traffic 

0.5%-1% 1.5%-2% 

4.2   Single-Similarity Experiment Results 

The effect of port, packet size and protocol s-similarity are shown in Figure 4 after the 
worm has injected scanning packets into the background traffic in the scenario of 
Experiment 1. In detail, Figure 4(a) presents the trend of port similarity values, as can 
been seen from the diagram, and great changes have taken place at about 9:35. That is 
the moment that the worm begins to scan the network and it destroys the balance of 
port traffic distribution and results in the great changes to the similarity values on the 
curve. And from Figure 4(b) and Figure 4(c), we see that the similarity value of 
packet size and protocol remain to be approximately one line. It shows that its 
similarity distribution is still stable. Because the worm’s attack focuses on port 
scanning, the port single-similarity is effective in this scenario.  

         Fig. 4(a) Effect of port s-similarity                  Fig.4(b) Effect of packet size s-similarity 

Fig.4(c) Effect of protocol s-similarity 

Fig. 4. Effect of s-similarity in Experiment 1 
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4.3   Multi-similarity Experiment Results 

Comparing the above graphs of single attribute similarity in Figure 4 and Figure 5, we 
can find that no single similarity can detect a worm’s attack effectively and 
independently without the other ones. So, we introduce two kinds of multiple 
similarity methods in our experiments. One is the static weighted average similarity; 
the other is the dynamic weighted average similarity, which is called multi-similarity 
in our paper. As for the static weighted average similarity, we designate that the 
weight value of each is a constant 1/3. Namely, the port similarity, packet size 
similarity and the protocol similarity are equally weighted. Although it considers all 
of these effective factors, it is not feasible to use it for complete detection. 

          Fig.5(a) Effect of port s-similarity                Fig.5(b) Effect of packet size s-similarity 
 

Fig.5(c) Effect of protocol s-similarity 

Fig. 5. Effect of s-similarity in Experiment 2 

Fig.6(a)Effect of static weighted average 
s-similarity

   Fig.6(b) Effect of dynamic weighted m-sim- 
   ilarity

Fig. 6. Effect of m-similarity in Experiment 1 

Fig.7(a) Effect of static weighted average 
s-similarity

Fig. 7(b) Effect of dynamic weighted  
 m-similarity

Fig. 7. Effect of m-similarity in Experiment 2 

Multi-similarity approach aims to avoid the problems mentioned above. We also 
take all necessary attributes into account for our detection. But, multi-similarity 
integrates the characteristic according to its contribution by computing parameter , 
which we can see in Figure 6 and Figure 7, by comparing the result of static weighted 
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similarity and multi-similarity. When we use static weighted similarity, we have a 
lower downwards movement in Figure 6 (a) than in Figure 4 (a) in Experiment 1, and 
that is the same for Experiment 2. It is because the static similarity method weakens 
the change of abnormal and decreases the precision of detection. But on the contrary, 
as can be seen from Figure 6(b), the downward movement is even larger than the 
single port similarity without use of static weighted similarity. It can be further 
proved to be effective in Experiment 2. Hence, we can make a conclusion that multi-
similarity is better than s-similarity on unknown characteristic worm detection. It can 
capture the abnormal exactly and effectively enlarge it. So we can sense the abnormal 
change more quickly and with a lower percentage of the traffic. That’s why we can 
effectively detect a worm scanning earlier against the large scale network traffic. 

5   Conclusions 

This paper proposes an early worm detection method based on multi-similarity. On 
the basis of analyzing characteristics of normal network traffic distribution, this paper 
makes three contributions: 

1. that the proposed detection algorithm based on multi-similarity is a different 
approach combining traffic distribution and similarity. It effectively detects 
the worm at its early probing stage.  

2. the method we proposed can effectively detect the worm’s attack when the 
attacking traffic is too little to be aware under background. Especially, it can 
be adapted to early detection for large-scale networks.  

3. this approach does not require knowledge of worm packet contents; it can 
automatically detect worms due to their unusual distribution of traffic.  

From the above experiment result, we prove that this method can obtain an effective 
rate of detection on an on-going worm attack before it is propagated across the 
Internet; in fact, proving that worms can be detected in their early-burstout stage by 
this method. 
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Abstract. The network security problem has become a critical issue and many 
approaches have been proposed to tackle the information security problems, es-
pecially the Denial of Service (DoS) attacks. Multiple Classifier System (MCS) 
is one of the approaches that have been adopted in the detection of DoS attacks 
recently. Fusion strategy is crucial and has great impact on the classification 
performance of an MCS. However the selection of the fusion strategy for an 
MCS in DoS problem varies widely. In this paper, we focus on the comparative 
study on adopting different fusion strategies for an MCS in DoS problem. 

1   Introduction 

Although a secure computer system provides guarantees regarding the confidentiality, 
integrity and availability of its objects, the system generally contains design and im-
plementation flaws which result in security vulnerabilities. According to the CSI/FBI 
survey in 2004, the Denial of Service (DoS) attack, which is a class of attacks  
initiated by individual or group of individuals exploiting security vulnerabilities to 
prevent legitimate users or victims from accessing the compromised system and in-
formation, is reported as the most costly in computer crime because of its use for 
computer extortion [18]. The DoS attack is perhaps the most detrimental attack be-
cause they have been proven capable of shutting an organization off from the Internet 
or dramatically slowing down network links [4]. This causes a great impact on those 
e-commerce systems or critical systems, which results in incalculable losses, trust and 
loyalty reduction for the e-commerce companies. Misuse and anomaly detection are 
the two approaches to intrusion detection. Both of them possess different merits and 
limitations and the details can be found in [6, 8]. The DoS problem involves large 
sample size and detecting novel attacks may need to be included in the future.  

An MCS is a young and active research area which gives better performance than a 
single classifier [5, 17]. Many researchers found that just selecting a single classifier 
that performs well may not be the optimal choice. Alternatively, one may divide the 
problem into several small problems and deal with each of them using simpler classi-
fiers. Thus an MCS approach is suggested as a solution which merges several simpler 
classifiers together to solve a given problem.  

Design successful classifier fusion system consists of two important issues: the se-
lection of the base classifiers [7, 15], and design classifier fusion mechanism [13]. 



 Empirical Study on Fusion Methods Using Ensemble of RBFNN 683 

The fusion of different base classifiers within an MCS plays the key role of successful 
MCS training.  

Neural network is widely adopted as base classifiers for an MCS in different appli-
cation areas [17]. Every base classifier within an MCS is unique and they may be 
different in training data, initialization or architecture. After training, their results will 
be combined by one of the fusion methods introduced in Section 2. Multi-Layer Per-
ceptron Neural Networks (MLPNN), Radial Basis Function Neural Networks 
(RBFNN) and Support Vector Machine (SVM) are the common base classifiers for an 
MCS [8, 16]. An MLPNN consists of a set of sensory units that merge together to 
implement the complex mapping function. It is capable of performing multiclass 
classifications. However it is not able to handle problem involving a large number of 
samples. An SVM is a learning machine which transforms the data into a high-
dimensional feature space and solves the classification problem by solving a quadratic 
optimization problem. It does not depend on the number of input features. An SVM is 
capable of solving problem having a large number of features, however it can only 
perform two-class classification and is very slow in solving large sample sizes prob-
lem. On the other hand, an RBFNN performs classification by the distances between 
the sample and the centers of the RBFNN’s hidden neurons. It has 3 layers, the input 
layer, the hidden layer with the RBFNN non-linearity and a linear output layer. The 
RBFNN does not employ time-consuming back-propagation algorithm and solve a 
linear equation to find the connection weights between the hidden neurons and output 
neurons. It is much faster and more suitable for problem with large sample size, e.g. 
the DoS problems.  

Fusion strategy is one of the critical issues in an MCS that yields a big impact on 
the performance of an MCS [14]. The major research problem in an MCS is to find 
the most appropriate fusion strategy to combine the results from the base classifiers 
while maintaining the classification accuracy for unseen samples. In DoS detection 
problem, the goal is to maximize the classification accuracy and minimize the false 
alarm rate simultaneously. There are two major types of fusion strategy: winner-take-
all and weighted sum. The winner-take-all category decides the final decision based 
on the highest measurement value only while the weighted sum type combines the 
decisions from all of the base classifiers. In this work, we provide a comparative 
study of using different fusion methods in an MCS to solve a DoS problem. A brief 
survey on the fusion approaches is given in Section 2. Section 3 presents the experi-
mental results and empirical comparisons are discussed. Finally, Section 4 gives the 
conclusion of this work. 

2   Fusion Approaches of MCS 

Fusion method adopted in an MCS will greatly affect the decision of the final output 
of the MCS. A choice of an appropriate fusion method can improve further on the 
performance of the MCS. Traditionally the fusion method is categorized according to 
the output of the base classifiers which are the crisp outputs and the soft outputs while 
we provide an alternative categorization of the fusion method based on their  
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algorithms. The fusion method is grouped into winner-take-all and weighted sum by 
considering how they combine the decisions from base classifiers.  

2.1   Winner-Take-All Type 

Majority vote, Weighted Majority vote, Behavior Knowledge Space, Naïve-Bayes 
combination and Dempster-Shafer combination are categorized as winner-take-all 
type since they all have a measurement for each base classifier and the final decision 
of an MCS is the one with the highest measurement value.     

2.1.1   Majority Vote 
Majority vote [3] can be applied to an MCS by assuming that each classifier gives a 
single class label as the output and the final output is assigned to the class where most 
of the base classifiers give this as class outputs. Let the output of the classifiers from 

the decision vector d be defined as Liddd cT
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The main advantage of this rule is its simplicity and no training is required. However 
this rule ignores the diversity of the base classifiers. 

2.1.2   Weighted Majority Vote 
This fusion rule assigns a weight to each base classifier which indicates the degree of 
importance of the classifier’s output with respect to the final decision. The weights 
vary according to the ability of the base classifiers in classifying the samples.  
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The final decision of an MCS is based on the base classifiers’ output )(, xd ji and 

pre-selected weights ib .  

This method assigns more weight to the accurate base classifiers but ignore the 
other inaccurate base classifiers. The weights for the base classifiers need to be cho-
sen apriori and are difficult to obtain and adjust. Thus, it is difficult to adopt novel 
network attacks. 

2.1.3   Naïve-Bayes Combination 
The Naïve Bayes (NB) combination [17] approach makes the assumption that the 
decisions of the individual classifiers are independent. The decision of each base 
classifier is weighted according to the confusion matrix on the training set. Using L 
base classifiers where each picks a particular class s, the NB decision rule is 
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where j
skcm , , which is an entry of the confusion matrix, is the number of element of the 

dataset whose true class label was k, and were assigned by classifier Dj to class s and 
j
scm., is the total number of elements labeled by Dj to class s. For two-class problem 

with two classifiers, we will have 1cm and 2cm , which are 2x2 confusion matrix.  

The independent assumption of Naïve-Bayes combination approach is too strict 
and is always violated in real world problems.  

2.1.4   Dempster-Shafer Combination 
The Dempster-Shafer (DS) combination [12] adopts the decision templates as its 
measures. It calculates the proximity between decision templates and the output of 
classifiers, belief degrees and the support for each class.  

The proximity between i
jDT , which is the ith row of the decision template for 

class j, and  )(xDi , which is the ith row of the decision profile )(xDP , for every 
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The belief degrees for each class and each classifier can then be calculated as 
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The final degrees of support are 
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where cj ,....,1= and K is a normalizing constant. 

Although this method does not make any assumption on the base classifiers, its 
computational complexity and memory requirement are very high. These limit the use 
of this method to DoS detection problem. 
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2.2   Weighted Sum 

Each base classifier is given a weight which depends on the ability of individual base 
classifier. All of them compute a weight for each base classifier using different meth-
ods and then sum up their outputs with the weights to give a final decision. 

2.2.1   Average 
This fusion method is the one that frequently used. The sum of each output of the base 
classifiers is averaged to give the final decision [3]. 
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L

i
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where oμ  is the final output, L is the number of classifiers and jid , is the output of 

the base classifier iD  for class jω .  

This method lacks the ability to handle the imbalance of base classifiers’ accuracy 
where each base classifier contributes the same amount to the final output. 

2.2.2   Neural Network 
A neural network is employed to combine the results from the base classifiers by 
using the base classifiers’ outputs as its inputs.  
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where oμ  is the final output, the iω  is the weight associated with the input line i, 

id is the output of the base classifier iD  and ()f  is the activation function. 

The advantage of a neural network is its ability to automatically adjust the connection 
weights without any domain-specific knowledge while other approaches use pre-
selected weights to combine the outputs. The main disadvantage of this approach is the 
lack of standard and effective criteria on how to create, select and combine the results 
from base classifiers. For examples, one may use multilayer perceptron or radial basis 
function to find the fusion weights and their architecture may also be different.  

2.3   Fusion Approaches for DoS Problem 

The DoS detection problem is formulated as a pattern classification problem of classi-
fying a sample to be a DoS attack or a normal sample. The sample in the DoS detec-
tion problem comprises the current network information and the packet passing 
through the DoS detection system which has been installed in the network system. 
Multiple classifier systems (MCS) [2, 9] have been applied in the DoS detection due 
to its ability to realize arbitrary continuous mappings between the inputs and outputs. 
A choice of an appropriate fusion method can improve further on the performance of 
an MCS. Since the classification of DoS problem involves a large number of samples 
and the class distribution is unbalanced, the selection of fusion approaches for an 
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MCS in DoS problem depends on their characteristics. However the choice of the 
fusion method for an MCS in DoS problem varies widely. In [9], majority vote is 
adopted to combine the results from the base classifiers of an MCS for detecting net-
work intrusions while Naïve-Bayes combination is applied in [2]. There is a lack of 
standard on choosing the fusion method for an MCS.  

In this paper, the fusion approaches are grouped into winner-take-all and weighted 
sum based on how they combine the decisions from the base classifiers and also the 
appropriate fusion method for detecting DoS problem is investigated. The fusion 
methods in winner-take-all category except the majority vote and the weighted major-
ity vote require high computational resources due to the calculation of measurement 
that involves pair-wise comparison. This computational requirement is unacceptable 
for the problem having large number of samples. Majority vote is a simple fusion 
method which does not require any training or complex calculation. However it ig-
nores the diversity of the base classifiers which is one of the motivations of building 
an MCS. The weighted majority vote assigns weights to the base classifiers according 
to their performance. However the weights have to be manually set prior. 

The fusion methods in weighted sum category assign a weight to each of the base 
classifier and combine their outputs to give the final decision. The average method 
combines the base classifiers’ output where each classifier contributes the same 
amount to the final decision. Neural network solves this problem which determines 
and adjusts the weights automatically. Although there are no standard and effective 
criteria to select and combine the outputs from base classifiers, it gives the final deci-
sion without a prior knowledge and is efficient if suitable neural network is chosen. 
Thus neural network is a suitable fusion method and the RBFNN is the one that could 
handle a large number of samples efficiently and is suitable for DoS problem.   

3   Experimental Results 

In this section, an experiment is conducted on KDDCUP 1999 dataset which is pre-
pared from the 1998 DARPA intrusion detection evaluation program to evaluate the 
performance of adopting different fusion approaches. In the dataset, there are substan-
tial amount of network connections and each connection is represented by 41 features. 
Among the five classes of network connections, normal traffic and Denial of Service 
(DoS) attacks are selected for the experiment. For the DoS attack in the dataset, only 
6 kinds of them will be used for experiments which are Smurf, Neptune, Back, Land, 
Teardrop and Ping of Death. Thus an MCS for DoS detection by adopting different 
fusion methods are experimented.  

In the experiment of an MCS with different fusion methods, the number of base 
classifiers is chosen as the number of attack classes in the dataset, 6 in this case and 
each base classifier is designated to detect one attack type. The architecture of an 
MCS is shown in Figure 1. This architecture design aids the addition of novel attack 
types in the future by including one more classifier designated for detecting the novel 
attack [1]. All features were used to train each of the base classifier. 

In each experiment, the dataset is randomly split into two half: training dataset and 
testing dataset. The testing dataset serves as future unseen samples to evaluate the 
final result of the different methods and the training of an MCS use only the training 
dataset in all the methods. All the input values are normalized to [0,1] and different 
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fusion methods were adopted for combining the results of base classifiers. 10-fold 
cross-validation was adopted for the experiment and the result was averaged. 

Classifier for Smurf attack

Classifier for Neptune attack

Classifier for Back attack

Classifier for Land attack

Decision
Fusion

Function
Normal or Attack

Classifier for Ping of Death attack

Classifier for Teardrop attack

Dataset

 

Fig. 1. The architecture of an MCS for DoS detection 

The performance of an MCS with different fusion methods for detecting DoS at-
tacks is shown in Tables 1 and 2. 

Table 1. Average testing accuracy for an MCS using different fusion methods on KDDCUP’99 
Dataset 

Fusion Methods Average Testing Accuracy 
Neural Network  99.59% 

    Dempster-Shaffer 99.08% 
Weighted Majority Vote 80.66% 
Majority Vote 80.09% 
Average 80.01% 
Navie-Bayes 79.86% 

Table 2. Average false alarm rate for an MCS using different fusion methods on KDDCUP’99 
Dataset 

Fusion Methods Average False Alarm Rate 
Neural Network 0.63% 

    Dempster-Shaffer 0.71% 
Weighted Majority Vote 1.91% 
Majority Vote 2.27% 
Average 2.29% 
Navie-Bayes 4.99% 
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An MCS built using the Naïve-Bayes combination method attains unsatisfactory 
testing accuracy and has relatively high false alarm rate. This indicates that this 
method is not suitable for detecting DoS attacks and this may be due to the violation 
in the independent assumption of Naïve-Bayes combination and a relationship ex-
ists between base classifiers. On the other hand, the performances of an MCS built 
using the average, majority vote and weighted majority vote fusion methods are 
comparable, however these methods have nearly 20% lower testing accuracy and 
2% higher false alarm rate than the neural network and Dempster-Shaffer 
combination approaches. The majority vote fusion method yielding lower accuracy 
may be due to most of the base classifiers not recognizing the attacks belonging to 
their own type. This occurs even if each classifier is not designated to one attack 
type. It also ignores the diversity of the base classifiers while the average fusion 
method ignores the different ability of the base classifiers and weights the same 
amount for each base classifier. The weighted majority vote fusion method 
magnifies the ability of the accurate classifier by assigning more weight to it but 
less to the less accurate classifiers. But the weights are set manually and are 
difficult to adjust which cannot truly represent the importance of the accurate 
classifiers. The neural network and Dempster-Shaffer combination approaches 
attain 99% and 98% testing accuracy respectively and the false alarm rate is only 
1% to 2% for the two fusion methods. These methods provide the best performance 
which yields high accuracy and low false alarm rate among the considered fusion 
rules. However the Dempster-Shaffer combination approach has the deficiency that 
novel attacks may be undetected due to the use of decision template. 

Neural network posses the ability to adjust the weights of the base classifiers and 
reveal the importance of the base classifiers. Therefore, an MCS using neural network 
as the fusion method is shown to have better performance than the other fusion meth-
ods experimentally in detecting DoS attacks. The neural network fusion in the ex-
periment employs the RBFNN to compute the weights. This is efficient for large 
sample size while the Dempster-Shaffer method is not. 

4   Conclusion and Future Works 

Different fusion methods of an MCS for DoS problem are compared. It shows that fu-
sion method is an important issue in an MCS that yields a big impact on the perform-
ance of an MCS. The fusion methods are categorized into winner-take-all and weighted 
sum and a brief survey of different fusion methods is also provided. The DoS detection 
problem is discussed and different fusion methods of an MCS are applied to detect the 
DoS attacks so as to evaluate their performance. In DoS detection problem, the major 
characteristic is the large sample size and the experimental results shown that the neural 
network (RBFNN) fusion approach performs better than the other fusion methods due 
to its ability to adjust weights automatically without prior assumption. 
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Abstract. Detecting multiple network attacks is essential to intrusion detection, 
network security defense and network traffic management. This paper presents 
a covariance matrix based detection approach to detecting multiple known and 
unknown network anomalies. It utilizes the difference of covariance matrices 
among observed samples in the detection. A threshold matrix is employed in the 
detection where each entry of the matrix evaluates the covariance changes of 
the corresponding features. As case studies, extensive experiments are con-
ducted to detect multiple DoS attacks – the prevalent Internet anomalies. The 
experimental results indicate that the proposed approach achieves high detec-
tion rates in detecting multiple known and unknown anomalies. 

1   Introduction 

Detecting multiple network attacks is essential to intrusion detection, network security 
defense and network traffic management. For example, effective detection of multiple 
attacks can guarantee the good performance of an intrusion detection system (IDS). 
All of the on-line intrusion-prevention systems (IPS), such as Internet Security Sys-
tems (ISS) Proventia G Series, NetScreen Technologies' NetScreen-IDP 100 and 
TippingPoint, have some level of attack detection mechanisms to identify malicious 
traffic [7]. Detecting multiple attacks also helps the Internet Service Providers (ISP) 
to effectively manage the traffic and improve the Quality of Service(QoS) to end-users. 

Generally speaking, two kinds of strategies exist in the field of intrusion detection: 
misuse and anomaly. Misuse detection utilizes signature-matching techniques to indi-
cate the presence of an attack. It is only effective and practical to detect already-
known attacks. Anomaly detection utilizes the significant deviation from the normal 
profile to identify suspicious behaviors. Compared with misuse detection, anomaly 
detection approaches offer an advantage of identifying unknown attacks. 

In the context of Internet anomaly detection, statistical detection approaches are 
widely employed. Normally these statistical methods utilize the first-order statistical 
inferences of network features provided by the monitoring devices [1] [2] [3]. In this 
paper, we present a second-order statistical method to detect the cumulative changes 
exhibited by the network packet sequences of equal and fix length. The detection 
approach utilizes the covariance matrix to model the observed network packets. To-
tally different from traditional anomaly detection techniques, where covariance matrix 
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structure is estimated to analyze the noise [4] [5] [6], the covariance matrix based 
detection approach presented in this paper utilizes the difference among covariance 
matrices directly in the detection. Under the effect of different thresholds for different 
classes obtained by training, the significant changes among covariance matrices are 
revealed in detecting different types of attacks. 

Our design makes use of the following basic facts. First, the covariances among dif-
ferent first-order network features have specific meanings in the network engineering. 
For example, the covariance changes among first-order features (such as SYN and FIN) 
will indicate the ongoing phenomenon, i.e., a SYN flooding attack [10]. Second, as a 
statistical variable, covariance or covariance matrix should be calculated from a collec-
tion of data. Facing the large volume of network traffic, it is more reasonable to con-
sider the traffic within a determined time interval or a fixed sequence length.  

The rest of this paper is organized as follows. Section 2 describes the anomaly de-
tection approach in details. Section 3 validates the performance of our approach by 
experiments. Section 4 gives some discussions and draws a conclusion. 

2   Approach 

2.1   Detection Algorithm 

We regard the problem of detecting multiple attacks as a multi-class classification 
problem. The classifier should be able to not only distinguish multiple known classes, 
but also identify the unknown classes. 

Suppose that we have samples from R already known classes: 1 2, , , Rω ω ωK . For 

each class (1 )r r Rω ≤ ≤ , its training set rω  consists of all the corresponding covari-
ance matrices calculated on the sample sequences of equal, fixed length. For example, 

when selecting the sequence length as n, 1
rM  is obtained by calculating all the sam-

ples 1 1 1
1 2, , , nx x xK  in the temporal sequence 1T ; and l

rM  is obtained from the samples 

1 2, , ,l l l
nx x xK  in the temporal sequence lT .  A covariance matrix l

rM  based on all the 

samples 1 2, , ,l l l
nx x xK  in the temporal sequence lT  is defined as: 
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where  

uf  and vf  is the first-order features of the observed network packet  

l
uf

μ (1 )u p≤ ≤ is the expectation of uf  
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,l k
uf is the value of uf  in the k-th observation during the l-th time interval 

u  is the number of features ( )1 u p≤ ≤  

k  is the number of observations during lT  ( )1 k n≤ ≤  

l  is the number of time intervals, such as 1 2, , , , 1lT T T l≤ ≤ ∞K K  
 
Assume that we can get a total of l  covariance matrices for class 

{ }1 2: , ..., l
r r r rM M Mω  according to the above described procedure. The classifier will 

assign a class label to a presented obsM  in the detection according to the following 
discrimination function:   
 

( , ( ); ) [0] ,            

, ( , ( ); ) [0] ,    

obs obs
r r p p r

obs obs
r r p p

if Dist M E M

if r Dist M E M unkown class
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where ( )rE ω   is the mean of class rω  and  rδ  is the settled threshold matrix of class 

rω ,1 r R≤ ≤ . The dissimilarity function ( , ( ); ) [0]obs
r r p pDist M E ω δ ×=  is defined as  
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    (4) 

Equations (3) and (4) mean that for an observed covariance matrix obsM , the classi-
fier will classify it to the same label as the average of any one of known classes rω , if 

and only if ( , ( ); ) [0]obs
r r p pDist M E ω δ ×= . For example, obsM  will be considered as 

normal when obsM  is -matrixNδ  nearest to the center of the normal class Nω in all 

( 1) 2p p +  different positions in the difference matrix of obsM and Nω . If we could 

not find any one of known classes to obsM to be -matrixrδ nearest, obsM  will be 

determined as the novelty. 

2.2   Threshold Determination 

The determination of multiple thresholds for multiple known classes is a complex 
optimization problem. Especially, that the threshold is a matrix as proposed in Equa-
tions (3) and (4) makes its determination more difficult. Here we propose a relatively 
simple but practical threshold determination algorithm. The algorithm attempts to set 
every entry of the threshold matrix as a value which covers all the variances of the 
corresponding covariance changes. Especially, the maximum statistic of the covari-
ance changes is utilized as the initial value of each element in the threshold matrix. 
The aim of the threshold matrix determination algorithm is to achieve the minimal 
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misclassification rate for each training class. We increase or decrease the threshold 
matrix by multiplying the threshold matrix with different multipliers. Correspond-
ingly, the classification precision rate and misclassification rate will change with 
different product threshold matrices. Generally, we can obtain a set of product thresh-
old matrices which can make the misclassification rate achieve the minimum.  We 
select the minimal multiplier from the product set as the preferred threshold matrix 
multiplier. The preferred threshold matrix is the product of the preferred threshold 
matrix and the initial threshold matrix. In order to illustrate the threshold matrix de-
termination process, a realization of threshold matrix determination for normal class 
is provided in Fig. 1. The threshold matrix determination of other attack classes will 
have the similar process. Because a misclassification of any normal sample will signal 
a false alarm, the false alarm rate is used in Fig. 1 instead of misclassification rate.  

 

 

Fig. 1. A realization of threshold determination algorithm for normal class 

2.3   Detection Rules 

As an on-line detection system, our detection approach employs a rule-like sequential 
detection procedure. Assume there are R classes in the training stage and we have ob-
tained R threshold matrices according to the above threshold determination algorithm. 
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do { 
      *N N multiplierδ δ=   

       for each N M ϖ∈  

             if ( , ( ); ) [0]N N p pDist M E ω δ ×≠  count=count+1; 

        endfor 
        FAR(False Alarm Rate) = count/ Nϖ  

        multiplier=multiplier+0.01; 
 
} until (FAR is converged or minimum)  
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We label the training classes as follows. The normal class is labeled as class 1ω  and the 

attack classes are labeled based on the sample numbers they have. The more samples 
the attack class has, the smaller its label is. Therefore, a labeled training class sequence 
will be obtained as 1 2 3, , ,..., Rω ω ω ω . The detection process is demonstrated in Fig. 2. 

obsM

if 1 1( , ( ); ) [0]obs
p pDist M E , then obs

NM

elseif 2 2( , ( ); ) [0]obs
p pDist M E , then 2

obsM

elseif 3 3( , ( ); ) [0]obs
p pDist M E , then 3

obsM

… … 
else obsM unknown attack 

 

Fig. 2. A rule-like realization of on-line detection 

3   Experiments 

3.1   Data and Feature Used 

The dataset we use is KDD CUP 99 Dataset at http://kdd.ics.uci.edu/databases 
/kddcup99/kddcup99.html. It is constructed based on the raw data of TCP dump data 
from 1998 DARPA evaluations [11] for the purpose of network intrusion detector com-
petition. The datasets contain a total of 24 training attack types, with an additional 14 
types in the test data only. In our experiments, only the DoS attack classes which con-
tain records greater than 200 are considered. The main reason is that it is not always 
possible to formulate a classification model to learn the anomaly detector with “insuffi-
cient” training data [12]. There are totally 6 types of DoS attacks in our experiments 
which include 3 known DoS attack types and 3 unknown DoS attack types. We use 3/5 
samples as training set and 2/5 samples as testing set for each selected class. The de-
tailed dataset description in our experiments is presented in Table 1. 

We employ all the 9 time-based traffic features in our experiments. They are the 
features named count, serror_rate, rerror_rate, same_srv_rate, diff_srv_rate, 
srv_count, srv_serror_rate, srv_rerror_rate and srv_diff_host_rate. A detailed de-
scription of the 9 time-based traffic features is provided in [13]. 

Table 1. Data set description 

Type Training samples Testing Samples
Normal 94722 63148
Smurf 266929 177952
Back 1981 1320
Neptune 99122 66080
apache2 0 794
mailBomb 0 5000
processtable 0 759
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3.2   Results 

In our experiment, the sequence length parameter n  is set to 200 with a sliding win-
dow of 50, while the preferred threshold rδ  for each known classes is obtained in the 
training procedure described in Section 2.2.  

As we know, different threshold matrix corresponds to different classification preci-
sion rate in detecting different class. Here we take the detection of the normal class as an 
example. Fig. 3 illustrates the performance of different threshold matrix used in detect-
ing the normal class, in terms of different pairs of detection rate and false alarm rate.  
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Fig. 3. ROC curve of the covariance matrix based detection approach 

Remarks: Fig. 3 shows that the covariance matrix based detection approach achieves 
very high detection rates with very low corresponding false alarm rates. Two reasons 
contribute to this high detection results. One is the dataset itself. As we know that 
many flaws exist in the KDD CUP dataset [14], the normal traffic provided in the 
dataset is somewhat too simple. The other reason is that the threshold utilizes a matrix 
rather than a scalar to evaluate the covariance changes. Each entry in the threshold 
matrix evaluates the changes of the covariance of two corresponding features. There-
fore, if the observed covariance matrix (e.g. the samples of the attack class) should 
not be labeled as the provided class profile (e.g. the profile of normal class), it is very 
easy to happen that the changes of some elements in the observed covariance matrix 
exceed the corresponding element in the threshold matrix, which will result in the 
failure of labeling the observed samples as the label of the provided profile. However, 
we will also notice that each entry of the initial threshold matrix is settled as the 
maximum statistic of the covariance changes, which increase the opportunity of label-
ing the observed sample of covariance matrix as its corrected class label. Therefore, 
the false alarm rate of the normal class or the misclassifications rates of the attack 
classes will be very low while the classification precision rate will be very high in the 
covariance matrix based detection approach.  

Table 2 shows some pairs of false alarm rate and detection rate in details when dif-
ferent multipliers of the initial threshold matrix for normal class are used (refer to  
Fig. 1 for detailed threshold determination algorithm for the normal class). 
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Table 2. Different pairs of false alarm rate and detection rate under different threshold matrices 
of the normal class 

Threshold Multiplier False Alarm Rate Detection Rate 
1.15 0 99.60% 
1.05 0.32% 99.66% 
0.95 2.78% 99.70% 
0.85 7.94% 99.84% 
0.75 10.88% 99.86% 
0.65 16.68% 100.00% 

 

In order to show the performance difference of using different threshold matrices in 
detecting normal class, we list the classification precision rates in detecting testing sam-
ples of the normal class, under different threshold matrix with different multipliers of 
1.15 and 0.65 (refer to Table 2), respectively. The classification precision results are 
shown in Table 4, where New represents the unknown attack class. Each entry in Table 
3 shows the classification rate of detecting the testing samples of normal class as differ-
ent known classes. For example, the entry of (2,2) in Table 3 means that the classifica-
tion rate of detecting the testing samples of the normal class as the normal class is 100% 
under the threshold matrix with multiplier 1.15.    

Table 3. Classification precision rates of detecting the testing samples of the normal class as 
known classes and unknown attack 

Threshold Multiplier normal smurf back neptune New  
1.15 100.00% 0 0 0 0 
0.65 83.32% 0 0 0 16.68% 

In order to show the overall performance of the covariance based detection ap-
proach in detecting multiple known and unknown attacks, we list the classification 
results in Table 4. Because the threshold matrix determination algorithm proposed in 
Section 2.2 is only a practical solution, we only use 1.15 as the threshold multiplier 
for the normal class and simply use the initial threshold matrix as the preferred 
threshold matrix for each known attack class.  

Table 4. Classification results of distinguishing multiple known and unknown classes using the 
preferred threshold in the threshold determination algorithm 

 normal smurf back neptune New  
normal 100.00% 0 0 0 0 
smurf 0 100.00% 0 0 0 
back 86.96% 0 4.35% 0 8.70% 
neptune 0 0 0 98.86% 1.14% 
apache2 0 0 0 0 100.00% 
mailBomb 0 0 0 0 100.00% 
processtable 0 0 0 0 100.00% 
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Table 5 summarizes the total classification precision rates of the results listed in 
Table 4, for the different whole dataset of 4 training classes (refer to column 
Training), 7 testing classes (refer to column Testing), 3 known attacks (refer to 
column Known) and 3 unknown attacks (refer to column Unknown), respectively.  
The row of number of samples presents the sample count of the dataset represented by 
the column in terms of the covariance matrix, where the covariance matrix samples 
are obtained under the fixed and equal sequence length 200 with a sliding window 50. 
The total precision rate is calculated as the number of correctly classified samples 
divided by the total samples. 

Table 5. Total classification results of distinguish multiple known and unknown classes 

 Training Testing Known Unknown 
Number of Samples 9241 6277 4897 121
Total Precision Rate 99.62% 99.41% 99.24% 100.00%

4   Discussions 

The experimental results in Section 3 show that the covariance matrix based detection 
approach can achieve a high detection rate, high classification precision rate for the 
normal class, known attack and unknown attack classes. These experimental results in 
this extended paper are much better than that presented in our original paper [15]. In 
the original paper, the threshold is realized based on a scalar value, which evaluates 
the Euclidean distance of the difference matrix between an observed covariance ma-
trix and the profile covariance matrix; while the threshold in this extended paper is 
based on a matrix where each entry is realized based on the maximum statistics of the 
covariance changes of two corresponding features. Therefore, the detection perform-
ance has improved a lot. It is true that the dataset employed in this paper has some 
bias on the detection results, because the flaws exist and the data is somewhat a little 
simple [14]. However, the detection results verify the effectiveness of employing the 
covariance matrix in the DoS attack detection; particularly, employing a matrix rather 
than a scalar to evaluate each entry of the observed matrix sample will greatly in-
crease the effectiveness of the detection. 

As the detection approach proposed in this paper utilizes statistical covariance ma-
trix directly, another more relevant detection approach we want to mention is the 
Mahalanobis-distance based detection approach (M-detector). Both methods take into 
account variance and covariance of the variables measured, but our proposed method 
is very different from Mahalanobis Distance base detector in the following aspects:  

 Similarity measurement: M-detector evaluates the M distance between the ob-
served sample and the different means of different classes, while our method 
evaluates the difference of matrices between the covariance matrix of samples 
and the covariance matrix of different classes. 

 Feature space: the feature space of M-detector consists of the samples of signals, 
while the feature space of our proposed method consists of the covariance matrix 
of a group of sampled data. 
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Compared with other outlier detection methods, our proposed method takes advantage 
of the following desirable characteristics: 

 The employment of the covariance statistics makes the dissimilarity prominent 
among the normal and different types of attacks. 

 The covariance matrix used in our detection approach has specific meaning, 
which characterizes each attack in terms of dispersion of its own corresponding 
first-order feature pairs. 

 The detection approach overcomes the drawback [7] of the dependency of data 
specific distribution in traditional IDES/NIDES based anomaly detection 
techinques.  

More research needs to be done. For example, we need to know how to evaluate the 
effect of physical features on the covariance feature space. We also need to conduct 
more experiments on different datasets. But these future works do not undermine the 
discussion of anomaly detection in this paper. The proposed covariance based second 
order statistical detection approach can be served as a new tool in detecting multiple 
anomalies. 
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Abstract. Many popular Text Classification (TC) models use simple occur-
rence of words in a document as features to base their classifications. They 
commonly assume word occurrences to be statistically independent in their de-
sign. Although such assumption does not hold in general, these TC models are 
robust and efficient in their task. Some recent studies have shown context-
sensitive TC approaches were able to perform better in general. On the other 
hand, although complex linguistic or semantic features may intuitively be more 
relevant in TC, studies on their effectiveness have produced mixed and incon-
clusive results. In this paper, we present our investigation on the use of some 
complex linguistic features with two context-sensitive TC methods. Our ex-
perimental results show potential advantages of such approach. 

1   Introduction 

Automatic Text Classification is an important task in the management and use of 
textual data resources. Such task involves applying machine learning techniques to 
classify documents based on selected features. Typically, a set of training text docu-
ments is preprocessed, say, with stop word removal and stemming, followed by the 
extraction of feature vectors representing the documents for training a classifier. The 
simplest way to represent a document is the “bags-of-words” representation which 
treats each word in the document as an independent feature. This has been proven to 
be a robust, efficient model though with some limitation in its performance. Well-
known approaches like Rocchio’s algorithm [9] are based on this model. 

In many TC approaches, the use of word occurrences as feature set is combined 
with the assumption of features independence to improve efficiency and simplify 
design. However, it is obvious that words are correlated and some words are signifi-
cant pattern only when they co-occurred with other words. Context-sensitive classifi-
cation methods identify and make use of words association information to improve 
the classification effectiveness. There are some good existing methods like IREP [4] 
and its extension RIPPER [2], [3], which can learn feature co-occurrences with fast 
heuristics for the classification task. 

Another direction to improve the performance of TC is to use different or addi-
tional features other than words as basis for the classification task. The features may 
carry different level of syntactic and semantic properties, e.g. phrases [11], complex 
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nominals [8] and hyponym by word sense disambiguation [1]. Unfortunately, no sig-
nificant improvement has been observed by using these features. A possible explana-
tion is the lack of good text processing techniques for extracting these features  
reliably. 

In this research, we investigate the use of complex linguistic features in context-
sensitive text classification. The features we investigated include lemma, part-of-
speech (POS), and syntactic dependency among words. These features have closer 
association with semantics than plain words. On the other hand, word sense disam-
biguation studies have shown context plays an important role in determining word 
semantics. Thus the combination of these complex linguistic features and context-
sensitive techniques may form an effective surrogate for semantics for text classifica-
tion. This is the rationale of our investigation.  

The rest of our paper is layout as follows. In the next section, we will review the 
general issues associated with common TC approaches, the context-sensitive TC 
techniques studied by Cohen in [3], and the use of complex linguistic features in TC. 
In Section 3 we describe our experimental setup and the associated results. In the final 
Section we draw our conclusion and discuss the direction of our future works. 

2   Background and Related Works 

2.1   Limitations of Common Approaches to TC 

As mentioned above, there are two main characteristics in common approaches to TC 
that warrant more investigation, viz. the use of word occurrences as document fea-
tures and the statistical independence assumption in these approaches.  

A linear classifier using words as features is simple and efficient to implement, but 
it is against our normal understanding that words do have associations with one an-
other when they are used. As demonstrated in [3], the presence of a word may influ-
ence the importance of other words. A context-sensitive representation can address 
this issue and will be discussed in the following section. 

On the other hand the effectiveness in using words as features may also be ques-
tioned. Words are the fundamental components of a text document. It is the simplest 
features which is directly machine recognizable without aid of external knowledge. 
As a basic symbol in a textual document, words are very efficient and easy to use as 
indexing features for document search and retrieval, and their effectiveness has been 
demonstrated in search engine applications. However, for human readers, words con-
vey meaning and meaning is often the basis on which people search and classify 
documents. It is a commonly known fact that words and concepts do not have unique 
and unambiguous relationships. The existence of synonyms not only increases the 
feature space in bags-of-words approaches, but also tends to reduce the recall rate in 
text retrieval and accuracy in classification tasks. Text document may be misclassified 
because of the use of some rare synonym in a document for a concept. An opposite 
situation is the existence of polysemous words. It is common for words to have multi-
ple meanings. This phenomenon reduces the precision in word-based search and clas-
sification techniques. 
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2.2   Context-Sensitive Text Classification 

Text classification approaches like Naïve Bayes and Rocchio’s algorithms make use 
of the linear combination of words’ weight. Since each word is considered as inde-
pendent, the contextual effect among words is ignored. Such effect is addressed by 
context-sensitive learning methods such as the two approaches discussed in [3]. 

The first approach RIPPER discussed in the paper [2] is similar to association rule 
learning in data mining. RIPPER is a non-linear rule-based algorithm. It attempts to 
learn to classify using features described in a disjunctive normal form (DNF), consist-
ing of the disjunction of a rule set, with each rule specifying a conjunction of features. 
The heuristic method to generate rules originated from the Incremental Reduced Error 
Pruning technique (IREP) [4] and its modified version IREP*. The main idea is to 
greedily add words (features) to the rule based on information gain evaluated on a 
grow data set, and subsequently simplify the rules by pruning words from the rules 
based on evaluation on a prune data set. Finally the rule set is further optimized as a 
whole by alternative rules replacement. 

The second approach discussed in [3] is the “sleeping-experts”, a technique based 
on ensemble classifiers. The technique itself does not basically cater to word contexts. 
It works by treating each feature as “expert” and classify document by weighted en-
semble of multiple “experts”. In [3], it handles the context effect through a preproc-
essing of feature set into “sparse phrase”, each of them consisting of word sequences 
separated by “holes”. For example, a learned phrase “X?Y” means there could be any 
other words between words X and Y. The information of X, Y co-occurrence and the 
position that X is in front of Y constitutes the identifying feature.  

The experimental results in [3] showed that context-sensitive algorithms have gen-
erally better performance, pointing to the usefulness of context information in TC. 

2.3   Use of Linguistic and Semantic Features in TC 

Generally speaking, when people use a word with multiple meanings, some 60% of 
the time they use it in the most frequent sense. However, for some special domains or 
field of studies, an alternative meaning may be more prevalent. Furthermore, some 
specific concepts can only be recognized by consecutive combinations of multiple 
words. These phrases and named entities may refer to concepts which can be ex-
pressed in a variety of ways. 

To use semantics in classification, we must first of all identify the meaning of 
words as they are used in their particular contexts. By looking up machine-readable 
dictionaries such as WordNet [6], we can identify multi-words phrases, word mean-
ings and different semantic relations like hyponyms/hypernyms. 

As mentioned in the previous section, some words may have several meanings. 
Word sense disambiguation (WSD) is one of the natural language processing tasks to 
identify the meanings of words as they are used in particular contexts. Unfortunately, 
it is not easy for machine to achieve this task accurately, as this may require common 
sense knowledge and specific knowledge in different domains. The current state of art 
WSD algorithm can achieve 90% precision at the expense of decreased coverage to 
10%, but to balance the performance of precision and recall, most system hit a wall at 
65%-70% [12]. Indeed, even if we do nothing but just take the most frequent sense of 
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a word, we would be correct some 60% of the time [7]. The common approach in the 
WSD task is to use “contextual information”, including POS and other syntactic fea-
tures, together with co-occurrence of surrounding words to guide the selection of the 
word sense. 

There are several studies that apply word sense and other semantic features in text 
classification. In [11] Scott attempted to enrich the feature space by including phrases 
and hyponyms. Hyponyms are obtained by looking up WordNet. The combined use 
of words and phrases has slightly improved the performance, while the inclusion of 
hyponyms has not. Bloehdorn [1] compared the effect of combining terms with senses 
identified by different word sense disambiguation techniques. They tried the combina-
tion of all senses from WordNet, first sense from WordNet, and senses identified by 
context-based sense disambiguation. Although there are no significant differences 
among the approaches, their results are comparable to term-based features. This may 
be caused by applying boosting technique to improve the performance of weak se-
mantic features set. 

A study in information retrieval shows the need for high precision disambiguation 
in order to improve performance [10]. Various studies in text classification have simi-
lar conclusion [11]. It is generally not efficient, nor effective, to use high-level or 
deep semantics in text processing task. Moschitti [8] submitted that the use of word 
token has generally better performance than adding complex nominal and POS infor-
mation in Rocchio and SVM TC. 

Thus from the above analysis of the various studies in text classification, we see 
that context-sensitive techniques have been able to perform well with words as fea-
tures, but no investigation has been done with complex linguistic features with this 
type of techniques. As word senses are closely associated with their context, it is 
possible that the combination of complex linguistic features with their context may 
provide an effective environment for the text classification task. This motivated our 
research. 

3   The Experiment 

We have conducted experiments on the application of complex linguistic features 
using two different context-sensitive TC algorithms. A subset of documents from 
Reuters-21578 is selected for the evaluation. The documents are parsed to extract 
linguistic features. Two context-sensitive TC algorithms similar to those used in [3] 
were implemented and applied to different sets of linguistic features. Three-fold cross 
validations were performed for different combinations of linguistic features. 

3.1   Test Collection 

The test data we used in this research is the Reuters-21578 test collection. It is a well-
known and popular corpus for evaluation of text classification techniques. The data set 
contains 21578 news stories which are classified into 135 topics. Each article consists of 
some metadata like date, author, title and body. The whole collection is annotated in 
SGML format and size of categories varies from nearly 4000 articles to 1 article. It 
provides a broad range of characteristics to test classifiers in different aspects. 
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For this research we selected classes of different sizes, and included both special-
ized and general topics in order to investigate our approaches in a more comprehen-
sive context. Based on the information supplied by the data set, we have selected 
documents in which “Topic” tag has value of “YES” and “Topic List” is not empty. 
Also, we have filtered out documents which do not belong to our selected classes. As 
a result, a total of 7888 documents are selected for our experiment. The details of the 
selected categories are listed in Table 1 below. 

Table 1. Selected classes from Reuters-21578 and their number of documents 

 earn acq trade interest sugar nat-gas jobs yen 
Doc# 3986 2448 552 511 184 130 76 69 

3.2   Feature Extraction 

The linguistic features we investigated in our experiment including lemma, POS and 
words dependency. The extraction process involves the following steps: 

1. Separating word tokens and punctuations by looking up the token combinations in 
machine-readable dictionary. We use WordNet [6] as the dictionary with JWNL [5] 
as the program interface. 

2. Splitting paragraphs into sentences using simple punctuation rules. 
3. Parsing each sentence to get POS and word dependency using the linguistic parser  

Stanford Parser [13] 

After the above processes, we are able to obtain words tagged by their lemmas, 
POS and list of modifiers. The implementation of feature extraction process is based 
on the Java platform and directly adopting linguistic processing tool described above. 

3.3   Learning Algorithms 

In this study, two context-sensitive TC models were implemented and used in the 
experiments; they were both implemented as binary classifiers: 

IREP [4]: It is a greedy heuristic algorithm which learns a rule set for classification. 
To learn a single rule, the training data is split into a grow set and a prune set. The 
rule generation process includes two phases: growing and pruning. 

Using the grow set, the algorithm greedily selects the features which can best im-
prove the relative information gain compare to previously selected features, to add to 
a rule. The rule growing process stops when no more features can be added to im-
prove the information gain. By using the prune data set and an objective function, 
each rule feature is checked to see if the rule’s performance can be improved based on 
the objective function by removing a feature. 

The rule is then evaluated using the whole set of training data. If it can pass a 
threshold, it will be added to the rule set. The documents which are covered by the 
new rule are then removed from the set of training data. The rule generation process is 
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repeated with the remaining documents to generate another rule. The process stops 
either when there is no more positive example left in the training data, or when a 
newly generated rule cannot reach some threshold of performance. 

Sleeping-Experts [3]: It is a feature oriented algorithm based on weight update and 
can support ongoing learning when a new document is presented. We prohibit the 
learning in the testing phase in order to get a more stable and comparable experiment 
results. 

In fact, Sleeping-Experts is not basically a context-sensitive algorithm unless con-
text-sensitive features are included in the pool of “experts”. In [3], sparse phrases are 
included as context-sensitive feature. In our implementation, we use simple co-
occurrences of basic features as context information. 

 An “expert” is actually a feature appearing in a document. It carries a positive and 
a negative weight corresponding to the confidence of prediction by the expert of 
whether the document belongs to the target class or not. For each incoming document, 
features are extracted from the document and matched against the existing set of ex-
perts. For each new feature which could not match any expert in the existing pool, a 
new expert is generated and given an initial weight. For features that find a match 
with experts in the pool, their weights are retrieved. The weights for these active ex-
perts and the new experts are combined to produce a score which is used to determine 
the classification outcome. If the score passed a threshold, the document is classified 
as belonging to the target class, otherwise it is not. During training when the actual 
classification of the document is known, the weights of the active experts which made 
a wrong prediction will be penalized by multiplying them with a “weight update fac-
tor” less than 1. The weights of the active experts are then re-normalized. The testing 
process is similar except the creation of new experts and weight update process are 
not performed. 

3.4   Experiment Design 

Using the set of selected documents, we performed three-fold cross validations to 
evaluate the effectiveness of using complex linguistic feature in context-sensitive 
classification techniques. 

The experiments are repeated for the eight selected classes and eight feature com-
binations listed in Table 4. The composition of feature set is prepared by merging the 
multiple feature sets concerned. 

Table 2. Test combinations of linguistic features 

Combination Symbol 
Word W 
Lemma L 
Lemma|POS P 
Lemma|Modifier M 
Lemma|POS + Lemma|Modifier L+P 
Lemma + Lemma|POS L+M 
Lemma + Lemma|Modifier P+M 
Lemma + Lemma|POS + Lemma|Modifier L+P+M 
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In each experiment, one class is selected as classification target for the classifier. 
The positive and negative documents are randomly divided into three sets and three 
runs are performed each time with one group withheld as test set and the others as 
training set. The result is evaluated by averaging these three-fold cross validation 
results. 

3.5   Results and Discussion 

Results of experiments with IREP are summarized in Tables 3 and 4 at the end of this 
paper. Table 3 gives the Precision-Recall figures and Table 4 presents the overall 
performance by evaluating the f-measure, which is the harmonic mean of precision 
and recall. Similarly, results for Sleeping Experts are summarized in Table 5, 6. “W”, 
“L”, “P” and “M” denote testing with “word”, “lemma”, “lemma with POS” and 
“lemma with modifier word” respectively. The results from using “word” features 
only serve as a baseline for comparison with the use of other more complex linguistic 
features. Bolded value indicates that the test result is better than the corresponding 
baseline figure in the “word” feature test. 

The overall performances of IREP showed some symptoms of over-fitting. Most of 
the recall rates are relatively high while the precision rates are comparatively low. 
This symptom is particularly significant in classes “acq” and “interest”. There is no 
clear dominance of performance in the use of complex linguistic features over words 
or vice versa, although in many cases linguistic features do appear to help. 
 

Table 3. Precision/Recall by IREP, bolded value means it outperforms the baseline of “W” 

 earn 
P              R 

acq 
P              R 

trade 
P              R 

interest 
P              R 

W 81.7 93.8 75.5 85.5 71.7 93.3 57.1 77.7 
L 90.0 95.8 79.4 81.7 83.0 81.7 59.7 83.8 
P 87.9 90.4 65.2 82.1 73.5 80.2 54.1 81.0 
M 91.2 73.9 74.5 70.3 69.4 51.0 70.7 60.7 
L+P 81.6 94.9 64.7 84.2 76.7 87.3 58.7 82.0 
L+M 76.6 93.2 78.4 89.2 80.1 79.5 58.0 84.7 
P+M 83.7 92.1 68.6 83.7 54.3 79.5 66.1 58.3 
L+P+M 80.9 94.9 54.0 88.2 70.1 85.5 57.2 83.4 

 
 sugar 

P              R 
nat-gas 

P              R 
jobs 

P              R 
yen 

P              R 
W 88.6 96.7 75.1 60.0 89.7 90.9 45.7 58.0 
L 88.2 96.7 48.2 67.8 91.7 88.3 42.3 69.6 
P 93.7 89.6 48.4 70.7 86.3 81.7 71.6 65.2 
M 91.8 48.6 81.0 31.6 81.0 43.0 38.1 23.9 
L+P 87.5 97.8 68.9 70.0 88.1 87.0 25.4 81.2 
L+M 88.6 96.7 66.5 73.1 96.2 81.7 33.9 15.2 
P+M 93.8 90.7 62.7 67.7 65.4 88.1 49.1 65.2 
L+P+M 88.7 97.8 61.6 74.6 92.7 84.4 54.5 75.4 
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On the other hand, the result from Sleeping Experts is much more conclusive. They 
generally give better results than the baseline using “word”. Most results from the 
experiments using complex linguistic features demonstrate better performance except 
for the classes “sugar” and “job”. Both precision and recall are improved by applying 
linguistic features. 

However, the composition of multiple linguistic feature sets has not demonstrated 
absolute superiority over other more simple sets, although it accounts for the best 
results in many cases. This is probably the consequence of the fact that the underlying 
information contents of these features are similar and predominantly overlapping so 
that their union produces little added information for the classification task. 

Table 4. F-measure on precision and recall by IREP, bolded value means it outperforms the 
baseline of “W” 

 earn acq trade interest sugar nat-gas jobs yen 
W 86.8 80.1 81.1 58.0 92.5 66.7 90.1 48.4 
L 92.8 80.4 82.2 63.5 92.2 55.6 89.9 48.9 
P 88.7 71.4 75.0 61.5 91.6 52.8 83.4 68.2 
M 81.6 72.1 56.1 65.2 60.7 45.1 54.1 27.4 
L+P 87.5 72.8 81.1 63.4 92.3 69.3 87.2 31.0 
L+M 83.0 83.4 79.7 63.5 92.5 69.1 87.8 14.8 
P+M 87.5 74.5 61.1 59.0 92.2 64.8 64.7 55.7 
L+P+M 87.2 66.9 76.7 63.1 93.0 67.1 88.3 54.5 

Table 5. Precision/Recall by Sleeping-Experts, bolded value means it outperforms the baseline 
of “W” 

 earn 
P              R 

acq 
P              R 

trade 
P              R 

interest 
P              R 

W 97.5 97.3 89.6 98.7 85.6 92.6 82.3 96.7 
L 96.7 96.5 88.0 98.5 84.4 92.0 86.3 95.5 
P 97.5 98.3 91.4 98.5 83.6 95.8 82.9 97.7 
M 95.6 97.0 85.3 98.1 75.9 95.6 81.4 93.9 
L+P 98.0 97.9 91.4 98.6 84.7 94.4 84.8 97.5 
L+M 97.4 97.4 88.5 98.5 86.3 92.6 87.3 97.8 
P+M 97.7 98.4 91.0 98.7 84.3 95.3 83.5 98.0 
L+P+M 98.2 98.0 91.4 98.7 85.0 94.4 85.9 97.5 

 
 sugar 

P              R 
nat-gas 

P              R 
jobs 

P              R 
yen 

P              R 
W 93.2 96.7 64.7 81.6 83.4 97.4 72.7 56.5 
L 93.4 96.7 70.8 80.1 82.7 96.1 64.9 53.6 
P 92.1 94.6 65.6 83.8 83.6 88.1 86.0 71.0 
M 72.5 83.1 54.6 77.0 65.1 77.6 65.1 59.4 
L+P 92.8 95.7 68.6 88.4 83.5 97.4 80.4 71.0 
L+M 93.9 95.7 67.9 80.0 83.9 96.1 74.3 63.8 
P+M 93.1 94.0 64.7 83.8 82.8 88.1 85.0 73.9 
L+P+M 92.8 95.7 67.1 88.4 83.2 96.1 85.4 72.5 
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Table 6. F-measure on precision and recall by Sleeping-Experts, bolded value means it outper-
forms the baseline of “W” 

 earn acq trade interest sugar nat-gas jobs yen 
W 97.4 93.9 88.9 88.9 94.9 72.1 89.5 63.2 
L 96.6 93.0 88.0 90.6 95.0 75.1 88.5 58.7 
P 97.9 94.8 89.3 89.6 93.3 73.5 85.7 77.8 
M 96.3 91.3 84.7 87.2 77.1 63.8 69.9 61.7 
L+P 98.0 94.8 89.3 90.6 94.1 77.2 89.6 75.3 
L+M 97.4 93.3 89.3 92.3 94.7 73.4 89.1 68.6 
P+M 98.1 94.7 89.4 90.1 93.5 73.0 85.2 79.1 
L+P+M 98.1 94.9 89.4 91.3 94.1 76.2 88.9 78.0 

4   Conclusion and Future Works 

In this paper, we have presented an experiment to investigate the use of complex 
linguistic features in context-sensitive TC techniques. While the results of the IREP 
approach have not been conclusive, the results of Sleeping Experts have shown the 
effectiveness and potential for more complex linguistic features to improve perform-
ance of context-sensitive TC techniques. We are continuing our investigations in 
several directions: 

1. Repeat the test to include more classes and other document collections. 
2. Consider the use of other complex synthetic and linguistic features such as phrases, 

complex nominals, word senses and case frames. 
3. Use the complex features with other context-sensitive TC approaches. 
4. Investigate an effective way to combine different linguistic features under different 

classification problem contexts. 
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Abstract. The performance of an information retrieval system usually increases 
when it uses the relationships among the terms contained in a given document 
collection. This paper presents a new Influence Diagrams-based structured 
document retrieval model which contains two term-layers to represent the term 
relationships, gives the model’s topology and inference process, and puts 
forward an efficient learning method based on co-occurrence analysis to capture 
the relationships among the terms.  

1   Introduction  

As more and more structured documents such as textbooks and scientific articles, 
whose contents are organized around a well-defined structure, become available on 
the Internet, it is becoming more important to design structured document retrieval 
models and systems. Some models have been presented for structured document 
retrieval during the last decade, such as SID, CID [1], BNR-SD[2], but these are less 
than perfect as the particular dependence relationships between terms are ignored. 
This paper presents a structured document retrieval model that takes into account the 
term relationships in an attempt to reduce these problems, and presents an efficient 
learning method based on the co-occurrence analysis to capture the relationships 
between terms.  

The remainder of the paper is organized as follows: Section 2 introduces Influence 
Diagrams and the representation of the structured document. Section 3 presents related 
work on the structured document retrieval. Section 4 introduces a new retrieval model 
based on Influence Diagrams in detail. Section 5 shows the inference process and a way 
of applying the results to structured document retrieval. Section 6 puts forward the 
conclusions drawn from this work and some proposals for future research. 

2   Preliminaries 

(1) Influence Diagrams (ID)[3]: ID is a generalization of Bayesian network that 
provides a visual representation of a decision problem; it is a structure built by 
qualitative and quantitative information. 

The qualitative part constitutes by a directed acyclic graph, which contains three 
kinds of node and two types of arc.  
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The three kinds of node are chance, decision, and utility. Chance nodes represent 
random variables or uncertain quantities drawn as circles. A decision node drawn as a 
rectangle stands for the collection of actions available at a particular time in the 
decision making process. The decision-maker must choose one action from this 
collection at that time. The last type is the utility node that represents the utility 
function associated with the decision problem and is drawn as a diamond [4].  

Of the two types of arc, one is the arc pointing to a chance node or a utility node 
representing probability and function dependences (as occur in Bayesian networks), 
respectively; the other type, called an informative arc, points to a decision node, 
representing the variable that should be known when making the decision.  

The quantitative part of the Influence Diagrams contains a number of conditional 
probability distributions that must be associated with the chance nodes, and a set of 
utility values for each utility node. 

(2) Representation of the structured document: Each structured document is 
represented as a tree structure (see Figure1), similar to those used in [1, 2].  

 

 

Fig. 1. Structured representation of a document 

Each document is composed of a hierarchical structure of l  abstraction levels 

1 2, ,..., lL L L , the document itself is noted as level 1 , and the level l  is specific because 

the units in this level join directly with some term nodes (term node noted as kT ). In 

order to simplify the notation, it is assumed that the number of levels is the same for 
all the documents in the collection. Each structural unit at level j  is noted as ijU , 

where i  is the identifier of this unit. The number of structural units contained in 

level j is represented by jL . Therefore, 1{ ,..., }
j

j j L j
L U U= . The units are organized 

according to the actual structure of the document: every unit ijU  at level j , except the 

unit at level 1 (representing the document itself), is contained in only one unit ( , ), 1z i j jU −  

of the lower level 1j − , ijU ⊆ ( , ), 1z i j jU − , where ( , )z i j  is a function returning the index 

of the unit in level 1j −  to which the unit ijU  belongs[1].  

3   Related Work on Structured Document Retrieval 

Two main models for structured document retrieval are discussed in this section, 
while other Bayesian network-based approaches can be found in [5~8].  
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The first model is the BNR-SD Model [2], which extends the Two-Layered 
Bayesian network retrieval model to a Multi-Layered Bayesian network for structured 
document retrieval. The representation of each structured document is the same as the 
one described in section 2. This model contains two different types of node: the 
structural unit node ijU , and the term node jT ; and one type of arc leading from a 

given term node or structural unit node to the particular structural unit node which 
contains it. The topology of this model is depicted in Figure 2. The posterior 
probabilities of relevance of all the structural units can be computed in the inference 
process when a query is given. The relevant units are then sorted according to their 
corresponding probabilities and delivered to the user. 

 

 

Fig. 2. The BNR-SD model 

The second model is the Simple Influence Diagram (SID) [1], which regards the 
structured document retrieval as a decision-making problem. The representation of 
each structured document in this model is the same as the one in the BNR-SD. This 
model contains three different types of node and two different types of arc.  

 

 

Fig. 3. Influence diagrams for the SID model 
 
The chance nodes are comprised of two kinds: the structural unit node ijU and the 

term node jT . The decision node, ijR , represents the decision variable related to whether 
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or not to show ijU to the user and the utility node, ijV , measures the utility value of the 

corresponding decision. The arcs go from a given chance node (either a term or a 
structural unit) to the particular structural unit node which contains it; and the arcs go 
from a decision node and a structural unit node to the corresponding utility node.  

The topology for the SID is shown in Figure 3. When a user submits a query, the 
expected utility of each decision given the query is computed. The retrieval system 
then presents the relevant units to the user in decreasing order of the utility.  

Neither of the models above takes into account the particular dependence 
relationships between terms that can be mined from the structured document 
collection. However, the retrieval performance of an information retrieval system 
usually increases when it uses these relationships. In the following section, a new 
model containing the term relationships is presented. 

4   The New Influence Diagrams-Based Model for Structured 
Document Retrieval: Using Term Relationships 

It is assumed that the structured document collection D  comprises 
s documents, 1 2{ , ,..., }sD D D D= , and the collection is indexed by k terms constituting 

the term set T , 1 2{ , ,..., }kT T T T= . 

4.1   Learning Term Relationships 

This paper adopts the method based on co-occurrence analysis [9] to measure the 
relationships between terms.  

Before showing this approach, some additional notations should be introduced. Let 
N  be the number of the structural units in the whole collection. Let ,ij khtf  be the 

frequency of the term iT and the term jT co-occurs in the structural unit khU , and 

ijidf be the inverse structural unit frequency of iT  and jT in the whole collection. 

ijidf can be computed by ( )lg ijN n , where ijn is the number of the units indexed 

by iT and jT . Let ,j khtf be the frequency of the term jT  in the structural unit khU , and 

jidf  be the inverse structural unit frequency of jT  in the whole collection 

( ( )lgj jidf N n= , where jn is the number of the units indexed by the term jT ). We use 

the weighting scheme , ,j kh j kh jd tf idf= × to represent the weight of the term jT  in the 

structural unit khU , the weighting scheme , .ij kh ij kh ijd tf idf= × to represent the joint weight 

of the term iT  and the term jT in the structural unit khU , and use the notation ( )jRn T to 

represent the set of n terms most closely related to jT . 

When all weights described above are obtained, the strength of two terms co-
occurrence relationship can be computed, from the perspective of term jT : 

,

,

( ) ( )
ij kh

kh
j i i

j kh
kh

d
strength T T ightfactor T

d
= ×  (1) 
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Some terms, which appeared in many places, are called general terms. These 
general terms should be penalized to some extent in the co-occurrence analysis. So a 
method similar to inverse document frequency is adopted to deal with this problem. 
We define:  

( ) lgi iWeightfactor T idf N=  (2) 

Therefore, to learn term relationships implies the need to determine the set ( )jRn T . 

Thus, for each jT , the measure ( )j istrength T T  is computed.  

4.2   The Qualitative Component of the Model 

The different types of node are: 

(1) Chance nodes. The model contains three types of chance nodes: structural unit 
node ijU , term node jT , and term node '

jT (we duplicate each term node jT  in T to 

obtain another term node '
jT , forming a new term layer 'T , ' ' '

1{ ,..., }kT T T= ). Each node 

represents a binary random variable: ijU  takes its values in the set { , }ij iju u+ − , 

representing whether the unit is relevant or not relevant, respectively; jT  ( '
jT ) takes 

its values in the set { , }j jt t+ −  ( ' '{ , }j jt t+ − ), representing whether the term jT   ( '
jT ) is 

relevant or not relevant, respectively. 
(2) Decision nodes. For each structural unit ijU , there is one decision node ijR , 

which represents the decision about whether or not to retrieve the corresponding unit. 

ijR takes its values in the set { , }ij ijr r+ − , meaning ‘retrieve ijU ’and ‘do not retrieve ijU ’, 

respectively. 
(3) Utility nodes. There is also one utility node for each unit in the new model, 

denoted by ijV , which measures the value of utility of the corresponding decision. It is 

assumed that all the values belong to the interval [0, 1], because the result of 
evaluating an Influence Diagram is invariable with respect to change in the scale of 
the utilities [1]. 

The different types of arc are: 

(1) Arcs between the chance nodes. There are arcs going from the term node '
iT  to 

the term node jT , ' ( )i jT Rn T∈  (the arc from '
jT to jT always exists), from the term node 

jT  to the structural unit node ilU ( ilU is indexed by jT  ), and from the structural unit 

node to the particular structural unit node which contains it. 
(2) Arcs pointing to the utility nodes. There are arcs from the decision node ijR  

and the chance node ijU  to the utility node ijV .  

In addition, the utility function is also influenced by the query. Since this is a 
query independent model (i.e., the query node is not a part of the IR system), the arcs 
from the query node to the utility node do not show in the model. 

Figure 4 shows an example of the new model. 
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Fig. 4. The new structured document retrieval model 

4.3   The Quantitative Component of the Model 

4.3.1   Probabilities in Chance Node 
For each chance node X in the graph, a set of conditional probability 
distributions ( | ( ))p x pa X , one for each configuration ( )pa X of the parent set 
of X , ( )Pa X , should be defined. 

Term nodes '
iT , i.e., the term nodes in the first layer ' '( )iT T∈ , do not have 

parents, '( )iPa T = ∅ , hence ' '( | ( ))i ip t pa T+ equals '( )ip t + . We use the following estimator:  

'( ) 1ip t k+ =  (3) 

where k  is the number of the terms. 
Term nodes in the second layer ( )jT T∈  must store the conditional 

probabilities ( | ( ))j jp t pa T+ . We use a probability function defined in [10] to estimate 

them: 

' '( ), ( )

( | ( ))
i j i j

j j ij
T Pa T t pa T

p t pa T W
+

+

∈ ∈

=  (4) 

where the weight ijW  measures the influence of each term ' '( ( ))i i jT T Pa T∈ on the 

term jT , with 0ijW ≥ . It is then defined in the following: 

( )
'

'

'

( ),

                                                                             ( ),

1 ( ) ( ) ( ),
i j

i j

ij j i j i i j
T Pa T i j

T Pa T i j
W strength T T strength T T T Pa T i j

α
α

∈ ≠

∈ =
= − ∀ ∈ ≠  

(5) 

where α is a parameter, 0 1α< < , and it is used to control the importance of the 
contribution of the term relationships being considered for a term jT  to its final degree 

of relevance.  
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For the structural unit nodes ijU , the conditional probabilities ( | ( ))il ilp u pa U+  

and ( | ( ))ij ijp u pa U+ , j l≠ , must be assessed using the probability function [10].  

First, the conditional probabilities of relevance of ilU : 

( ), ( )

( | ( )) ( , )
j il j il

il il j il
T Pa U t pa U

p u pa U W T U
+

+

∈ ∈

=  (6) 

where the weight ( , )j ilW T U is associated with each term jT indexing the unit ilU , with 

( , ) 0j ilW T U ≥ .  We define: 

, ,( )
( , )

h il
j il j il j h il hT Pa U

W T U tf idf tf idf
∈

= × ×  (7) 

Second, the conditional probabilities of relevance of ijU  ( j l≠ ): 

, 1 , 1

, 1
( ), ( )

( | ( )) ( , )
h j ij h j ij

ij ij h j ij
U Pa U u pa U

p u pa U W U U
+

+ +

+
+

∈ ∈

=  (8) 

where , 1( , )h j ijW U U+ is a weight measuring the importance of the unit , 1h jU + within ijU , 

with , 1( , ) 0h j ijW U U+ ≥ . 

Before defining the weight , 1( , )h j ijW U U+ , a new notation should be introduced: for 

any unit ijU , let ( )ijA U = { |k kT T T∈ is an ancestor of ijU }, i.e., ( )ijA U is the set of terms 

that are included in the unit ijU  [1]. This also means a unit ijU in level j l≠ containing 

all the terms indexing structural units in level l that are included in ijU . Then the 

weight is defined: 

, 1
, 1 ,( , 1) ,( ) ( )

( , )
k h j k ij

h j ij k h j k k ij kT A U T A U
W U U tf idf tf idf

+
+ +∈ ∈

= × ×  (9) 

4.3.2   Values in Utility Nodes 
In our case, for each node ijV , two values influencing the final utility value should be 

determined: one is the numeric value that represents the utility for the corresponding 
combination of the decision node ijR and the structural unit node ijU ; the other is the 

value influenced by the query Q . 

(1) Four values should be defined in case one: ( | )ij ijv r u+ + , ( | )ij ijv r u− + , ( | )ij ijv r u− −  

and ( | )ij ijv r u+ − . The ordering of the four values is shown below (this is the guideline 

used to assign these values) [1]: 
1 ( | ) ( | ) ( | ) ( | ) 0ij ij ij ij ij ij ij ijv r u r u r u r u+ + − − + − − += ≥ ≥ ≥ =  (10) 

(2) The value influenced by query Q  can be computed by Equation (11): 

, ,( ) ' '
( )

k ij k
ij k ij kT A U Q T Q

Mfactor U tf tf ∗∈ ∩ ∈
=  (11) 

where 'Q represents a set of terms in T  whose parents in 'T belong to the query Q , 
and ,ktf ∗ means the frequency of the term kT in the whole document collection. It is 
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easy to understand that the unit will be more useful to the user when it is indexed by 
more terms belonging to a given query. 

(3) The final value of each utility node is defined as following:  

'( | ) ( | ) ( )ij ij ij ij ijv r u v r u Mfactor U= ×  (12) 

5   Evaluation of the Model 

In order to make a decision about whether or not to retrieve a structural unit, the 
expected utility of each decision should be computed.  

5.1   Inference with the Model 

The expected utility for each structural unit ijU in the model can be computed by 

means of: 

{ , }

( | ) '( | ) ( | )
ij ij ij

ij ij ij ij
u u u

EU r Q v r u p u Q
+ −

+ +

∈

=  (13) 

{ , }

( | ) '( | ) ( | )
ij ij ij

ij ij ij ij
u u u

EU r Q v r u p u Q
+ −

− −

∈

=  (14) 

Before computing the expected utility above, the probabilities ( | )ijp u Q must first 

be determined. There are different algorithms that efficiently perform the propagation 
progress used to compute these probabilities. Since the field of structured document 
retrieval contains a large number of variables, it is time consuming to perform the 
general purposed inference algorithms. In this model, we use a specific inference 
process designed for a non-structured document Bayesian network retrieval model 
(see [11]), which is also used in structured document retrieval (see [1, 2]).  

The first step is evaluating the posterior probability of relevance of the term nodes 

jT belonging to T , ( | )jp t Q+ , by the following expression: 

'

'

( )

( | ) ( | )
i j

j ij i
T P a T

p t Q W p t Q+ +

∈

=  (15) 

where '( | ) 1ip t Q+ = if '
iT Q∈ , otherwise ' 1

( | )ip t Q
k

+ = , hence Equation (15) becomes: 

' '( ) ( ) \

1
( | )

i j i j

j ij ij
T Pa T Q T Pa T Q

p t Q W W
k

+

∈ ∩ ∈

= +  (16) 

The second step is computing the structural units in level l  by using the 
information obtained in the previous step, in the following way: 

( )

( | ) ( , ) ( | )
j il

il j il j
T Pa U

p u Q W T U p t Q+ +

∈

=  (17) 

Finally, the posterior probability of the structural units in level j , j l≠ , can be 
computed by means of: 

, 1

, 1 , 1
( )

( | ) ( , ) ( | )
h j ij

ij h j ij h j
U Pa U

p u Q W U U p u Q
+

+ +
+ +

∈

=  (18) 
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The probabilities ( | )ijp u Q−  will be obtained by duality ( ( | ) 1 ( | )ij ijp u Q p u Q− += − ). 

Therefore all the required probabilities can be computed starting from level l and 
going down to level 1 . 

5.2   Decision-Making 

In a typical decision-making problem, the decision with the greatest utility will be 
chosen, while in the field of information retrieval making the decision about whether 
or not to retrieve a unit (retrieving the structural unit ijU if ( | ) ( | )ij ijEU r Q EU r Q+ −≥ and 

not retrieving it otherwise) is not enough. The retrieval system must present the 
relevant units in a decreasing order according to their relevance to the user. So this 
paper adopts the method used in [1], which is ranking the relevant units according to 
the corresponding expected utility, ( | )ijEU r Q+ .  

6   Conclusions and Further Work 

This paper presents a model considering the relationships between terms based on 
Influence Diagrams for structured document retrieval. Although some work has been 
done in the research of structured document retrieval, the retrieval model containing 
the direct relationships between terms is rare, although these relationships are already 
introduced in many non-structured document retrieval models (see [10] [11]).  

Our model can be improved in several ways; for instance, the terms should 
directly connect to any structural units, but not be limited to the structural units in 
level l ; other factors influencing the utility value should be considered as well, such 
as the user’s preference.  In addition, we can introduce the semantic similarity into 
our model in order to represent the term relationships more accurately. 
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Abstract. Many supervised and unsupervised learning algorithms de-
pend on the choice of an appropriate distance metric. While metric
learning for supervised learning tasks has a long history, extending it
to learning tasks with weaker supervisory information has only been
studied very recently. In particular, several methods have been proposed
for semi-supervised metric learning based on pairwise (dis)similarity in-
formation. In this paper, we propose a kernel-based approach for non-
linear metric learning, which performs locally linear translation in the
kernel-induced feature space. We formulate the metric learning prob-
lem as a kernel learning problem and solve it efficiently by kernel ma-
trix adaptation. Experimental results based on synthetic and real-world
data sets show that our approach is promising for semi-supervised metric
learning.

1 Introduction

Many machine learning and pattern recognition methods, such as nearest neigh-
bor classifiers, radial basis function networks, support vector machines for clas-
sification and the k-means algorithm for clustering involve the use of a distance
metric. The performance of these methods often depends very much on the met-
ric of choice. Instead of determining a metric manually, a promising approach is
to learn an appropriate metric from data.

For supervised learning applications such as classification and regression
tasks, one can easily formulate the distance function learning problem as a
well-defined optimization problem based on the supervisory information avail-
able in the training data. This approach can be dated back to early work on
optimizing the metric for k-nearest neighbor density estimation [1]. More re-
cent research continued to develop locally adaptive metrics for nearest neighbor
classifiers [2,3,4,5]. Besides, there are other methods that also perform metric
learning based on nearest neighbors, e.g., radial basis function networks and
variants [6].

While class label information is available for metric learning in classification
(or supervised learning) tasks, such information is not available in standard
clustering (or unsupervised learning) tasks. Under the unsupervised learning

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 721–730, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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setting, the distance function learning problem is ill-posed with no well-defined
optimization criteria. In order to adapt the metric to improve the clustering
results, some additional background knowledge or supervisory information is
required. The supervisory information may be in the form of labeled data, which
are typically limited in quantity. For such problems, the classification accuracy
can usually be improved with the aid of additional unlabeled data. Some methods
that adopt this approach include [7,8,9].

Another type of supervisory information is in the form of pairwise similarity
or dissimilarity constraints. This type of supervisory information is weaker than
the first type, in that pairwise constraints can be derived from labeled data
but not vice versa. Wagstaff and Cardie [10] and Wagstaff et al. [11] first used
such pairwise constraints to improve clustering results. Extensions have also
been made to model-based clustering based on the expectation-maximization
(EM) algorithm for Gaussian mixture models [12,13]. However, these methods
do not incorporate metric learning into the clustering algorithms. Recently, some
methods have been proposed for learning global Mahalanobis metrics and related
distance functions from pairwise information [14,15,16,17]. However, the distance
functions learned are either nonmetric or globally linear metrics. Chang and
Yeung [18] generalized the globally linear metrics to a new metric that is linear
locally but nonlinear globally. However, the criterion function of the optimization
problem defined in that paper has local optima, and the algorithm is not efficient
enough.

In this paper, we propose a new kernel-based metric learning method along
the same direction we pursued before [18]. Instead of applying metric adaptation
in the input space, we define locally linear translation in the kernel-induced
feature space, where data points have higher separability. Instead of formulate
the metric learning problem as an optimization problem, we formulate it as a
kernel learning problem, and solve it by iterative kernel matrix adaptation. As
a nonparametric approach, the new method has higher computational efficiency
than that proposed in [18].

The rest of this paper is organized as follows. In Section 2, we present our
metric learning method, where we perform metric learning in kernel-induced
feature space and formulate the metric learning problem as a kernel learning
problem. Experimental results on both synthetic and real data are presented in
Section 3, comparing our method with some previous metric learning methods.
Finally, some concluding remarks are given in the last section.

2 Kernel-Based Metric Adaption

2.1 Basic Ideas

Let us denote a set of n data points in a d-dimensional input space by
X = {x1,x2, . . . ,xn}, the set of similar pairs by S, and the set of dissimilar
pairs by D. S and D are both represented as sets of point pairs, where each
pair (xi,xj) indicates that xi and xj are similar or dissimilar to each other,
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respectively. Intuitively, we want to adjust the locations of the data points, such
that similar pairs tend to get closer while dissimilar pairs tend to move away
from each other. (1) For computational efficiency, we resort to locally linear
translation. (2) Instead of applying locally linear translation in the input space,
we define the translation in the kernel-induced feature space, where data points
have higher separability. (3) To preserve the topological relationships between
data points, we move not only the points involved in the similar and dissim-
ilar pairs but also other points in their neighborhoods. Locally linear transla-
tion is equivalent to changing the metric of the feature space implicitly. In this
section, we will propose a nonparametric metric learning algorithm in kernel
space and establish the relationship between metric learning with kernel matrix
adaptation.

2.2 Centering in the Feature Space

Suppose we use a kernel function k̂ which induces a nonlinear mapping φ̂ from
X to some feature space F .1 The images of the n points in F are φ̂(xi) (i =
1, . . . , n), which in general are not centered (i.e., their sample mean is not zero).
The corresponding kernel matrix K̂ = [k̂(xi,xj)]n×n = [〈φ̂(xi), φ̂(xj)〉]n×n.

We want to transform (simply by translating) the coordinate system of F
such that the new origin is at the sample mean of the n points. As a result, we
also convert the kernel matrix K̂ to K = [k(xi,xj)]n×n = [〈φ(xi), φ(xj)〉]n×n.

Let Φ = [φ(x1), . . . , φ(xn)]T , Φ̂ = [φ̂(x1), . . . , φ̂(xn)]T and H = I − 1
n11T ,

where 1 is a column vector of ones. We can express Φ = HΦ̂. Hence,

K = ΦΦT = HΦ̂Φ̂TH = HK̂H. (1)

2.3 Locally Linear Translation in the Feature Space

For each similar pair (xk,xl) ∈ S, we define a translation vector

ak = [φ(xl) − φ(xk)] /2,

pointing from φ(xk) to the midpoint of φ(xk) and φ(xl). φ(xk) and φ(xl) are
translated towards their midpoint, indicated by vector ak and −ak, respectively.
For each dissimilar pair (xu,xv) ∈ D, we define a translation vector

bu = [φ(xu) − φ(xv)] /2,

pointing from the midpoint of φ(xu) and φ(xv) to φ(xu) . φ(xu) and φ(xv) are
moved away from their midpoint, indicated by vector bk and −bk, respectively.
If a data point is involved in more than one point pair, we consider the linear
translation for each pair separately.

To preserve the topological relationships between data points, we apply the
above linear translations to other data points in the neighborhood sets of the

1 We use RBF kernel in this paper.
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similar or dissimilar pairs. Therefore, the new location ψ(xi) of φ(xi) in the fea-
ture space is the overall translation effected by possibly all similar and dissimilar
point pairs (and hence neighborhood sets):

ψ(xi) = φ(xi) + α
∑

(xk,xl)∈S
πkiak + β

∑
(xu,xv)∈D

πuibu, (2)

where πki and πui are Gaussian functions. If φ(xi) is closer to φ(xk) than φ(xl),

πki = exp
[
−1

2
(φ(xk) − φ(xi))T Σ−1

k (φ(xk) − φ(xi))
]

,

otherwise

πki = − exp
[
−1

2
(φ(xk) − φ(xi))T Σ−1

k (φ(xk) − φ(xi))
]

,

with Σk being the covariance matrix. For simplicity, we use a hyperspherical
Gaussian function, meaning that the covariance matrix is diagonal with all di-
agonal entries being σ2. Thus πki can be rewritten as

πki = exp[−‖φ(xk) − φ(xi)‖2/(2σ2)],

if φ(xi) is closer to φ(xk) than φ(xl), and

πki = − exp[−‖φ(xk) − φ(xi)‖2/(2σ2)],

otherwise. For dissimilar constraints, πui is defined in the same way.
Let Ψ = [ψ(x1), . . . , ψ(xn)]T , ΠS = [πki], k = 1, . . . , |S| and ΠD = [πui], u =

1, . . . , |D|, i = 1, . . . , n. Let |S| and |D| denote the number of similar or dissimilar
pairs in S and D, respectively. Let A and B denote the translation matrices
decided by similar or dissimilar constraints, with each of the |S| or |D| columns
representing a different translation vector. From 2, the adaptation of data set Φ
can be expressed as

Ψ = Φ + αAΠS + βBΠD. (3)

2.4 Iterative Kernel Matrix Adaptation

We first apply the centering transform as described in Section 2.2 to give the
kernel matrix K. Then, we compute the new kernel matrix K̃ after performing
the locally linear translation defined in Section 2.3. It is worthy to note that we
can use kernel trick to avoid explicit embedding of data points in the feature
space. Metric learning with pairwise constraints is actually formulated as a kernel
learning problem. Let us omit the derivation details due to page limit. The kernel
matrix will be adapted as follows:
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K̃

= ΨTΨ

= K
+ α[(KΦS2 − KΦS1)ΠS + ΠST

(KS2Φ − KS1Φ)]/2

+ β[(KΦD1 − KΦD2)ΠD + ΠDT
(KD1Φ − KD2Φ)]/2

+ α2ΠST
(KS2S2 − 2KS2S1 + KS1S1)ΠS/4

+ β2ΠDT
(KD1D1 − 2KD1D2 + KD2D2)ΠD/4

+ αβΠST
(KS2D1 − KS2D2 − KS1D1 + KS1D2)ΠD/4

+ αβΠDT
(KD1S2 − KD2S2 − KD1S2 + KD2S1)ΠS/4. (4)

We define KPQ as a submatrix of K, with P and Q specifying the indices of data
points, corresponding to the rows and columns extracted from K. Φ represents
the indices of all data points in X . S1 = {k|(xk,xl) ∈ S}, and S2 = {l|(xk,xl) ∈
S}. D1 and D2 are defined in the similar way.

As for the Gaussian window parameter, we make σ2 depend on the average
of squared Euclidean distance between all point pairs in the feature space:

σ2 =
θ

n2

n∑
i,j=1

‖φi − φj‖2 =
2θ

n

[
Tr(K) − nK̄

]
,

where K̄ represents the mean value of the elements in matrix K. The parameter
θ is set to be the same (= 0.5) for all data sets in our experiments. Note that
‖φ(xk)−φ(xi)‖2 = k(xk,xk)−2 k(xk,xi)+k(xi,xi), so the Gaussian functions
defined in our method can be computed directly using kernel matrix K. The
parameter α and β in Equation (2) and ( 3) decide the learning rate as well
as the relative effects of between similarity and dissimilarity constraints. We set
them to be 1/|S| and 1/|D|, respectively.

The locations of the data points in the feature space are translated iteratively,
with the kernel matrix being adapted accordingly. As in [18], the Gaussian win-
dow parameter and learning rate should be decreased over time to increase the
local specificity gradually. The iterative adaptation procedure will stop when
either there is no much changes in the kernel matrix or the maximum number of
iterations (T ) is reached. We summarize the metric learning algorithm below:

3 Experiments

To assess the efficacy of our kernel-based metric learning method, we perform
extensive experiments on toy data as well as real data from the UCI Machine
Learning Repository.2

2 http://www.ics.uci.edu/~mlearn/MLRepository.html
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Input: X = {x1,x2, . . . ,xn}, S , D
Begin

t = 0
Centering transform to get initial kernel K0 (Equation (1))
Repeat {

Update kernel matrix Kt to Kt+1 (Equation (4))
Decrease parameters σ2, α, β
t = t + 1
λ = ‖Kt+1 − Kt‖

} Until (λ <threshold or t = T )
End

Fig. 1. Iterative metric learning by kernel matrix adaptation

3.1 Experimental Setting

We compare the our proposed method described in Section 2 with two previ-
ous methods. The first method is relevant component analysis (RCA) [14]. As a
metric learning method, RCA changes the input space by a global linear trans-
formation which assigns large weights to relevant dimensions and low weights
to irrelevant dimensions. Another method is locally linear metric adaptation
(LLMA) [18], which is more general in that it is linear locally but nonlinear
globally. We also use the Euclidean distance without metric learning for base-
line comparison. Since both RCA and LLMA make use of pairwise similarity
constraints only, we also use such supervisory information only for our method.
In summary, the following four distance measures for the k-means clustering al-
gorithm are included in our comparative study (the short forms inside brackets
will be used subsequently for convenience):

1. k-means without metric learning (Euclidean)
2. k-means with RCA for metric learning (RCA)
3. k-means with LLMA for metric learning (LLMA)
4. k-means with our kernel-based method for metric learning (Kernel-based)

There exist many performance measures for clustering tasks. As in [18,17,14],
we use the Rand index [19] to quantify the agreement of the clustering result with
the ground truth. For each data set, we randomly generate 20 different S sets
to provide pairwise similarity constraints to the clustering task. In addition, for
each S set, we perform 20 runs of k-means with different random initializations
and report the average Rand index over the 20 runs.

3.2 Experiments on Synthetic Data

Figure 2 demonstrates the power of our proposed metric learning method on two
synthetic data sets. One is exclusive four data set, the other is 2-moon data set
which is commonly used in some recent semi-supervised learning work. However,
the difference is that we do not exploit the underlying manifold structure here.
Instead, only some limited pairwise similarity constraints are provided. The two
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Fig. 2. Comparison of different metric learning methods on two synthetic data sets.
(a) origianl synthetic data sets; and the data sets after applying (b) RCA; (c) LLMA;
(d) our kernel-based method.

1 2 3 4

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

R
A

N
D

 IN
D

E
X

(a)

1 2 3 4

0.7

0.75

0.8

0.85

0.9

0.95

1

R
A

N
D

 IN
D

E
X

(b)

Fig. 3. Clustering results for (a) XOR data set and (b) 2-moon data set

data sets are shown in the first column of Figure 2. Data points with the same
mark and color belong to the same cluster. Similar pairs are connected by solid
lines. The second, third and fourth columns show the data sets after applying
RCA, LLMA and our kernel-based method. Obviously, RCA, which performs
globally linear metric learning, cannot give satisfactory results. The performance
of LLMA is significantly better, although some points from the two classes are
quite close to each other. On the other hand, our kernel-based approach can
group the data points well according to their class.

We further perform some semi-supervised clustering experiments on the XOR
and 2-moon data sets. The results are shown in Figure 3. For each trial, 10 point
pairs are randomly selected to form S.

3.3 Experiments on UCI Data

To access the efficacy of our metric learning methods for real-world data sets,
we further perform experiments for semi-supervised clustering tasks on some
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Table 1. Nine UCI data sets used in our experiments

Data set n c d |S|
Soybean 47 4 35 10
Protein 116 6 20 15
Iris 150 3 4 20
Wine 178 3 13 20
Ionosphere 351 2 34 30
Boston housing 506 3 13 40
Breast cancer 569 2 31 50
Balance 625 3 4 40
Diabetes 768 2 8 50
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Fig. 4. Clustering results for nine UCI data sets

data sets from the UCI Machine Learning Repository. Table 1 summarizes the
characteristics of nine UCI data sets used in our experiments. The number of
data points n, the number of clusters c, the number of features d, and the number
of randomly selected similar pairs S are shown in each line of Table 1.
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The clustering results using different clustering algorithms numbered as in
Section 3.1 are shown in Figure 4. From the clustering results, we can see that
our kernel-based method outperforms RCA and is comparable or even better
than LLMA.

4 Concluding Remarks

In this paper, we have proposed a new metric learning method based on semi-
supervised learning. Unlike previous methods which perform metric learning in
input space, our method performs metric learning in kernel-induced feature space
by iterative kernel matrix adaptation. We neither have to formulate the metric
learning as an optimization problem nor need to compute the explicit embedding
of data points in the feature space. These characteristics make our method more
powerful for solving some difficult clustering tasks as demonstrated through the
synthetic and UCI data sets.

Although our kernel-based metric learning method is simple and still quite
effective, there is still much space for it to be improved. We have only consid-
ered translation in the feature space, which is a restrictive form of locally linear
transformation. One possible extension is to generalized it to more general lin-
ear transformation. Another limitation is that our method cannot preserve the
topology structure during the metric learning procedure.

Except the illustrative examples shown in Figure 2, we access the perfor-
mance of our proposed metric learning method by semi-supervised clustering.
There may exist other machine learning tasks that can be used to evaluate differ-
ent metric learning methods. One possible task is content-based image retrieval
(CBIR), whose performance depends critically on the distance measure between
images. We will pursue this direction and explore other applications as well in
our future research.
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Abstract. This paper proposes a methodology to generate the personalized 
answer based on a question situation. To construct the question situation, 
personal learning characteristics should be obtained by principal component 
analysis and question type vector is used in the process of semantic analysis. 
After these analyses, the question situation is constructed based on a harmony 
network. The answer parameters, including answer depth and answer 
presentation pattern, are calculated by harmony function. According to these 
parameters, the personalized answer is matched by the adaptive neuro-fuzzy 
inference (ANFI). The system architecture of personalized answer generation is 
proposed in this paper and takes a learner’s question to demonstrate. 

1   Introduction 

Intelligent question answering has been discussed for a long time. Most experts and 
scholars have researched some aspects of intelligent question answering, e.g., natural 
language understanding, question identification, problem model analysis, answer 
matching, system structure[1][2][3]. After considering how to identify and execute a 
question, the personalized answer is an interesting topic for discussion. This paper 
focuses on personal learning characteristics and their relationships in the question 
situation to provide a personalized answer. 

Learner analysis is one of the critical tasks in helping learners to study. The 
difficulty lies in that people learn in different ways because of their learning 
characteristics, e.g., personalities, innate abilities, educational backgrounds, prior 
experiences and knowledge, learning and cognitive styles, and psychosocial or 
physical traits[4][5][6]. Also, original cognitive structure, enthusiasm, initiative, and 
learning mind-set all affect a learner’s study[7]. So, despite the same question, 
different learners demand different answer depths and answer presentation patterns 
because of their inherent or external differences. The answer has to be available 
assimilation for learners which also allows them to acquire information, practice 
activities, and construct their knowledge. 

Section 2 describes the learning characteristics of the learner and principal 
component analysis for analyzing personal learning characteristics. After considering 
the learning characteristics, the construction process of the question situation and the 
matching method of a personalized answer are discussed in Section 3. A personalized 
answer generating system which is given as an example for showing the process is 
built in Section 4 and a brief conclusion is described in Section 5. 
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2   Personal Learning Characteristics 

Personal learning characteristics give information on effective learning methods for a 
learner. Information on personal learning characteristics is an important factor for a 
personalized answer. Different learners have different personal characteristics, such as 
cognitive structure, learning motivation, and so on. These differences cause the need 
for different answer depths and answer presentation patterns. However, it’s not an 
easy task for an intelligent question answering system. In order to help an online 
intelligent question answering system analyze learners and determine personalized 
answers, the principal component analysis is used to gather personal learning 
characteristics. It provides the key help for matching the most available answer 
materials, especially in inter-correlated characteristics. 
 

Table 1. Learning Characteristics 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 2. Examples of Some Learning Sub-Characteristics 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Learning Characteristics 

C1: Cognitive Structure  

C3: Preliminary Knowledge  

C7: IQ  

C8: Personality 

C9: Learning Speed  

C10: Score  

C11: Aptitude  

C12: Others  

C2: Study Style 

C4: Learning Motivation  

C5: Cognitive Style  

C6: Psychology Development Level 

C2: Study Style 
Perceptual orientation 
Motivation and value 
Best learning time 
Physic environment partiality
Social environment partiality 

C4: Learning Motivation  
Surface state 
Deep state 
Achievement state 

C5: Cognitive Style  
Field dependence/ Field independence 
Impulsiveness/Introspecting 
Gathering thinking/Dispersing thinking 
Introversion/Extroversion 

C6: Psychology Development Level 
Low 
Middle 
High 

C1: Cognitive Structure  
Utilizing degree 
Distinguishing degree 
Consolidating degree 

C3: Preliminary 
Knowledge  
Zero degree 
Low degree 
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2.1   Learning Characteristics 

In Table 1, the learning characteristics are detailed. Each characteristic has its own 
sub-characteristics. Table 2 lists some examples of these learning characteristics’ sub-
characteristics. All sub-characteristics are inter-correlated for a learner. These innate 
relationships are useful for providing the personalized answer. 

2.2   Personal Learning Characteristics Analysis 

In all learning characteristics, only some learning characteristics, personal learning 
characteristics, are a leading action for a learner. The principal component analysis is 
used to draw the personal learning characteristics. Assume the number of learner 
samples is n. m is the number of all learning characteristics. p is the new number of 
synthesized learning characteristics. To a learner sample X, it is a p-dimension vector, 
which is expressed by X { }PXXX ,...,, 21= . Expression 1 shows the linear relations 

between m and p. The average is u, and variance is not equal to zero. 
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Xi stands as a sample. First, standardize the sample data. Then calculate the relevant 
matrix R. According to character equation |R- I|=0, it can obtain character values i. 
Corresponding to i, Qi is the character vector of a character value. Then we have:    

iQ = bi1, bi2, … , bip ,  i=1~m . (4) 

and  1> 2> 3>…> p>0.  
Based on Qi, the synthesized learning characteristics can be expressed by expression 
5:                 
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The variance of every synthesized learning characteristic decreases gradually. The 
accumulated contribution ratio determines the personalized learning characteristics. 
Expression 7 gives the calculation method:                       
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r is the accumulated contribution ratio. q could stand for the number of personalized 
learning characteristics when r 0.85. Through the prediction and revision in practice, 
it is possible to obtain the personalized learning characteristics of learners to realize 
personalized intelligent question answering. In our experiment, we input a lot of 
learners’ data. For example, for LiMing (a learner sample), his personalized learning 
characteristics is q. It can be described as LM= {c1, c2, … , cq}. 

3   Question Situations and Matching Method 

A question exists when someone has a goal and tries to find a way to reach the target. 
That means when someone has a goal and the goal is blocked for lack of resources or 
information, there's a question[8]. There are many instruments available for educators 
to design an intelligent question answering system. Two metaphors, problem graph 
and problem matrix, can be represented for solving a problem[3]. To construct a 
standard information-processing framework, a question is constructed by some states: 
one end state, which is the goal of a question; one starting state, which is the initial 
description of the question; and several intermediate states, which describe the 
possible solution paths of the question[9]. 

To a learner, his question has his own special features, e.g., cognitive structure, 
feeling orientation, learning motivation, and so on. These features compose the 
question situation. This same question in a different question situation will need a 
different answer depth and answer presentation pattern to solve it.  

3.1   Constructing Question Situation  

In this paper, construct a standard question network structure to form a question 
situation. In Figure 1, the question situation is constructed by a knowledge-atom, 
expression character and knowledge vector. 

Knowledge-atom, which is the knowledge needed for solving the question, is 
presented by m. Knowledge-atom has its own active variable presented by mm . If the 

active variable is activity, its value is one. Otherwise, its value is zero. The set of 
active variables { mm } is active vector m. 
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Fig. 1. Network Structure of Question Model 

Expression character, which is the description of personal learning characteristics, 
is presented by c. For LiMing, the expression character is { }qcccc ,...,, 21= . Each 

expression character has three expression variable values: positive one, negative one 
and uncertain (zero). 

Knowledge vector, which is the connection from active variable to expression 
variable, is presented by mJ . The value of mJ  may be positive one, negative one, or 

zero. 
There are many knowledge vectors. The harmony function (Expression 8) is used 

to calculate the question situation and get the personalized answer parameters.   
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hJ (c, Jm ) is the contribution of active knowledge-atom in any expression character. 
The value of j is from negative one to positive one.  is the biggest entropy under a 
learner’s individualized environment. xm c  is the form of factor in a question 
situation. According to the value of |Jm |, the number of personal learning 
characteristics n can be known. When the value of j exceeds the value of b, and 
b=1 2/n, the personal learning characteristics and knowledge-atom needing 
consideration in question are basically matched. Therefore, the question situation is 
dynamically constructed by a series of knowledge-atoms offering personalized 
answers.  



736 Y. Wu et al. 

The parameters of adaptive answer depth and presentation pattern are decided by 
the probability distribution of all knowledge-atoms. If a certain knowledge-atom has 
more influence for a personalized answer, its intensity force adds , then 

= 1 j . On the contrary, its intensity force reduces . According to 
Expression 8, Expression 9 and Expression 10, we can make a harmony calculation 
for a personal learning characteristic. Finally, every personal learning characteristic 
has an ended value, which can confirm the suitable parameter of a personalized 
answer. For example, for presentation pattern E, there are three kinds of situation: 
hearing, vision and mixed. E determines the answer presentation pattern on the basis 
of the intensity value of the three factors. When the value of  makes the expression 
13 tenable,  is the answer presentation pattern parameter.  

3.2   Matching Personalized Answer 

Make answer parameters as the input, which is the premise parameter of ANFI 
(Figure. 2). According to general rule sets:  

Rule 1: if x is D1 and y is E1, then f1 =p1x+q1y+r1 

Rule 2: if x is D2 and y is E1, then f2 =p2x+q2y+r2 

Rule 3: if x is D3 and y is E1, then f3 =p3x+q3y+r3 

Rule 4: if x is D1 and y is E2, then f4 =p4x+q4y+r4 

Rule 5: if x is D2 and y is E2, then f5 =p5x+q5y+r5 

Rule 6: if x is D3 and y is E2, then f6 =p6x+q6y+r6 

Rule 7: if x is D1 and y is E3, then f7=p7x+q7y+r7 

Rule 8: if x is D2 and y is E3, then f8=p8x+q8y+r8 

Rule 9: if x is D3 and y is E3, then f9=p9x+q9y+r9 

 

 

Fig. 2. Personalized Answering Reasoning Network 

The concrete answer that is most appropriate for the learner’s personality can be 
matched in the knowledge base by ANFI function (Expression 14, Expression 15). In 
this function, wi is the encouragement intensity of the rule i at the node of i. And fi is 
the value of rule i at the node of i. 
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4   Personalized Answer Generating System 

In previous research, the personalized intelligent question answering algorithm is used 
in an intelligent question answering system. Figure 2 shows the generating system 
architecture of personalized answer. To guarantee efficiency, the system needs 
semantic analysis. And this system introduces a question type of vector for judging 
the question’s type by semantic analysis. In the process of semantic analysis, the main 
goal is to identify the question core and its vector type. After the research on the 
question core has been conducted, we discover that the answer to each question 
involves one or more knowledge points. Attributes of knowledge points, such as 
concept, essence and time, etc., form an answer. Question manner is diversification, 
including reason, relation, instance, and so on. So, each question can be classified to 
some vector type according to the relationship between its involved knowledge points 
and its manner. Question type vector is helpful for locating questions to improve 
answer precision and shorten matching time.  

The knowledge base includes a question base and an answer base. The question 
base stores the question type vector and other data. It is organized by knowledge 
points based on ontology. The answer base is organized by content levels (low, 
middle and high) and content styles (text, picture, and multimedia).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Personalized Answer Generating System 
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Take LiMing’s question as example: what is cuttlefish? Using semantic analysis, 
the system obtains his question core. Then, it classifies the question type vector on the 
basis of question base. At the same time, his personal learning characteristics are 
calculated by principal component analysis. Subsequently, his question situation is 
constructed using the harmony network. We get several vectors to explain the 
network structure of a question situation. In Figure 1, his expression character can be 
described as follows: A1 (words statement); M1 (vision partiality); W1 (psychological 
development level); A2 (object presentation); M2 (hearing partiality); M3 (blending 
pattern/vision and hearing); J3 (knowledge background). JW1A2 is decided by W1 and 
A2 because the value of W1 and A2 are one. By analogy, the question integrated with 
personal learning characteristics can dynamically construct a question situation 
suitable to his personality. To LiMing, his psychological development, knowledge 
background and vision partiality can influence the assimilation of the answer. The 
answer parameters are calculated by harmony function. These parameters show that 
the premise depth parameter is easy and the premise content presentation pattern 
parameter is vision presentation. Then, the conclusion parameters X and Y are 
calculated by the application of ANFIS. Also, it obtains concrete factors for the 
learner’s personality. According to these, the personalized answer is obtained from 
the knowledge base. Namely, the output f, a personalized answer, is presented to the 
learner. 

5   Conclusions 

This paper has described a methodology for generating a personalized answer. 
According to our questionnaire, we have compared judgments by others and our 
system. As a result, we have seen that our method is useful if the question situation is 
decided by learning characteristics. At the same time, according to the feedback 
information of learners, the system has added harmony functions. Learners feel that 
the personalized answer pays more attention to their personalized learning. And they 
can more easily assimilate the answer content in their cognitive structure to solve the 
question. 

In this paper, we applied the principal component analysis to analyze personalized 
learning characteristics according to the associational factors of learning 
characteristics. After semantic analysis, the question situation is dynamically 
constructed based on personalized learning characteristics. Answer parameters are 
ascertained by the application of harmony function in a question situation. According 
to answer parameters, the system matches the personalized answer to the learner by 
using ANFI. The personalized answer is efficiency for an intelligent question 
answering system. 

Some measures which solve questions are enumerated as a result of some studies 
However, in order to realize the adaptive personalized answer, it is necessary to 
consider the personal learning characteristics automatically assumed by computers. 
Therefore, we have defined the question situation along the personalized answering 
process and proposed the mechanism of personalized answer calculation in this paper. 
The next target of our research is to realize a function to locate a question type vector 
in a knowledge base by semantic analysis.  
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Abstract. Most of the existing collocation extraction systems are based on 
globally significant statistical behaviors without mechanisms to handle different 
types of collocations. By taking compositionality, substitutability, modifiability 
and internal associations into consideration, collocations are categorized into 
four different types in this work. Based on the analysis for each type of colloca-
tion, a multi-stage extraction system is designed using different combinations of 
discriminative features so as to identify different types of collocations in differ-
ent stages. Perceptron training is employed to optimize the consolidation of dis-
criminative features from different sources. Experiment results show that the 
achieved performance is much better than most reported work.  

1   Introduction 

Collocation is a lexical phenomenon in which two or more words are habitually used 
in text as a conventional saying. It is essential to many natural language processing 
tasks such as machine translation, information retrieval, and word sense disambigua-
tion [1]. Even though collocations are commonly used by human beings, they are still 
difficult to describe [1-2] since collocations are mostly habitual use in a language. In 
this study, collocation is defined as a recurrent and conventional expression consist-
ing of at least two content words that hold syntactic and semantic relations. More 
specifically, content words in Chinese include noun, verb, adjective, adverb, deter-
miner, and directional word. 

In the past decade, there have been a number of studies on collocation extraction 
for both English and Chinese [2-5]. They can be categorized into window-based and 
syntax-based approaches, respectively [2-4]. The window-based approach utilizes 
lexical statistics between a chosen word, called the headword, and its context words 
within a fixed window to estimate the association between these words. The common 
lexical statistics are based on co-occurrence frequencies and co-occurrence distribu-
tion. Different criteria including frequency, mutual information [3], mean and vari-
ance [2], t-test or chi-square for hypothesis test [1], and log-likehood ratio test [1] are 
employed. The syntax-based approach applies the syntax dependency parsing results 
to refine the candidate search space before the association estimations are done using 
lexical statistics [5]. The use of semantic information such as synonym substitution 
testing [6] and translation testing [1] are also tried as a way to strengthen existing 
collocation extraction techniques and have proven to be useful, although they are not 
used alone.  
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The main issues affecting the performance of current collocation extraction sys-
tems are the elimination of pseudo collocations (the word combinations extracted 
with high lexical statistics but which are not true collocations) and the extraction of 
true collocations with low occurrences. Furthermore, most of the existing systems 
identify collocations by using a single set of criteria and a single set of threshold val-
ues. However, collocations fall between, at one extreme, idiom, and at the other ex-
treme, free word combinations, and thus have very different behaviors varying from 
lexical statistics, syntax and semantics. This work categorizes collocations into four 
types according to their compositionality, substitutability, modifiability, and internal 
associations. A multi-stage collocation extraction system, referred to as CXtract3 (the 
third version of a Chinese collocation extraction system), is implemented according to 
different features of different types. Perceptron training is employed to optimize the 
weighting of features from different sources. Some heuristic rules based on depend-
ency grammar are also used to reduce pseudo collocations. The largest up-to-date 
experiment results on Chinese collocation extraction have shown the performance is 
much better than all the existing systems. The rest of the paper is organized as fol-
lows: Section 2 presents the categorization scheme and Section 3 presents the charac-
teristics observation of the different types of collocations. The design and implemen-
tation of the multi-stage extraction system are presented in Section 4. Section 5 gives 
experiment results and evaluations analysis. Section 6 concludes this paper. 

 2   Categorization of Chinese Collocations 

Collocations have different characteristics. Based on the linguistic characteristics 
observation and the co-occurrence statistics of typical collocations, Chinese colloca-
tions are characterized into four types. They are: 

Type 0: Idiomatic Collocation 
Type 0 collocations have fixed forms. Components cannot be shifted around. Also, 
their components are non-substitutable allowing no syntactic transformation or inter-
nal lexical variation. Type 0 collocations are non-compositional meaning that they 
cannot be predicted from the meanings of their component parts such as in  
(to climb a tree to catch a fish, meaning a fruitless effort) whose underlying meaning 
cannot be derived directly from the meanings of the individual characters. Since most 
Type 0 collocations are already listed as idioms in idiom dictionaries and are treated 
as known words, there little need to extract them.  

Type 1:  Fixed Collocation 
Type 1 collocations are non-substitutable and non-modifiable, meaning that their 
components cannot be substituted, reordered or modified. Components of Type 1 
collocations cannot be substituted by synonyms. For example, the collocation /n 

/n (diplomatic immunity), is compositional. However, none of these two 
component words can be substituted by other words to carry the same meaning. Since 
compositionality is a linguistic characteristic and it is difficult to test by computa-
tional methods using monolingual resources, the non-substitutability and non- modi-
fier-insertion characteristics become the main discriminative features for Type 1  
collocations.  
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Type 2:  Strong Collocation 
Type 2 collocations allow limited modifier insertion while the order of components 
must be kept unchanged. Strong collocations have very limited-substitutability where 
the components can be substituted by a very few synonyms in only certain limited 
combinations, and the newly generated word combinations have nearly the same 
meaning. For example, /v /n and /v /n (form alliance). This means 
that for Type 2 collocation, a synonym substitution ratio can be an important dis-
criminative feature. Meanwhile, Type 2 collocations are limited modifiable and thus, 
their co-occurrences normally have one or two peak distributions.  

Type 3: Loose Collocation 
Type 3 collocations allow modifier insertion and component order alteration. Their 
components may be substituted by some of the synonyms and the newly generated 
word combinations usually have the same meaning. This means that more substitutions 
of their components are allowed; yet the replacement is not arbitrary. Here are some 
examples of Type 3 collocations including /v /n (lawful income), /v 

/n (legitimate income), and /v  (lawful income). 
The varying types of collocations are quite different in terms of their composition-

ality, substitutability, modifiability, and internal strength. These differences warrant 
different target features on the extraction for different types of collocations. 

3   Feature Analysis Based on Collocation Types 

CXtract3 is developed based on the data-driven principle. That is, extraction is based 
on the observations of the characteristics of different types of collocations in real data. 
A set of typical collocations based on linguistics knowledge is firstly prepared. A so 
called typical collocation set, labeled as TCS, which contains 35,742 typical colloca-
tions corresponding to a set of 3,643 headwords, labeled THS, are taken from the 
linguistic resource “The Dictionary of Modern Chinese Collocation” [7]. Two lin-
guists manually categorized these collocations into Type 1 to Type 3 collocations 
according to the definitions with reference to co-occurrence statistics in the training 
corpus. Since n-gram collocation extraction for a window-based approach is straight-
forward and existing systems have already achieved 92% in precision and 88% in 
recall which is sufficiently accurate [4], this work focuses only on bi-gram collocation 
extraction. The numbers of Type 1- Type 3 bi-gram collocations in TCS are 224, 
13,461, and 220,577 respectively. The observations based on the extracted statistics 
corresponding to different types of collocations are summarized below. 

1. The co-occurrence peaks of word bi-grams have shown a good discriminative 
capability, especially for identifying Type 1 and Type 2 collocations. As for Type 
3 collocations, the distribution statistics are flatter, although many of them still 
have quite a number of low peaks. 

2. The distributions of word combinations as collocations with different Part-of-
Speech (POS) tags are quite different. For example, a noun often collocates with a 
noun, verb, or adjective, yet it seldom collocates with an adverb.  

3. The distributions of certain fixed POS combinations are similar for different collo-
cations, yet the distributions of different POS combinations are quite different. 
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Such co-occurrence distributions have shown strong inner-class cohesion and inter-
class differentia. Naturally, this can be used as a discriminative feature.  

4. Synonym substitution testing has proven to be an effective feature in reported 
works to identify true collocations [6], especially for Type 1 and Type 2 colloca-
tions, and thus it should be applied in identifying Type 1 and Type 2 collocations.  

4   The Design of a Multi-stage Collocation Extraction System 

The framework of CXtract3 is summarized as follows. For a given headword, the bi-
gram words co-occurring in its context windows with significant lexical statistics are 
identified as bi-gram collocation candidate in the 1st stage. In the 2nd stage, the con-
tinuous multiple bi-gram combinations are extracted as n-gram collocations. In the 3rd 
stage, Type 1 and Type 2 bi-gram collocations are identified. In the 4th stage, a set of 
heuristic rules based on Dependency Grammar [8] is employed to eliminate pseudo 
collocations based on the identified Type 1 and Type 2 bi-gram collocations. Finally, 
in the 5th stage, Type 3 collocations are extracted.  
 
Stage 1. Co-occurrence Concordance and Extraction 
This stage includes concordance production, statistical data preprocessing and bi-
gram collocation extraction based on the bi-directional bi-gram statistics, where a 
word co-occurrence table WT is compiled for headword whead to record all co-occurred 
words wco-i (i=1, to k) within the context window of whead. The word pairs having bi-
directional strength (bi-strength) and bi-directional spread (bi-spread) above a certain 
threshold are extracted as bi-gram collocation candidates. The details of this part are 
given in [4]. 
 
Stage 2. N-gram Collocation Extraction 
The n-gram collocation extraction algorithm developed in [2] is used directly. For 
each co-word of whead, only those occurring in certain positions with a frequency over 
a given threshold T, are kept. Only if all bi-grams in a continuous series have an oc-
currence frequency are they considered n-gram collocations. When the n-gram collo-
cations are identified, their corresponding word bi-gram co-occurrences in WT are 
removed to produce WT1 for future processing.  
 
Stage 3. Type 1 and Type 2 Bi-gram Collocation Extraction 
Since Type 1 and Type 2 bi-gram collocations have nearly fixed co-occurrence posi-
tions and they tend to be semantically collocated rather than syntactically collocated, 
the peak distribution and synonyms substitution ratios are used as important discrimi-
native features to identify them. For a bi-gram collocation candidate pair (whead,  wco-i), 
if the co-occurrence frequency at position m fulfils the following condition:  

−=
−−−− −⋅+≥
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then (whead , wco-i) is considered to have a peak co-occurrence at position m.  
Synonym substitution ratio is a feature for estimating the semantic restrictions 

within a bi-gram pair. For each bi-gram pair (whead, wco-i), suppose there are two  
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corresponding synonym sets, denoted by Ssym(whead) and Ssym(wco-i). For each wsh in 
Ssym(whead), if the bi-gram pair (wsh, wco-i) is also found in WT1 with a frequency larger 
than a threshold, we say whead can be substituted by wsh when whead  is collocated with 
wco-i. The synonym substitution ratio of whead collocated with wco-i, is calculated by: 

%100
  wof  s  synonymyof  number  total

by  w  ted  substitube  can    wof  number
)w(atiornubstitutios

head

shhead
head ⋅=  (2) 

The value of the synonym substitution ratio ranges from 0 to 1, and a small value 
means that this word combination is less substitutable and more likely to be semanti-
cally collocated. The synonym substitution ratio of wco-i can be obtained in the same 
way. To summarize, Type 1 collocations are identified using the following criteria:  

1. The value of bi-strength(whead, w co-i) is larger than a threshold S1; 
2. The value of bi-spread(whead, w co-i) is larger than a threshold D1; 
3. Bi-gram wheadw co-i has one and only one peak co-occurrence position m, and 

f(whead,w co-i,,m) is larger than a threshold FP1% of  f(whead, w co-i). 
4. Synonym substitution ratio for any one of the two words is lower than SR1. 

Then, Type 2 collocations are identified by using a set of looser criteria as follows: 

1. The value of bi-Strength(whead, w co-i) is larger than a threshold S2; 
2. The value of bi-Spread(whead, w co-i) is larger than a threshold D2; 
3. Bi-gram pair wheadw co-i has one or two peak co-occurrences, and the summary of 

co-occurrence at its peak positions is larger than a FP2% of f(whead,w co-i). 
4. Synonym substitution ratio for any one of the two words is lower than SR2. 

The above thresholds, (S1>S2, D1>D2, FP1>FP2, SR1<SR2), are obtained experimen-
tally. After Type1 and Type 2 bi-gram collocations are identified, their corresponding 
bi-gram co-occurrences are eliminated from WT1, and a revised WT2 is then obtained. 

Stage 4. Pseudo Collocation Filtering 
Theoretically speaking, collocated words must be directly related or dependent. If 
collocation candidates have no direct dependency relationships, they are naturally 
regarded as pseudo collocations. Based on the identified Type 1/2 bi-gram colloca-
tions, a set of heuristic rules, which are manually compiled based on the dependency 
grammar and observation of real text, are employed to filter out pseudo collocations 
around the identified collocations. Below is an example: 

Example Rule 1: For an adverb headword, if an adverb-verb collocation is iden-
tified, the headword should not collocate with any verb in the opposite direction 
and thus the verb on the other side should be eliminated. 
E.g. /ad /v (public hearing) is an identified collocation for headword

/ad, then the underlined verb doesn’t collocate with /ad in the follow-
ing examples, /v /ad /v (opposed to public hearing) 

By means of the pseudo collocation filtering in this stage, WT3 is obtained.  

Stage 5. Type 3 Collocation Extraction 
The identification of Type 3 bi-gram collocations is difficult because there are no 
obvious semantic discriminative criteria. Since most Type 3 collocations are  
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grammatically collocated, two new discriminative features are introduced. The first 
one is the expected probability of two POS tags which may be collocated. This can be 
estimated by using lexical statistics extracted from TCS. Suppose t1 and t2 are two 
POS tags, the probability of t1 collocating with t2 is calculated as: 

))t(c)t(c)/(tt(c2),tcp(t 212121 +⋅=  (3) 

where, c(t1) and c(t2) are the occurrences of tags t1 and t2, in all bi-gram collocations 
of TCS, respectively. c(t1, t2) is the co-occurrences of bi-gram collocations consisting 
of two words with POS tags t1 and t2. The value of cp(t1, t2) ranges from 0 to 1. A 
larger value means a higher probability that t1 and t2 are collocated. Another discrimi-
native feature is the distribution similarity between the candidate and the statistically 
expected distribution. For bi-gram collocation with POS pattern (t1 t2), the occurrences 
of all the bi-gram collocations in TCS are c(t1, t2), and for each position m from -5 to 
5, the co-occurrence frequencies are c(t1,t2,m). A normalized vector sam(t1,t2) is used 
to characterize the distribution as follows: 

))t,t(c)/5,t,t(c,...,)t,t(c)/5,t,t(c()sam,...,sam()t,t(sam 212121215521 +−== −
 (4) 

Once an observed bi-gram candidate (whead, wco ) has POS tags of t1 and t2, its distribu-
tion can be characterized by the vector can(t1, t2): 

))w,w(f)/5,w,w(f,...,)w,w(f)/5,w,w(f()can,...,can()w,w(can coheadcoheadcoheadcohead55cohead +−== −  (5) 

The distribution similarity between the bi-gram candidate and the training data is then 
calculated by the production of the two vectors sam(t1,t2) and can(t1,t2): 
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The value of the distribution similarity ranges from 0 to 1. A larger value means the 
distribution of the observing bi-gram candidate is similar to the expected distribution.  

Six features are incorporated to measure the observing bi-gram (whead, wco) with 
POS tags of t1 and t2. Assuming that these features are independent, the probability of 
whead collocated with wco, notated as Pcol(whead,wco), can be estimated by: 

)t,t,w,w(sim))w(onratiosubstituti1(                            
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where, 1 to 6 are the weight parameters which are trained by employing the percep-
tron learning rule on the examples of the true collocation with the value of the above 
features. If a bi-gram candidate has the Pcol(whead, wco) value larger than a threshold, 
which is experimentally obtained, it is identified as a Type 3 collocation.. 

Parameter Optimization Based on Perceptron Training Rule 
Perceptron training rule [9] is used to optimize the weight parameters in Equation 7.  
A perceptron is a linear unit that (1) takes a vector of real-value inputs, (2) calculates 
a weighted linear combination of these inputs, and then (3) outputs 1 if the result is 
greater than a threshold  and -1 otherwise. When applying perceptron training to 
collocation extraction, if the output value of the perceptron is 1, the word bi-grams are 
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regarded as collocated, otherwise, they are non-collocated. Using the true collocations 
in TCS and their values of each attribute in Equation 7 as positive learning examples, 
and using other co-occurred bi-grams as negative learning examples, the perceptron 
training algorithm is described as follows: 

Perceptron Training for Parameter Optimization 
Input: Each training example is a pair of {x1, … ,xn, d}, where x1, … ,xn is the  
vector of the attribute values. In this task, n equals 6, and x1, … ,x6 correspond to  
bi-strength(whead, wco), bi-spread(whead, wco-j), cp(t1, t2), substitutionratio (whead), 
substitutionratio(wco), and sim(wheadwco,t1t2), respectively. If the input training ex-
ample corresponds to a true collocation, the value of the target output value, d, is 1, 
otherwise -1.  is the learning rate which is used to moderate the degree to which 
weights are changed at each step (  is a small value, say 0.05 or 0.1) and  is a pre-
defined threshold for determining the perceptron output. 

Initialize each wi(0), to a randomly generated small value. Here, wi(t), 1  i  6 
denotes the weight for the i-th attribute at time t. 
t=0; 
Until the termination condition is met, Do 

Initialize each wi to zero; 
For each training example, {x1, … ,x6, d}, Do 

Compute the linear perceptron O(x1,…, x6) using Equation 7;  
If the value of Equation 7 with current weight, wi(t) is greater than , 
the perceptron output is 1, otherwise it is -1; 
For each weight vector wi, 1  i  6 Do 

If the perceptron output is the same as the target given in the training 
example, the weight parameters are not changed, otherwise, 

i61i x))x,...,x(Od((t)w ⋅−⋅← ηΔ ,                                   
))) t(wt(w1t(w iii Δ+←+                                              

t=t+1 

For input training examples, the perceptron is applied iteratively and its weight pa-
rameters are modified whenever it misclassifies an example. Such a learning process 
is repeated until the termination condition is met. The theoretical termination condi-
tion is that all training examples are correctly classified if they are linearly separable. 
Due to the fact that not all true collocations and pseudo collocations are linearly sepa-
rable, the algorithm may not converge within a finite number of training steps to 
achieve 100% correct classification. Thus, the termination condition should be rea-
sonably set. A small value of  is helpful to ensure the learning process converges. 
However, it decreases the training speed. On the other hand, a large value of  in-
creases the training speed, yet it sometimes leads the algorithm to convergence fail-
ure. Thus a reasonable  is also important. 

5   Experiment Results and Evaluations 

Experiment Data Preparation 
A Chinese Corpus is constructed with 97 million segmented and POS tagged words. 
Tong Yi Ci Lin [10], a Chinese synonyms dictionary, is employed as a manually 
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prepared synonyms resource. The processed Tong Yi Ci Lin records 43,987 entries 
that are categorized into 4,321 synonym sets to be used in Equation 2. 

To fairly evaluate the performance of CXtract3, two sets of collocation answers are 
prepared. The first is a manually prepared complete collocation list, labeled as CCS, 
containing 4,668 collocations of 134 randomly selected headwords (labeled as CHS) 
with diverse frequency and POS properties. The second is TCS, the typical colloca-
tions corresponding to the headword set THS mentioned in Section 3. The prepared 
training corpus and the two collocation answer sets are the largest up-to-date re-
sources for Chinese collocation extraction research. By using CCS, both precision and 
recall of the collocation extraction on 134 headwords can be measured. And by using 
TCS, the precision and coverage ratio, an indicator of recall, of the collocation extrac-
tion on 3,643 headwords can be evaluated. 

Experiment on Weighting Parameter Optimization 
The first experiment evaluates the contributions of parameter optimization based on 
perceptron training to CXtract3. Figure 1 gives the precisions corresponding to five 
sets of weight parameters are given in Figure 1. These weight parameters are the ob-
tained after 100, 200, 300 and 390 training cycles is done, respectively when the 
learning rate is set to 0.05. It is observed that the optimized value of weights leads to a 
better precision over that of equal weights. Also, updated weight parameters after 
more training cycles leads to better precision of collocation extraction, which means 
the weight parameters are optimized during the whole process of training, especially 
after 200 training cycles. 

 
Fig. 1. The precisions of collocation extraction with different weights 

Experiment on Multi-stage Collocation Extraction 
In this experiment, the effectiveness of the multi-stage extraction strategy and pseudo 
collocation elimination is evaluated. The precision, recall and F1 performance 
achieved by Stage 1, by using Formula 7 in single stage, by multi-stage extraction, 
and the whole CXtract3 incorporating pseudo collocation elimination are charted in 
Figure 2. Also, some existing statistical-based extraction systems based on mutual  
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Fig. 2. The performance improvements by different collocation extraction techniques 

 
information (MI), 2 test, t-test, log-likelihood, are evaluated and compared by using 
the same training corpus and answer set. The performances achieved are also shown. 

Since the discriminative features and weight parameters are obtained from the sta-
tistics of the typical collocations in TCS, the experiment on THS is regarded as a close 
test, while the experiment on CHS is regarded as an open test. That is why all of the 
performances on THS are better. From the results, it is found that by incorporating 
synonyms and syntax information, the F1 performance is obviously improved from 
the pure statistics-based Stage 1. Then, the multi-stage collocation extraction strategy 
leads to a better result compared to the single-stage strategy, since the discriminative 
features for identifying Type 3 collocations are not optimal for Type 1/2 collocations. 
Finally, by appending a pseudo collocation elimination stage, CXtract3 achieves 
45.6% and 47.0% F1 performance improvement on CHS and THS respectively, by 
comparison with the pure statistics-based Stage 1. Such an improvement has shown 
the effectiveness of the multi-stage extraction strategy. It is also shown that CXtract3 
achieves a much higher F1 performance with any statistical-based system. This result 
has shown that our research approach is correct, and the collocation extraction per-
formance is significantly improved. 

5   Conclusions 

In this paper, a multi-stage Chinese collocation extraction system is presented. By 
categorizing Chinese collocations into four types, a multi-stage collocation extraction 
system is established in which appropriate features from different sources are consoli-
dated to identify different types of collocations in separate stages. The F1 perform-
ance achieved by CXtract3 improves our previous system [4] by about 45%, and it is 
about 75%-100% higher than the existing statistics-based systems. In the undergoing 
research, the chunking information is trying to incorporate in CXtract3, and a further 
improvement is expected. 
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Abstract. Glaucoma is a common disease of the eye that often results in partial 
blindness. The main symptom of glaucoma is the progressive deterioration of 
the visual field. Glaucoma management involves monitoring the progress of  
the disease using regular visual field tests but currently there is no standard 
method for classifying changes in visual field measurements. Sequence match-
ing techniques typically rely on similarity measures. However, visual field 
measurements are very noisy, particularly in people with glaucoma. It is there-
fore difficult to establish a reference data set including both stable and progres-
sive visual fields. We describe method that uses a baseline computed from a 
query sequence, to match stable sequences in a database collected from volun-
teers. The results suggest that the new method is more accurate than other tech-
niques for identifying progressive sequences, though there is a small penalty for 
stable sequences. 

1   Introduction 

Glaucoma is a common eye disease that affects the optic nerve. Its prevalence in Aus-
tralia is about 3% of the population [1], [2]. Most people with glaucoma have no 
symptoms until some blindness occurs. A common feature in all patients is that the 
optic nerve fibers are damaged irreversibly [3], though with treatment the damage 
process can be slowed. Early detection of the disease is therefore crucial. If a patient 
continues to lose visual function after treatment, the glaucoma is said to be progress-
ing, otherwise it is said to be stable. 

Accurate evaluation of visual function is an important aspect of glaucoma man-
agement. It requires a series of visual field tests as described in the next section. 
However, it is difficult to separate true visual field loss from fluctuations that arise 
from learning effects, fatigue, and the inherent variation in the tests [4]. The high 
level of “noise” makes the correct diagnosis of glaucoma and the detection of pro-
gression difficult. A number of mathematical, statistical, and data mining methods 
have been proposed to determine visual field progression [5], [6], [7], [8], [9], [10]. 
At present, however, there is no universally accepted standard against which to  
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validate them [11]. Different clinical trials use different definitions of “progressing”. 
Nevertheless, all agree that visual field measurement is an essential tool for detecting 
progression. 

Sequence matching techniques have been widely used in applications such as DNA 
analysis, signal processing, and anomaly detection for computer security [12[, [13]. 
This study investigates sequence-matching techniques applied to glaucomatous visual 
fields. This problem is complex becauseS of the noise in the data, and the lack of a 
universally accepted standard for detecting progression. Hence we propose a method 
using baselines (Section 4) to match a database of stable sequences. The aims of this 
work are as follows: (1) for a given query sequence, to find the closest matches in a 
set of reference sequences and then classify the query sequence using the matches; (2) 
to compare the performance of the new method with the Glaucoma Change Probabil-
ity (GCP) method that is widely used by clinicians to identify visual field loss. 

The rest of this paper is organized as follows. Section 2 briefly describes the stan-
dard technique for measuring visual fields. The data sets used in this paper are de-
scribed in Section 3. Section 4 describes the methods. The results are presented in 
Section 5, and conclusions are presented in Section 6. 

2   Visual Field Measurement 

Regular eye tests are essential to detect glaucoma early and prevent significant loss of 
sight. The Standard Automated Periphery (SAP) test currently employed in glaucoma 
management requires subjects to place their chins on an immobile stand and fixate on 
a central spot. Subjects are then asked to press a button whenever they see a flash of 
light. Lights of varying intensity are shown in each of 76 locations in the visual field. 
The marginally visible light intensity is recorded as the threshold sensitivity value. 
Each of the 76 locations has a threshold value reported in decibels (dB), printed on a 
map of the visual field [14]. The threshold values range from 0 to 40 dB. 0 dB indi-
cates that the brightest light could not be seen - in other words, that the location is  
 

 
 
 
 
 
 
 

Fig. 1. A map of the 76 locationsin a 
SAP visual field showing loss in the top left 
quadrant 

Fig. 2. Distribution of the means of five visual 
field measurements, at all 74 SAP for 50 sub-
jects. There are relatively few measurements 
outside the range16–31dB. 
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blind. Threshold values of 35-40 dB indicate exceptional vision. Figure 1 shows a 
visual field with localized loss in the top left corner. There are two physiological blind 
spots, indicated by small zeros. By convention, visual fields of the left eye are re-
flected into the right eye format. 

When visual field measurements are repeated over time, the key task for an 
ophthalmologist is to determine whether change has occurred. This is a classification 
problem: each location must be classified as either non-progressing (which includes 
stable and improving) or progressing. Several techniques exist to aid the clinician in 
this task. The most widely used of these is the Glaucoma Change Probability method 
described in Section 4. 

3   Data 

The sequence matching method proposed in this paper is based on a reference data-
base consisting only of stable sequences. To test the method, we used both synthetic 
and real data. The synthetic data consisted of two artificial datasets to simulate glau-
comatous progression and stable glaucoma and are described in the remainder of this 
section.  

3.1   Reference Database 

The SAP data in the reference set were taken from 15 subjects with normal eyes and 
35 subjects with stable glaucoma. The subjects ranged from 34 to 82 years of age (av-
erage, 60.9 years). The first five follow-up visual fields for each subject were used, 
even in cases where subjects had more than five SAP tests. Hence a total of 250 visual 
fields were analyzed. The time between tests for patients with stable glaucoma was 
typically about one week. The test interval for subjects with normal eyes was six 
months.  

Together, these subjects provide 50 × 74 = 3700 sequences measured at locations 
which are known to be stable. For a stable sequence, because of noise in the data the 
best overall estimate of the threshold value is the mean of the five measurements for 
that sequence. The distribution of the 3700 means is shown in Figure 2. The data 
cover the entire range of stable visual field values (0–34dB). All sequences were used 
to form a reference data set. Let R = {S1, S2, …, Sn} denote the set of sequences where 
n=3700, and Si = {yi1, yi2, …, yi5} (i =1, 2, ..., 3700) is a series of threshold values for 
one location of either a normal eye or a stable glaucomatous eye. 

3.2   Simulated Data Sets 

Spry et al [15], [16] describe an approach to generate stable and progressive se-
quences using a model that includes short-term fluctuation (location-based noise) and 
long-term fluctuation (age-based noise). To test the effectiveness of the sequence 
matching method, we created a synthetic dataset using a simulation similar to that of 
Spry et al. This provided sequences from individual locations in the visual field, with 
stable, linear, bilinear, and convex exponential degradation over time. 
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3.2.1   Progressive Visual Field Data 
To simulate progressive visual field data, the first visual fields of 15 normal subjects 
were randomly distributed into three groups of five. All 15 visual fields were used as 
the initial values in the simulation. The visual field values in the three groups were 
then duplicated, but with 12dB, 18dB, or 24dB subtracted from all locations. These 
new fields were used as the final values. If the final value at any point was less than 
0dB then this value was changed to zero. The standard deviation of long-term fluctua-
tion (with normal distribution) was 1dB. The standard deviation of short-term fluctua-
tion was varied as |xn - N| ×0.4/5 as described by Spry et al [15]. Finally, five new 
visual fields were interpolated between the initial and the final fields, with average 
decreases of 2dB, 3dB or 4dB between consecutive fields for the 3 groups respec-
tively. The linear, bilinear and convex exponential procedures were applied to each of 
the 15 visual fields, providing a total of 45 progressive visual fields. 

3.2.2   Stable Visual Field Data 
To simulate stable visual field data, the first visual field from each of the 50 real sub-
jects was used as both the first and last values. To generate the middle five visual 
fields, short-term and long-term fluctuations were used as described above. Thus, 50 
virtual eyes with stable glaucoma were generated. 

To avoid repetition, the initial and final values were removed from the simulated 
data. The number of sequences simulated in each group is shown in Table 1. 

Table 1. Number of simulated sequences per group (5 patients × 74 locations = 370 sequences) 

 Linear    Bilinear    Convex Total 
Progressing 12dB 
Progressing 18dB 
Progressing 24dB 

Stable 

370        370              370 
370        370              370 
370        370              370 
3700      0                  0 

1110 
1110 
1110 
3700 

Sum 4810      1110            1110 7030 

4   Methods 

The 7030 simulated sequences (95 visual fields) were evaluated using the Glaucoma 
Change Probability (GCP) method described in subsection 4.1, and using the new 
baseline matching method described in subsection 4.2. 

4.1   GCP Method 

Given a sequence of n threshold measurements: X = {x1, x2,, …, xn}, the baseline is 
defined as (x1+ x2)/2 where x1 and x2 were taken in a short period so that no natural 
decline or glaucomatous progression occurred. 

The GCP method calculates the difference between a threshold measurement and a 
baseline on a point-by-point basis, and then determines whether the difference  
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falls inside or outside the 95% confidence interval established from a set of stable 
glaucomatous visual fields [17]. If the difference for one location is less than the 
lower limit of the confidence interval, the location is said to be progressing. If the 
difference falls inside the confidence interval, the location is said to be stable. Other-
wise, it is said to improving. 

We present two methods of building a confidence interval by using the reference 
set R. One method is similar to that used by Spry et al [11], and is as follows. 

(1) The mean of all five values in a sequence: {x1+ x2+ x3+ x4+x5}/5 is calcu-
lated, and then rounded to the nearest integer. These integers are used to 
divide the sequences into groups. 

(2) The difference between test and retest values is calculated for each se-
quence in each group. That is, xi–xi+1, i = 1, 2, 3, 4. 

(3) The differences in each group are sorted from the smallest to the largest, 
and then the 2.5% and 97.5% percentiles are computed to form a 95% 
confidence interval for that group. This method for building a confidence 
interval is called SA in this paper. 

Because there is no consensus as to how the underlying confidence interval should 
be derived, we modified the second step by taking (x1+x2)/ 2 – xi, (i = 3, 4, 5) instead 
of xi–xi+1. This method for building a confidence interval is called SB in this paper. 

4.2   Baseline Matching Stable Sequences 

Let query Q = {x1 , x2, …, xm} be a sequence of values for one location, where xi is the 
ith value, and m is the number of measurements. We are unlikely to find a sequence in 
R to match Q exactly due to noise, and because all reference sequences in R are sta-
ble, whereas the query sequence may be progressing. We therefore used a similarity 
measure D which is calculated as follows: 

D = |baseline – iS | ≤ cutoff  (1) 

Where iS is the average of five visual field measurements from a stable sequence, and 
the baseline is from Q. This function is used to choose the best matching reference 
sequences in R for the query sequence Q. 

The rationale behind this method is that the baseline value for each query sequence 
Q is an observation of the initial condition, and is subsequently used for comparison 
with follow-up examinations [14]. For a stable sequence Si = {yi1, yi2, …, yi5}, iS is an 
unbiased estimate of the population mean at the corresponding location. By using the 
similarity measure for a given query Q, we select stable sequences that are closest to 
the baseline of Q. The degree of similarity depends on the cutoff. 

For a given cutoff and query Q, we collected all measurements from matched se-
quences and sorted them from the smallest to the largest. The 2.5% and 97.5% per-
centiles in this range were calculated to form a 95% interval. If the mth value xm in Q 
fell into the 95% interval, the query sequence was said to be stable. If xm was less than 
the lower limit of the interval, the query sequence was said to be progressing. Other-
wise, the sequence was improving. Improving and stable sequences were classified 
together as non-progressing. This method is called MH in this paper. 



 Monitoring Glaucomatous Progression 755 

4.3   Experiments 

In the experiments, the first interpolated field was taken as the baseline for each 
query. That is, for a query sequence Q = {x1 , x2, …, xm}, x1 was the baseline value. 

This study was restricted to baseline values from 16 to 31dB because the stable 
dataset included only small numbers of sequences outside this range (see Figure 2). 
The evaluation of an interval requires an adequate sample size, otherwise the classifi-
cation method may not be reliable [18]. The formula for calculating the required  
sample size n is: 

n = Z2 × σ2 /E2 (2) 

where E is the maximum allowable error (the difference between the population mean 
and the sample mean). Z is obtained by using the given confidence interval coeffi-
cient, and σ is the population standard deviation. For this study, E = 1, Z = 1.96 
(computed by using α = 0.95), and σ is computed using Henson's [19] standard  
deviation: 

loge(σ) = -0.081dB + 3.27 (3) 

In equation (1), we used values between 0.1 and 1.0 as the cutoff to select matches 
in R. The results are examined in Section 5. 

5   Results 

5.1   Simulated Dataset 

Figures 3 and 4 show the results obtained using the new method on the simulated 
datasets for classifying the 3rd, 4th and 5th visual field measurements at different 
cutoffs. As the cutoff increases, the accuracy of classification also increases for 
stable sequences, while it decreases for progressing sequences. This is because 
when the cutoff is less than 0.4, some query sequences cannot get enough points as 
required by equation (2). For these sequences, the result of classification is not reli-
able. On the other hand, when the cutoff is greater than 0.6, query sequences may 
obtain enough points from the matched stable sequences. However, the means  
of some matched stable sequences are closer to the integer “baseline + 1” or  
“baseline – 1”1. That is, the interval formed by taking all points from matched sta-
ble sequences is too wide. When the cutoff is 0.4, the minimum number of points 
necessary to satisfy equation (2) is 120. Figures 3 and 4 show that when the cutoff 
is 0.4, 0.5, or 0.6, the results are very similar for the 3rd, 4th and 5th visual field 
measurements. 

We used a cutoff of 0.5 to compare the GCP methods. We also used the GCP crite-
ria: (1) for a given location, if progression at this location was identified in two of 
three consecutive fields (denoted by 2of3), this location was said to be progressing; or 
(2) in three of three consecutive fields (denoted by 3of3) [21]. The results are shown 
in Table 2 using five visual field measurements. 

                                                           
1 |baseline – mean| ≤ cutoff   baseline - cutoff ≤ mean ≤ baseline + cutoff.  
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Fig. 3. Percentage correct classification for stable sequences (S) with baseline values from 16 
to 31dB at different cutoffs, using the 3rd, 4th and 5th visual field measurements 

 

 

Fig. 4. Percentage correct classification for progressing sequences (P) with baseline values 
from 16 to 31dB at different cutoffs, using the 3rd, 4th and 5th visual field measurements 

Table 2. Percentage correct classification for baselines between 16 and 31dB. SA and SB are 
the GCP methods described in Section 4.1. MH is the method proposed in Section 4.2. 

         SA          SB          MH 
Criterion    P            S    P          S    P             S 

2of3 
3of3 

68.35   99.06 
36.24       99.83 

74.10      98.95 
41.52      99.79 

82.72        97.11 
52.99        99.30 

Tables 2 and 3 show that the GCP method using confidence interval SB is statisti-
cally significantly more accurate compared with GCP using SA when classifying pro-
gressive sequences. The accuracy of GCP with SB in classifying stable sequences 
decreases slightly, but the loss is not statistically significant. The new method MH is 
the best for correctly classifying progressing sequences. It increases accuracy by be-
tween 8% and 14% compared with GCP using confidence interval SB and SA respec-
tively. It decreases accuracy by less than 2% for detecting stable sequences when 
GCP criterion (1) was used. When GCP criterion (2) was used, the method offers 
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about 11% and 16% increase respectively for progressing sequences, with about 0.5% 
decrease for stable sequences. 

Table 3. Percentage difference (of correct classification) between methods. Statistically 
significant differences are underlined (α<0.05). 

Criterion Group SB-SA  MH-SA MH-SB 

2of3 

12dB 
18dB 
24dB 
Stable 

 +7.8 
 +4.9 
 +3.8 
  -0.1 

 +21.7 
 +12.1 
   +7.4 
    -1.5 

 +13.9 
   +7.2 
   +3.6 
    -1.4 

3of3 

12dB 
18dB 
24dB 
Stable 

 +3.8 
 +5.9 
 +5.4 
   0.0 

 +45.4 
 +48.4 
 +39.3 
    -2.1 

 +41.6 
 +42.6 
 +33.9 
   -2.1 

5.2   Real Dataset 

The proposed method MH and the GCP method using confidence intervals SA and SB 
described in this paper were also evaluated using a real dataset which differs from the 
reference dataset R. The difference is that the sequences in the real dataset contained 8 
values instead of the 5 used for the simulated dataset. The real dataset consists of 60 
progressive and 62 stable patients with 8 visual fields. We used the same GCP criteria 
for the real dataset: (1) for a given patient, if progression at four or more locations were 
identified in two of three consecutive fields (denoted by (4, 2of3)), this patient was 
said to be progressing; or (2) in three of three consecutive fields (denoted by (4, 3of3)) 
[21]. The results are shown in Table 4 using the first five visual field measurements.   

Table 4. Percentage correct classification. SA and SB are confidence intervals described in 
Section 4.1. MH is the method proposed in Section 4.2. 

          SA     SB   MH 
Criterion 

     P S P S P S 
 (4, 2of3)  45.00 83.87 53.33 79.03 68.33 70.97 
 (4, 3of3)  11.67 98.39 20.00 96.77 26.67 95.16 

Tables 4 shows that the GCP method using confidence interval SA is the most spe-
cific and MH is the most sensitive.  When using the criterion (4, 2of3), MH offers a 
23% increasing for identifying progressive visual fields, decreases 13% for identify-
ing stable visual fields compared with the GCP method using SA. When criterion (4, 
3of3) was used, MH offers about 15% increasing for progressing visual fields, with 
3% decrease for stable visual fields. When compared with the results obtained from 
the simulated dataset, the real dataset results show a decrease in accuracy for both the 
stable and the progressive sequences. This, we believe is due to the significantly lar-
ger variability visual field sequences extracted from the real data, and the difference 
between classification methods based on whole visual field and a location. 
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6   Conclusion 

This paper has described an application of sequence matching to the problem of clas-
sifying change in visual field measurements. It is difficult to establish a set of refer-
ence sequences that includes progressing sequences because different techniques can 
give different results for a patient with progressing glaucoma. We have therefore fo-
cused on the use of the baseline for a given query sequence. In this way, the set of 
reference sequences can be constructed only from stable sequences. The sequence 
matching methods were tested with both synthetic and real datasets. The results indi-
cate that using the new method can significantly improve the accuracy of identifying 
progressing sequences, though there is a small penalty for stable sequences. 
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Abstract. Fuzzy neural networks display good capacity for self-adaptation and 
self-learning, and wavelet transformation or analysis reveals time frequency  
location characteristics and a multi-scale ability. Inspired by these advantages, a 
new intelligent diagnostic method for machine maintenance, wavelet fuzzy neu-
ral network (WFNN), is proposed in this paper. This new intelligent diagnostic 
method uses wavelet basis function as a membership function whose shape can 
be adjusted on line so that the networks have better learning and adaptive abil-
ity. An on-line learning algorithm is applied to automatically construct the 
wavelet fuzzy neural network. There are no rules initially in the wavelet fuzzy 
neural network, they are created and adapted as on-line learning proceeds via 
simultaneous structure and parameter learning. The advantages of this learning 
algorithm are that it converges quickly and the obtained fuzzy rules are more 
precise. The results of simulation show that this new intelligent diagnostic 
method has the advantages of a faster learning rate and higher diagnostic  
precision. 

1   Introduction 

Recently, artificial intelligence techniques such as expert system, neural network, 
fuzzy logic and genetic algorithm, have been employed to assist the diagnostic task of 
correctly interpreting fault data. Motivated by the results in each of these areas and 
the potential for mutual progress in computational modeling, an integration of these 
concepts is very important [1]. ANNs and the fuzzy model have been used in many 
application areas [2-4], and each pairing has its own advantages and disadvantages. 
Therefore, the main focus of this research is on how to successfully integrate these 
two approaches, ANNs and fuzzy modeling, for use in machine diagnostic systems.

Generally, the traditional fuzzy system is based on experts' knowledge. However, it 
is not very objective and it is also very difficult to acquire robust knowledge and find 
available human experts [6]. Recently, ANN's learning algorithm has been applied to 
improve the performance of a fuzzy system and has shown itself to be a new and 
promising approach. Takagi and Hayashi [5] introduced a feedforward ANN into fuzzy 
inference. Jang [6] proposed a method that transforms the fuzzy inference system into 
a functional equivalent adaptive network, and then employs the EBP-type algorithm 
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to update the premise parameters and least square method to identify the consequence 
parameters. Meanwhile, Wang and Mendel [7], Shibata et al. [8], and Fukuda and Shi-
bata [9] also presented similar methods. Nakayama et al. [10] proposed a so-called FNN 
(fuzzy neural network) that has a special structure for realizing a fuzzy inference 
system. 

In recent years, the wavelet theory [11][12] has received wide attention in the analysis 
of transient disturbances and signal compression [13][14]. The wavelets transform, with 
characteristics similar to those of band-filters, decomposing a signal into scales of 
signals at various resolution levels. Coupled with the timing information, each scale 
of the signal denotes the distinct frequency contents of the original signal.  

The combination of soft computing and wavelet theory has lead to a number of new 
techniques such as wavelet networks[15], wavelets[16] and fuzzy-wavelet[17]. In this 
paper, a self-constructing wavelet based fuzzy neural network approach (SWFNN) is 
introduced as a new research direction of intelligent monitoring and fault detection for 
Condition Based Maintenance. The structure and the parameter learning phases are 
created concurrently and on-line in the SWFNN. The advantages of this learning 
algorithm are that it converges quickly and the obtained fuzzy rules are more precise. 

2   Architecture of the Neural Network 

The basic configuration of the SWFNN system includes a fuzzy rule base, which 
consists of a collection of fuzzy IF-THEN rules in the following form: 

:  IF  is  and ... and  is  THEN  is  and ... and  is l l l l l

1 1 n n 1 1 m mR x F x F y G y G       (1) 

where Rl is the lth rule )1( Ml ≤≤ ,
niix ,...,1}{ = are input variables, and 

mjjy ,...,1}{ = are the output variables of the SWFNN system, respectively, l
iF  are the 

labels of the fuzzy sets characterized by the membership functions(MF) )( iF
xl

i
μ , 

and lG 1
 are the labels of the fuzzy sets in the output space. The semantic meaning and 

function of the neurons in the proposed fuzzy neural network are as follows. 
Layer 1 (input layer): For every node i in this layer, the net input and the net output 

are related by: 

ii xI =)1(                                                                             (2) 

,,...,2,1)1()1( miIO ii ==                                     (3) 

where  )1(
iI  and )1(

iO  denote , respectively, the input and output of ith neuron in  

layer 1. 
Layer 2 (membership layer): In this layer, each neuron represents the membership 

function of a linguistic variable. The most commonly used membership functions are 
in shape of a triangle, trapezoid and bell, etc. In this paper, the wavelet basis function 
is adopted as the membership function, and five fuzzy sets (very small, small, me-
dium, large, and very large) are used for the above-mentioned fuzzy diagnostic rules.
For the jth term neuron associated with )1(

iO : 
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2

, 2

( )
( ) ( ) cos(0.25  )   exp

2ij ij

i ij i ij i ij
i a b i

ij ij ij

x b x b x b
x x

a a a
μ ψ ψ • •

− − −
= = = −          (4) 

where i=1,2,…,m; j=1,2,…,p, p (p=5) represents the number of linguistic values for 
each input, aij and bij are a dilation parameter and translation parameter accordingly.  

In this layer the relation between the input and output is represented as: 

( 2 ) (1)Net input:   ij iI O=                                                                                           (5) 

(1 ) (1 ) 2
( 2 ) ( 2 )

2

( )
N e t  o u t p u t :   ( ) c o s ( 0 .2 5   )   e x p

2
i i j i i j

i j i j i j
i j i j

O b O b
O I

a a
μ • •

− −
= = −

      (6) 

where i=1,2,…,m; j=1,2,…,p. 
Layer 3 (rule layer): The input and output of the nodes in this layer are both nu-

merical. The links in this layer perform precondition matching of fuzzy logic rules. 
Hence, the rule nodes should perform the fuzzy AND operation. The most commonly 
used fuzzy AND operations are intersection and algebraic product [3,4]. If intersection 
is used, we have: 

( 3 ) ( 2 ) ( 2 ) ( 2 )
1 2m in ( , , . . . , )i iO O O O=                                          (7) 

On the other hand, if algebraic product is used, we have:  

( 3 ) ( 2 ) ( 2 ) ( 2 )
1 2 . . . .i iO O O O=                                                 (8) 

Each node in this layer is denoted by , which multiplies the incoming signal and 
outputs the result of the product, and the relation between the input and output is 
represented as: 

Net input: },...,,min{*...** )2()2(
2

)2(
1

)2()2(
2

)2(
1

)3(

2222 mm miiimiiii OOOOOOI ==                            (9) 

Net output: ,)3()3(
ii IO =                                                                                 (10) 

where  i=1,2,…,s, 
1 1

5
m m

m m

i i

s p
= =

= =∏ ∏  

Layer 4 (defuzzifier layer) is the output layer of the consequent network. Nodes in 
this layer represent the output variables of the system. Each node acts as a defuzzifier 
and computes the output value. 

     ( 4 ) ( 3 )
,

1

N e t  i n p u t :    
S

i k i j j
j

I W O
=

=                                                                    (11) 

Net output: )4()4(
iii IOY ==    i=1,2,…,n                                                   (12) 

where Wij  are the connection weights, Yi represents the ith output to the node of  
layer 4.  

3   Training Algorithms for the Neural Network 

Two phases of learning, structure learning and parameter learning, are used for con-
structing the neurofuzzy network. In the first phase the structure learning algorithm is 
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used to find proper fuzzy partitions in the input space and create fuzzy logic rules. In 
the second phase all parameters are tuned using a supervised learning scheme. The 
backpropagation algorithm to minimize a given cost function adjusts the weights in 
the consequent part and the parameters of membership functions. There are no rules 
(i.e., no nodes in the network except the input–output nodes) in the SWFNN initially. 
They are created dynamically and automatically as learning proceeds upon receiving 
on-line incoming training data by performing the structure and parameter learning 
processes. The procedure of the structure/parameter learning algorithm is through 
inputting the training pattern to learn successively. Then, we can gain proper rules. 

3.1   The Structure Learning Algorithm 

The proposition of the structure learning algorithm is to decide proper fuzzy partitions 
by the input patterns. The procedure of our structure learning algorithm is to find the 
proper fuzzy logic rules. However, the structure learning algorithm determines 
whether or not to add a new node in layer 2 via the input pattern data, and decides 
whether or not to add the associated fuzzy logic rule in layer 3. 

After the input pattern is entered in layer 2, the firing strength of the wavelet based 
membership function will be obtained from Equation (4), and is used as the degree 
measure

j
iF

μ . For computational efficiency, we can use the firing strength obtained 

from  j
iF

μΠ directly as the precondition part’s degree measure. 

  
( )

1

j
i

R t

F
j

P μ
=

= ∏                                                            (13) 

where i is input dimension, i =1,…,m;j is rule number,  j=1,...,R(t),R(t) is the number 
of existing rules at time t. 

Using this degree measure, we can obtain the following criterion for the generation 
of a new fuzzy rule of new incoming data. The method is described as follows: 

Preset a positive threshold )1,0(min ∈P  that decays during the learning process. Find 

the maximum degree Pmax 

j
tRj

PP
)(1

max max
≤≤

=                                                 (14) 

where R(t) is the number of existing rules at time t.  
If 

max minP P≤ , the structure learning needs to add a new node in the SWFNN, and a 

new rule is generated. Once a new rule is generated, the next step is to assign initial 
mean and variance of the new membership function. Since our goal is to minimize an 
objective function, the mean and variance are all adjustable later in the parameter 
learning phase. Hence the mean and variance deviation of the new membership func-
tion are set as follows: 

i

R

ij xa t =+ )( )1(                                                               (15) 

( 1 )( )tR

i j i n i tσ σ+ =                                                                                            (16) 
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where xi is the new input pattern; init is preset constant; i is input dimension; j is rule 
number. To avoid the newly generated membership function being too similar to the 
existing one, the similarities between the new membership function and existing ones 
must be checked. If the new fuzzy rule is different to the existing fuzzy rule, we con-
firm the new fuzzy rule would be added in the SWFNN. It can improve the perform-
ance of the neural fuzzy inference system. Therefore, we use the similarity measure of 
membership functions to estimate the rule’s similarity degree. Suppose the fuzzy sets 
to be measured are fuzzy sets A and B with membership function 

( )1 1( ) /( )A x mx ψ σμ −=  and ( )2 2(( ) ) /B x mx ψμ σ−= , respectively. Assume 2 1m m≥ as 

in [11], we can compute BA ∩ by:  

2 2 2
2 1 2 1 2 1 1 2 2 1 2 1

2 1 2 1 1 2

( ( ) ) ( ( ) ) ( ( ) )1 1 1

2 2 2( ) ( ) ( )

h m m h m m h m m
A B

σ σ π σ σ π σ σ π
σ σ π σ σ π σ σ π

− + + − + − − + −∩ = ⋅ + ⋅ + ⋅
+ − −

 (17) 

where h(x)=max{0,x}. So the approximate similarity measure of fuzzy sets is: 

1 2

( , )
1

( )
2

A B A B
E A B

A B A Bσ σ π

∩ ∩
= =

∪ + − ∩

                        (18) 

where we use the fact that A B A B A B+ = ∩ + ∪ . 

The similarity measure E between the new membership function and all existing 
ones is calculated and the maximum one Emax, is found as follows: 

m ax
1 ( )

m ax ( ( , ), ( , ))new new j j
j M t

E E a aμ σ μ σ
≤ ≤

=                             (19) 

If 
max minE E≤ , where min (0,1)E ∈  is a prespecified value, then the new fuzzy logic rule 

is adopted and the rule number is incremented: 

M=M+1                                                             (20) 

Therefore, the new mean, deviation and link weight are generated randomly. 

3.2   The Parameter Learning Algorithm 

In general, an efficient learning algorithm must have fast learning as well as good 
computational capacity and generalization capacity. Here, the backpropagation learn-
ing algorithm with adaptive learning rate is introduced. The adaptive learning rate 
guarantees the convergence and speeds up the learning. The task of the learning algo-
rithm for this architecture is to tune all the modifiable parameters, namely wavelet 
node parameters, a, b and SWFNN weights, wjk, to make the SWFNN output match 
the training data. The cost function can be written as:  

)()(
2

1
YDYDE T −−=                                                     (21) 

where D is the desired output acquired from specialists, and Y is the SWFNN’s cur-
rent output. For the multi-output case, Y=[y1 , y2,…, yn]. 
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According to the gradient descent method, the weights in the output layer are up-
dated by the following equation: 

( 4 ) ( 4 )
( 3 )

( 4 ) ( 4 )
   ( )   i i

ij i i j
ij i i ij

O IE E
W D Y O

W O I W
• • •

∂ ∂∂ ∂Δ = − = − = −
∂ ∂ ∂ ∂

           (22) 

where i=1,2,…,n; j=1,2,…,s.  
The weights of the output layer are updated according to the following equation: 

(3 )( 1) ( )     ( )   ij ij ij ij i i jW t W t W W D Y Oη η• • •+ = + Δ = + −        (23) 

where  is the learning-rate parameter. 
The selection of the mother wavelet is very important and depends on the particular 

application. There are a number of well-defined mother wavelets such as Morlet, 
Harr, Mexican Hat, and Meyer. Groups of them are called families, such as Daube-
chies, Biorthogonals, Coiflets, and Symmlets [18]. For this wavelet fuzzy neural net-
work, Morlet wavelet has been chosen to serve as an adoption basis function to the 
network’s hidden layer, which has been the preferred choice in most work dealing 
with WNN, due to its simple explicit expression. 

2
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The wavelet node parameters are then updated as follows: 

ijijij atata Δ+=+ η)()1( 28) 

ijijij btbtb Δ+=+ η)()1( (29

where  is the learning rate. We let the learning rate  vary to improve the speed of 
convergence, as well as the learning performance (accuracy). 
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4   Experiments for Machine Maintenance 

Experiments were performed on a machinery fault simulator, which can simulate the 
most common faults, such as misalignment, unbalance, resonance, radial rubbing, oil 
whirling and so on. The schematic of the test apparatus mainly consists of a motor, a 
coupling, bearings, discs and a shaft etc. 

In this system, the rotor is driven by an electromotor, and the bearing is the journal 
bearing. The fault samples are obtained by simulating a corresponding fault on the 
experiment rotating system. For example, adjusting the simulator plane highness and 
degree simulates the misalignment faults; adding an unbalance weight on the disc at 
the normal condition creates an unbalance. A radial acceleration was picked up from 
an accelerometer located at the top of the right bearing housing. The shaft speed was 
obtained by one laser speedometer. The measurements of acceleration, velocity, or 
displacement data from rotating equipment are acquired by the NI digital signal ac-
quisition module, and then are collected into an embedded controller. A total of six 
conditions were tested: resonance, stable condition after resonance, bearing housing 
looseness, misalignment, oil whirling, and unbalance. Each condition was measured 
with a given times continuously. The frequency of used signal is 5000Hz and the 
number of sampled data is 1024.  

4.1    Feature Extraction 

The features of vibration signals are extracted with wavelet packet analysis and FFT, 
the time-frequency spectrum of data is computed and fed into the training stage, in 
which six faults and seven frequency bounds are selected to form a feature vector. 
These feature vectors are used as input and output of the wavelet based fuzzy neural 
network. 

4.2   Fault Diagnosis and Analysis 

4.2.1   Experimental Data Sets 
The network architecture used for fault diagnosis consists of seven inputs correspond-
ing to the seven different ranges of the frequency spectrum of a fault signal and six 
outputs corresponding to six respective faults, such as unbalance, misalignment, oil 
whirling, oil oscillating, radial rubbing and twin looseness. 

In the experiment, 200 groups of feature data are acquired on a machinery fault 
simulator; 50 groups of feature data are used as the training set and the remaining 150 
groups are used as the diagnostic set samples. Feature vectors are used as the input 
and output of neural networks. 

After all possible normal operating modes of the fault are learned, the system en-
ters the fault diagnosis stage, in which the machinery vibration data are obtained and 
are subjected to the pre-processing and feature extraction methods described in the 
signal processing and feature extraction stage. 

4.2.2   Fuzzy Sets and Fuzzy Control Rules 
Described in Section 2, five fuzzy sets are used for fuzzy diagnostic rules, corre-
sponding to very small, small, medium, large and very large (labeled as VS, S, M, L 
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and VL respectively). Morlet wavelet function is chosen as the membership function 
for these five fuzzy sets. Here, the five fuzzy sets for the input and output linguistic 
variables of the SWFNN diagnostic system have both been designed in the same 
range of [0,1] (shown in Fig. 1). Once the shape of the fuzzy sets is given (shown in 
Fig. 1), the relationship between input and output variables of the SWFNN based 
diagnostic system is defined by a set of linguistic statements that are called fuzzy 
rules. The corresponding fault diagnosis rules are listed in table 1. 

Table 1. The learned fuzzy logic rules for fault diagnosis 

Rules <0.40 0 0.4~0.5 0 0.51~0.99 0 1 0 2 0 3~5 0 >5 0 Conclusions 
If VS VS VS VL VS VS VS Unbalance 
If VS VS VS L VL VS VS Misalignment 
If VS L VS VL VS VS VS Oil whirling 
If VS VL VS VL VS VS VS Oil oscillating 
If S S S VL S S S Radial rubbing 
If VS VS VS S S M S Twin looseness 
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Fig. 1. The membership functions of the input 
linguistic value “very small”(X1), “small”(X2), 
“large”(X3) in Example. 

0 20 0 4 00 600 80 0
0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

Tim e

M
S

E

F N N
S W F N N

 

Fig. 2. Convergence curves for SWFNN 
and FNN 

4.2.3   Performance of the Fuzzy Network-Based Diagnostic System (Network 
Training and Determination) 

To demonstrate the performance of the SWFNN-based approach on fault classifica-
tion, comparisons are made with other types of artificial neural networks, namely 
fuzzy neural networks, wavelet neural networks and BP networks. Both the WNN 
networks and BP networks have three layers with seven inputs corresponding to the 
seven sources of information, and six outputs corresponding to the six faults consid-
ered, the number of hidden neurons was fixed at ten, and the MSE function is the 
same as Equation (21). Expecting output error threshold is 0.001, and training proc-
esses terminate in given fitness evaluation times. In all experiments, each experiment 
was run 50 times for given iterations, and the results were averaged to account for 
stochastic difference.  

Fig.2, Fig.3 and Fig.4 demonstrate the training history and the performance of the 
SWFNN, FNN, WNN and BP networks by using the GD algorithm respectively. By 
looking at the shapes of the curves in Figure 2, it is easy to see the SWFNN trained 
with GD algorithm (with average 720 epochs) converges more quickly than the FNN 
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trained with GD (with average 800 epochs). By looking at the shapes of the curves in 
Figure 3, it is easy to see the SWFNN trained with GD algorithm converges more 
quickly than the WNN trained with GD (with average 1550 epochs). As seen in  
Figure 4, it is clear that the simulation time obtained by the SWFNN trained with GD 
algorithm is comparatively less compared to the BP networks trained with GD algo-
rithm (with average 2490 epochs). 
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Fig. 3. Convergence curves for SWFNN and 
WNN 
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Fig. 4. Convergence curves for SWFNN, 
FNN, WNN and BP  
 

Table 2. Comparisons of WFNN, WNN and BP method 

Method Diagnosis accuracy (%) Sum error Epochs 
BP 90.67 0.001 2490 
WNN 95.33 0.001 1550 
FNN 96.67 0.001 800 
SWFNN 98.67 0.001 720 

Table 2 shows the comparison results of SWFNN, FNN, WNN and BP methods on 
the fault diagnosis. The second column in this table lists the diagnostic accuracy on 
the 150 actual sample data. The third column in this table lists the average number of 
error function evaluations used during training, until running terminated with the 
network converged or the epochs exceeding the maximum epochs. Compared with the 
BP method, the SWFNN method has 8.0% improvement in diagnostic accuracy; 
compared with the WNN method, the SWFNN method has 3.34% improvement on 
the diagnostic accuracy, and compared with the FNN method, the SWFNN method 
has 2.00% improvement on the diagnostic accuracy. The test results confirm that, in 
all compared cases, the proposed SWFNN method has a better capability for 
generalization than the other methods. 

From the comparison of various methods, it can be seen that the SWFNN method 
outperformed all the other architectures. The SWFNN architecture is decidedly supe-
rior, yielding errors that are smaller than the FNN, WNN and BP architecture. An-
other benefit of the SWFNN approach is the reduced training time. 

5   Conclusions 

A novel online self-constructing wavelet based fuzzy network for fault diagnosis has 
been proposed. The SWFNN network synergistically integrates the standard fuzzy 
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inference system and a one-pass supervised learning concept of neural networks. 
Morlet wavelet functions are used as the membership functions in the antecedent parts 
of the fuzzy inference system. The network has been validated using the fault diagno-
sis data sets. The results have shown that an SWFNN based diagnostic system has 
better trainsing performance, a faster convergence rate, and a better diagnostic ability 
than the other modules selected. 
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Abstract. This paper contributes to the analysis and prediction of deviate inten-
tional behaviour of human operators in Human-Machine Systems using Artifi-
cial Neural Networks that take uncertainty into account. Such deviate  
intentional behaviour is a particular violation, called Barrier Removal. The ob-
jective of the paper is to propose a predictive Benefit-Cost-Deficit model that 
allows a multi-reference, multi-factor and multi-criterion evaluation. Human 
operator evaluations can be uncertain. The uncertainty of their subjective judge-
ments is therefore integrated into the prediction of the Barrier Removal. The 
proposed approach is validated on a railway application, and the prediction 
convergence of the uncertainty-integrating model is demonstrated. 

1   Introduction 

The study of human factors plays an increasingly important role in the design of new 
complex Human-Machine Systems (HMS) or in the updating of older systems. Be-
haviours that deviate from a given prescription are interpreted as errors when the 
behaviors or their consequences are not intentional, and as violations when they are 
intentional [1]. Though human error has received close attention for about a century, 
the study of intentional violations is still in its early stages [2]. The awareness of the 
importance of taking safety violations into account in the risk analysis process in-
creased after the Chernobyl accident. According to J. Reason, five of the seven human 
actions that led directly to the accident were deliberate deviations from written rules 
and instructions, rather than slips, lapses or mistakes. As a matter of fact, though 
violations have been mentioned in a number of contexts, research on violations is still 
insignificant compared to research about slips, lapses, and rule & knowledge-based 
mistakes. 

This paper takes a connectionist approach that allows uncertainty to be taken into 
account when analyzing and predicting the deviate intentional behavior (violations) of 
the human operators in an HMS. The following section of the paper presents our pre-
dictive Benefit-Cost-Deficit (BCD) model. The third section proposes an uncertainty-
based prediction approach to Barrier Removal (BR) using Artificial Neural Networks. 
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In the fourth section, the validation of this approach on a railway simulator experi-
ment is described and the convergence of the uncertainty-based predictions is dis-
cussed. The final section presents our conclusions and offers perspectives for future 
research. 

2   A Three-Dimentional BCD Model 

In an HMS, human operator actions are initially delimited by such boundaries as cost 
acceptability, available resources and acceptable safety practices (Figure 1). 

Degree of liberty

for human action

Functional limit of

safety acceptability

Limit of

finance acceptability

Prescribed limit of

safety acceptability

Limit of available resources

margin

Migration

 

Fig. 1. Human behavioural boundaries 

How much these boundaries can migrate depends on the maximum functional lim-
its that users of a given system can accept in all safety. Human operators continually 
manage a compromise between three joint and sometimes contradictory objectives: 
performance objectives imposed by the organization or by the operators themselves, 
safety objectives for the system and for the operator, and objectives related to the 
cognitive and physiological costs of operator activities (e.g., workload, stress). These 
objectives limit and bound the field of human actions. An action that crosses the set 
boundaries can lead to loss of control,  an incident, or even an accident. In this paper, 
any action that crosses a boundary is called a Barrier Removal (BR). BR are specific 
violations, made without any intention of subjectively damaging the HMS, and may 
indicate that system designers and system users accept divergent degrees of risk. The 
analysis of system user’s activities is three-dimensional: the reference-based, the BCD 
factor-based and the criteria-based dimensions to identify and analyze the benefits, 
costs and potential deficit generated by BR within a BCD framework. 
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2.1   Multi-reference BR Evaluation 

There are often differences between the task prescribed by the designer and the actual 
activity in its operational context, due to a variety of individual, technical and/or envi-
ronmental factors. For  HMS designers, risk analysis is usually limited to assessing 
safety risks, which is a mono-criterion process. Once the machine is operating on-site, 
the validation process stops evolving and remains quite stable since the process was 
the result of a common decision. However, this type of designer-based risk evaluation 
is done independently of the users and is limited to the technical failures. Users, on 
the other hand, control the risks associated with operational situations by evaluating 
them after they are detected and by intervening in the piloted process to avoid their 
occurrence or to limit their consequences. Thus, each operational BR is motivated by 
several factors. 

2.2   Multi-factor BR Evaluation 

When deciding whether or not to remove a barrier, both the positive and negative 
consequences should be taken into account [3], specifically: 

– The expected benefit: Barrier Removal is a goal-driven behavior seen to offer an 
immediate benefit that outweighs the cost. 

– The immediate cost of removal: In order to remove a barrier, the human operator 
must sometimes modify the material structure and/or the operational mode, which 
usually leads to an increased workload and can have negative consequences on 
productivity or quality. 

– The potential deficit: Because removing a barrier introduces a potentially danger-
ous situation, such actions creates a potential deficit, due to the related risk. 

2.3   Multi-criteria BR Evaluation 

Evaluating operational BR is more or less a multi-criteria risk control process that 
takes into account not only system safety criteria, but also economic criteria (e.g., 
production and quality) or social criteria (e.g., motivation or workload). Since it de-
pends on the variability of the operational situations to be controlled, as well as on 
inter- and intra-individual differences, this risk control process is dynamic and vari-
able. Moreover, it can be used to evaluate a variety of elements, such as technical 
failures, human and organisational errors, and violations, to name only a few. 

During BR analysis, all three factors mentioned above (Benefit, Cost, potential 
Deficit) are evaluated for each barrier class in terms of several performance criteria, 
making it complicated to identify the removal status of a barrier directly and/or to 
easily group similar BRs together. Clearly, determining the complex nonlinear rela-
tionships that exist between the different criteria is not easy, nor is identifying the 
similaries/proximities of all BRs. In fact, BR analysis is a two-phase process. First, all 
BRs must be classified in terms of the various performance criteria, and if possible, 
the contributive BR criteria for a given HMS must be identified by looking for and 
memorizing the similarities/proximities of all BRs. Second, the likelihood of the 
new/changed barriers being removed must be predicted, according to the identified 
criteria and the memorized similarities/proximities. 
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Artificial Neural Networks have the potential to accomplish the above tasks. A se-
ries of approaches for predicting Barrier Removal using ANN have already been 
developed to anticipate or predict the removal of a given barrier in a given system 
using the retained criteria by either considering a network according to one perform-
ance criterion (mono-performance) or by considering a network according to several 
performance criteria (multi-performance) [4]. Based on these connectionist models 
and methods (i.e. mono-performance ANN and multi-performance ANN), the uncer-
tainty of subjective human operator evaluations can be analyzed and processed,  
allowing it to be integrated in the overall prediction methodology. 

3   A Connectionist BCD Model and Prediction with Uncertainty 

As stated above, BR is a safety-related violation. Its impact can be analyzed in terms 
of benefits, costs, and potential deficits. In order to allow designers to integrate BR 
into the risk analysis during the design phase or during re-design work, we have al-
ready proposed three Self-Organizing Map (SOM) predictive algorithms [5] used to 
model the activation or the removal of barriers by the human operators. Designers 
conceive their systems according to the pertinent regulations, standards and technical 
guidelines, paying particular attentions to safety concerns. They equip their systems 
with barriers in order to reduce human errors, limit failure propagation and/or protect 
human operators from technical failures.  

However, particular operational contexts require the definition of a series of con-
nectionist models and BR methods using ANN that allow the different contexts to be 
dealt with and still obtain optimal results. Like an artificial neural network, the Self-
Organizing Map was originally designed for multidimensional data reduction with 
topology-preserving properties [6]. The proposed connectionist methods were thus 
validated through experimental manipulation designed to analyse and/or predict the 
removal of a given barrier in a given system by integrating both the subjectivity and 
the uncertainty of operator BCD evaluations and by considering both mono-
performance and multi-performance approaches. 

Each evaluation of a BR factor incorporates a certain degree of uncertainty. Factor 
evaluations with different uncertainty levels may have different numbers of subsets, 
and thus weights should be allocated to each subset element, respectively. Different 
weight allocations can be defined, for example: 

– The lower the uncertainty level, the more representative the given value, making 
the associated weight high.    

– The lower the uncertainty level, the less numerous the values in the corresponding 
subset.  

– The closer a value is to the one evaluated by the human operator, the less its 
weight differs from the evaluated one.  

– The sum of the attributed weights is equal to 1. 

Once the weight allocations have been defined, the subsets of all the factor evalua-
tions can be combined. Table 1 illustrates the final format of BR data for which un-
certainty has been factored in. 
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Table 1. The final format of BR data with uncertainty 
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As mentioned above, the human operators' evaluation of the BR factors incorpo-
rates a degree of uncertainty, and thus the uncertainty data must be pre-processed in 
order to create cases or scenarios for which all the BCD values and their associated 
uncertainties appear linearly for each criterion. For each case or scenario, an addi-
tional data element is required: the boolean value of the BR, which indicates whether 
or not the corresponding barrier was removed. Figure 2 shows the basic uncertainty-
based BR prediction process.  

Each predictive network has two phases: a learning phase and a prediction phase. 
During the first phase, the learning needed for BR classification requires all the data 
for a given case, and is accomplished via USOM, SSOM, and/or HSOM:  

– In Unsupervised Self-Organizing Map (USOM) learning, the input data are the 
subjective evaluations of benefit, cost and potential deficit in terms of the different 
performance criteria; 

– In Supervised Self-Organizing Map (SSOM) learning, the input data are the same 
as those in Unsupervised SOM, but include a removal label for the corresponding 
barrier; 

– In Hierarchical Self-Organizing Map (HSOM) learning, the input data are the 
same as those in Supervised SOM, except that network is formed by classifying 
the data into parallel subsets, according to the personalities of the human opera-
tors. For example, experimental BR data can be grouped into several subsets re-
lated to the controllers' cultural background (e.g., ethnic characteristics).  
 

During the second phase, barrier removal predictions are made, based on the iden-
tified criteria and the similarity/proximity data that was memorized during the learn-
ing process. For a known target value, the SSOM algorithms are used to classify the 
data & to predict barrier removal: the input data are all the variables for a given case, 
except the BR boolean value that has to be predicted. In addition, because different 
people have different characteristics, the HSOM algorithms are used to group BR data 
into subsets based on personality. Finally, for an unknown target value, the USOM 
algorithms are used in order to classify the input data and identify two groups (i.e. the 
group of removed barriers and the group of unremoved barriers), as is the case in data 
mining, for example. 
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Fig. 2. The basic uncertainty-based BR prediction process 

4   Case Study Using a Railway Simulator 

This case study was performed on an experimental platform called TRANSPAL. 

4.1   Platform Configuration 

The TRANSPAL platform simulates train movements from depot to depot, via sev-
eral transformation stations at which human operators load/unload the products lo-
cated on a train stopped at the station platform. [7]. A human operator controls the 
train traffic flow.  

Several risks have been identified for this controlled process: 

– Train derailment: if the corresponding switching device is not operated correctly 
when a train is authorised to move, the train may derail. 

– Shunting error: a train may be directed toward the wrong route. 
– Train collision: trains may crash head-on or during an overtaking maneuver. 
– Operator injury: an injury may occur because the human operators are not aware 

that a train is entering or leaving a transformation area. 
– Planning delay: the products on the trains may not be loaded/unloaded on time or 

may be only partially loaded/unloaded. 
 
In order to limit the risks due to control errors, several barriers exist in order to or-

ganize the traffic flow and the train routes, to prevent collisions or derailments, and to 
keep operators in the transformation areas informed.  
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The proposed experiment was run in 3 phases: 

– Phase 1: A 5-min familiarization period to allow participants to understand the 
TRANSPAL process and interface; 

– Phase 2: A 15-min experiment with all barriers in place (e.g., the signals at the 
depots, the switching device and the transformation areas) including a presenta-
tion of the planning, the product handling on the platform and a performance 
evaluation; 

– Phase 3: A 10-min period during which participants may remove some barriers, 
but must complete questionnaires assessing the importance of the BCD factors and 
the uncertainty of their own evaluation for each barrier removed.  

4.2   Results 

Twenty experts from the European railway project, Urban Guided Transport Man-
agement System (UGTMS), participated in the three experimental phases. In the third 
phase, they were asked to complete a questionnaire evaluating the advantages of re-
moving barriers, in terms of benefits, costs, and potential deficits, and evaluating the 
level of the subjective certainty of their evalutations of these BCD factors. They were 
asked to take four performance criteria into account: 

– The quality of the planning. 
– The production, based on the percentage of the product loaded/unloaded at the 

stations. 
– The traffic safety, based on possible collisions, derailments and injuries due to 

incorrectly synchronized announcements of train movement at the transformation 
stations. 

– The human workload, based on the occupational rate (i.e. number of actions on the 
interface). 

The results focus on the perceived impact of the BR and were grouped into five 
barrier families: 

– The signals for trains entering the depots. 
– The signals for trains exiting the depots. 
– The signals for trains approaching a shunting device. 
– The signals for trains entering and leaving the transformation stations. 
– The signals for trains stopping at transformation areas. 

Prior to predicting human actions based on their perceptions about barrier removal, 
a learning step was required in order to determine the data distribution. The tested 
algorithm exploits the SSOM approach, meaning that the input vectors of the neural 
network were the barrier removal factors (i.e. the benefit, cost and potential deficit 
associated with barrier removal for each performance criterion, the decision to respect 
or remove the corresponding barrier, as well as the associated uncertainty level). 

An example comparing prediction with uncertainty and prediction without un-
certainty. After constructing the vectors for sample data without uncertainty and 
reconstructing the vectors for sample data with uncertainty, predictions with uncer-
tainty and without uncertainty were compared. Table 2 summarizes the comparative  
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Table 2. Comparison of prediction with and without uncertainty 

10: learning ; 10: prediction  

Prediction Observation Variations 
Prediction rate 

Without uncer-
tainty 

9 Not removed 
21 Removed 

12 Not removed 
18 Removed 

9 cases out 
of 30 70% 

With uncer-
tainty 

81 Not removed 
108 Removed 

69 Not removed 
120 Removed 

33 cases out 
of 189 83% 

 

results for the depot entrance signals in the mono-performance mode, based on data 
for the productivity criterion. 

As this table shows, the sample data for the first 10 subjects were used for the 
learning phase, and the sample data for the last 10 subjects were used to identify the 
variations between prediction and  observation. The result of comparing the predic-
tion with uncertainty and the prediction without uncertainty (column “Prediction rate” 
in the table) shows that the prediction rate taking the uncertainty of the human opera-
tor's evaluation into account is higher than the one not taking uncertainty into account. 
Input data with uncertainty increased the number of studied cases because extrapola-
tions were made regarding the uncertainty values on the BCD factors. This paper does 
not develop this extrapolation. 

Convergence of prediction integrating uncertainty. In order to verify the accuracy 
of predictions integrating the uncertainty of barrier removal factor evaluations,  
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Fig. 3. Convergence of prediction with uncertainty data 
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prediction convergence was studied. Figure 3 provides an example showing the im-
pact of the quantity of learning phase input vectors on the prediction rate. In this fig-
ure, several cases are defined: case 1 corresponds to a learning phase that integrates 
the input vectors of 5 human experts and the prediction phase concerns the 15 other 
experts; case 12 considers the input vectors of 16 human experts, and makes predic-
tions for the last 4 human experts. The prediction rate is determined by comparing the 
prediction produced by the SSOM algorithm and the real behaviour of the human 
experts. 

The results show that the number of input vectors used for the learning phase has 
an impact on the convergence of the prediction rate. The accurate prediction rate 
converges toward 95% when the uncertainty evaluation is taken into account. 

4   Conclusions 

This paper has presented a method using Artificial Neural Networks to analyze and 
predict BR based on evaluations of the uncertainty and subjectivity of the data. Rep-
resenting BR results within a BCD framework as a constraint network can provide 
designers/users with tools that will allow them to predict the likelihood that 
new/changed barriers will be removed. 

Human operator evaluations incorporate a degree of uncertainty. Analyzing and 
processing the uncertainty and subjectivity of human operator evaluations allows 
these two elements to be integrated into the prediction. Given enough learning cases 
and enough sample data, competitive neural networks can be configured, and the 
SOM maps obtained from a learning set can be used to predict barrier removal for any 
given barrier. 

The experiment with 20 specialists from a European transportation project shows 
that the prediction rate based on BR data that integrate uncertainty is higher than the 
rate based on data that doesn't integrate uncertainty. The result with the uncertainty-
based BR data converges toward 95% of accurate predictions. 

It should be noted that the results presented here constitute only a preliminary 
analysis of uncertainty in BR prediction. Our approach is able to deal with not only 
subjective data but also objective data if available. In the mean time, it can be used as 
a statistical data mining method to aide in the identification of the most contributive 
BR criteria. 
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Abstract. An iterative learning controller based on experience database is pro-
posed for a class of robotic trajectory tracking tasks. It is very general for sup-
porting all types of iterative learning control schemes. The experience database 
consists of previously tracked trajectories and their corresponding control in-
puts. The initial control input of an iterative learning controller can be selected 
properly using a dynamic RBF neural network by properly considering the past 
experience of tracking various trajectories. Moreover, the RBF network can be 
created dynamically to ensure the network size is economical. Simulation re-
sults of trajectory tracking of a planar two-link manipulator indicate that the 
convergence speed of the iterative learning controller can be improved by using 
this method.  

1   Introduction 

Trajectory tracking problem is one of the main topics in the robot control research 
field. There are various types of trajectory tracking control methods such as optimal 
control [1], inverse dynamics control [2] and robust control [3]. These all depend on 
an exact dynamic model of the robot. It’s known that a robot is a very complex, 
strong coupling and nonlinear dynamics system; moreover, there always exist impre-
cise measurements and modeling, the load changes, and the influence of outer distur-
bances. Therefore, we cannot obtain an exact dynamic model of a robot. A human 
being has the abilities of strong learning and adaptability to the environment; in com-
parison, learning control technique within adaptive control theory was summarized by 
Fu in 1970 [4]. When the parameters of the system change, adaptive control can 
achieve a certain performance index by identification, learning and tuning control law 
in time. But as it requires huge computational labor to identify parameters on-line, its 
structure is very complex. In addition, adaptive control cannot guarantee the stability 
when non-parameterized uncertainties exist. 

As another important branch of learning control method, iterative learning control 
(ILC) can track any desired trajectory with arbitrary precision within a given time 
span for an unknown controlled system. Iterative learning control considers the sys-
tems which perform the required task repetitively, thus utilizing the repetition of the 
task as an experience to improve the control quality. The beauty of the iterative learn-
ing control lies in its structural simplicity and it does not require identification of the 
system. Therefore it is found to be effective for repetitive control tasks such as ma-
nipulators tracking control [5, 6]. However, its low learning speed limits the actual 



 Iterative Learning Controller for Trajectory Tracking Tasks  781 

application of iterative learning control. Aiming at the above low learning speed prob-
lem, Gu and Loh [7] proposed an iterative learning algorithm combining multi-step 
error, and simulation results indicated that the convergence speed is improved. But 
they did not detail the selection method of learning gains in their paper, thus the itera-
tive learning algorithm could not be used for the common plant. Togai and Yamano 
[8] et al. gave a kind of D-type ILC to solve the optimal problem of discrete systems, 
and the optimal methods are gradient method, Newton-Raphson method and Gauss 
method. But the optimal control variable could not be achieved except that the 
mathematical model is exact. Lee and Bien [9] pointed out that the dynamic process 
could be improved greatly using sup-norm rather than λ-norm. Based on the analysis 
of Lee and Bien, all the research until now has concentrated on the selection of the 
optimal norm and H norm for linear systems. However, how to select these norms 
for nonlinear systems has not been detailed in iterative learning literature. Arif, Ishi-
hara and Inooka [10] researched a prediction-based ILC and analyzed the conver-
gence. But the proposed ILC is only applicable for slowly varying desired trajectories. 

In order to obtain quick convergence speed, we now put forward in this paper an 
iterative learning controller based on experience database (ILCED) by using the ex-
perience of the previously tracked various trajectories to properly select the initial 
control input. During the iterative learning controller design phase, a new desired 
trajectory can be at first decomposed into many query points, and then a dynamic 
RBF network is applied to predict the control variable for each query point that can be 
set as the initial control input for the new trajectory. The structure of the RBF network 
can be created dynamically to ensure the network size is economical. 

The paper is organized as follows. An ordinary ILC for manipulator is given in 
Section 2. In Section 3, the configuration and the detailed design steps of the ILCED 
system along with the structure learning method of the RBF network are proposed. In 
order to verify the validity of the proposed ILCED method, simulation results are 
presented and analyzed in Section 4. Finally, conclusions are drawn in Section 5. 

2   Iterative Learning Controller 

The dynamic model of an n-link rigid manipulator can be described as: 

uqFqGqqqCqqM =+++ )()(),()( &&&&& . (1) 

where, q , q&  and q&&  denote joint position, velocity and acceleration vectors respec-

tively, ( ) nnRqM ×∈  is the symmetrical inertia matrix, ( ) nRqqC ∈&,  is the Corio-

lis or centrifugal force vector, ( ) nRqG ∈ is the gravity vector, ( ) nRqF ∈&  is the 

friction vector, and nRu ∈ is the external control force or torque vector. The dy-
namics of Eq. (1) can be represented in the form as follows: 

uqqqfxf == ),,()( &&& . (2) 

Supposing that the control task of the manipulators is of a repetitive nature, and it’s 

required that the system output )(tq  track the desired trajectory )(tqd  exactly 
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within the time range ],0[ Tt ∈  where T is the total time for one iteration. The con-

cept of iteration learning control is as follows: in the ith iteration, a control input 

)(tui  is applied to the system for ],0[ Tt ∈ , and the response of the system )(tqi  

is recorded in computer memory. After the end of the ith iteration, the iterative learn-

ing control algorithm modifies the control input )(tui  by adding a modification term 

( ))(),( teteg ii &  to )(tui  and stores it as a new control input )(1 tui+  to be used in 

the next, i.e., (i+1)th iteration. Hence, the iterative learning control algorithm of the 
(i+1)th iteration takes the following form [11]: 

( ))(),()()(1 tetegtutu iiii &+=+ , ],0[ Tt ∈∀ . (3) 

where, )()()( tqtqte idi −= , )()()( tqtqte idi &&& −= , )(tui  is the control input 

of the ith iteration, and g  is a linear or nonlinear operator. The modification term 

( ))(),( teteg ii &  is constructed by using the information about error )(tei  or error 

rate )(tei&  or both )(tei  and )(tei&  of the ith iteration. We can obtain different itera-

tive learning control schemes according to different forms of ( ))(),( teteg ii & , in 

which the main iterative learning control schemes are P-type ILC, D-type ILC, and 
PID-type ILC. Presently, some new iterative learning control schemes are proposed 
by combing these conventional learning schemes with the other control methods such 
as the optimal ILC and model referenced ILC. 

3   Iterative Learning Controller Based on Experience Database 

The iterative learning control algorithm (3) for manipulators can be described in the 
following form: 

( ) ( )
=

+ +=+=
i

l
lliiii tetegtutetegtutu

0
01 )(),()()(),()()( && . (4) 

Arimoto, Kawamura, and Miyazaki [11] gave the convergence criterion of the sys-
tem under consideration when iterative learning controller takes the form as Eq. (4). 

λλ ρ ii ee ≤+1 , 1<ρ . (5) 

where, λ⋅  denotes λ -norm that is defined as: 

∞
−

≤≤
= )(sup)(

0
teete t

Tt

λ
λ . (6) 

If Eq. (5) is described in progression form, we can obtain: 

λλ ρ 01 ee i
i ≤+ , 1<ρ . 

(7) 
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It can be seen from Eq. (7) that the error of the ith iteration depends not only on pa-

rameter ρ , but also on the initial error )(0 te . Therefore, we can take advantage of 

the knowledge of the previously tracked various trajectories to construct the new 

initial control input )(0 tu  of the iterative learning controller properly to decrease 

)(0 te , and so increase convergence speed. 
The structure of the iterative learning control system for manipulators based on ex-

perience database is shown in Fig. 1. Compared to an ordinary ILC system, the pro-
posed ILCED system has an extra part that is emphasized by the dashed line. 
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Fig. 1. Iterative learning control system based on experience database 

The inverse dynamic model of an n-link rigid manipulator shown in Eq.(1) can be 
defined as: 

( ))(),(),()( tqtqtqtu &&&ψ= . (8) 

where ψ  is a nonlinear function that can be approximated by a neural network. 

The trajectory tracking task of the manipulator is that the system output )(tq  

tracks the desired trajectory )(tqd  exactly within the time range ],0[ Tt ∈ . The 

inverse model then can be represented by the experience database which stores the 

past experience of various tracked trajectories [ ]κκκκ qqqZ &&& ,,= and their corre-

sponding control inputs κu . [ ]κκ uZ ,  is called a data point within the experience 

database. 
The selection of the initial control input of iterative learning control is based on the 

premise that the classification of a new case is similar to that of its neighbor cases. 
Based on the above analysis, during the phase of designing an iterative learning con-

troller for manipulators, we can decompose the desired trajectory dq  into m  query 

points j
dq , mj ,,2,1 L= , and then compare each query point with data points 
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within the database, and at last use an RBF network to approximate the k  nearest 
cases for each query point so as to predict the control variable corresponding to each 
query point. In this way, the predicted control variable can then be used as an initial 
control input by the iterative learning controller for the new desired trajectory. The 
steps of the proposed method of constructing initial control input in this paper are 
described as follows. 

3.1   Selecting the Nearest k Data Points Near Every Query Point 

We select the nearest k cases by using the k-nearest neighbor search method. Given a 

query point j
dq  and a query parameter k, the k-nearest neighbor search method will 

return the smallest set DBkNN q ⊆)(  that contains k data points from the database 

of experience, and the following condition holds: 

( ) ( )j
d

j
dqq qsdqpdkNNDBskNNp ,,)(),( <−∈∀∈∀ . (9) 

where, DB denotes the experience database. The concept of k-nearest neighbor of a 
query point can be defined according to the standard Euclidean distance as: 

)()(),( j
d

Tj
d

j
d qxqxqxd −−= . (10) 

3.2   Fitting the k Data Points Using Dynamic RBF Network 

RBF network is an important neural network proposed by Moody and Darken [12]. It 
is a three-layer feedforward network with a single hidden layer. Because an RBF 
network imitates the network structure of a human with local tuning and overlapping 
receptive regional properties, it is a locally approximative network. It has been proven 
that an RBF network can approximate any nonlinear function with arbitrary precision 
and without a local minimum problem.  

The output of the hth hidden unit of the RBF network is: 

( )hh cxv −Φ= . (11) 

where, IRx ∈  is the input vector, I
h Rc ∈  is the center of the hth hidden unit, 

Hh ,,2,1 L=  where H  is the number of the hidden units, ⋅  is the Euclidean 

norm, and )(⋅Φ  denotes the RBF basis function. The basis function )(⋅Φ  has a local 

receptive property, which embodies that the RBF network has nonlinear mapping 
ability. )(⋅Φ  is defined as a Gauss function as follows: 

( ) ( )22
2exp hhh cxcx σ−−=−Φ . (12) 

where hσ  is the width of the hth basis function. 

The output of the rth unit in the output layer is the linear combination of the out-
puts of all the hidden units described as: 
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−==
h

rhrhr vwxfu θ)( . (13) 

where, rhw  is the connect weight between hv  and ru , and rθ  is the threshold of the 

rth output unit. 
The learning functions of an RBF network includes the network structure learning 

and the parameters learning. Generally speaking, the parameters learning function of 
an RBF network can be divided into two phases. The first phase is to determine the 

parameters of basis function such as hc  and hσ , and the second phase is to update 

the weight between the hidden layer and the output layer. The commonly used learn-
ing methods of an RBF network are k-means clustering method, least squares method, 
and local training method.   

Structure learning means that the number of hidden units of the RBF network can 
be added or deleted according to the dynamic changes to ensure that the network size 
remains economical [13]. There are two criteria for adding a new unit to the hidden 
layer as follows: 

H

D
cx nearest

2
max=>− ξκ . (14) 

maxεε >−= uud . (15) 

where, nearestcx −κ  is the Euclidean distance between the κ th input vector κx  

and its nearest center nearestc , and ξ  is a critical value that can be understood as the 

precision of the model and is defined as 
H

D

2
max , where maxD  is the largest distance 

of all the centers and H  corresponds to the number of hidden units. du  and u  are 

the desired and the actual output of the RBF network respectively. 
At the initial learning phase, there are no units in the hidden layer, and the first in-

put observation data is viewed as the first unit. As for the following input, we can 
judge whether to add a unit or not according to the above two criteria. If a new input 
variable meets the above two criteria, we will add a hidden unit to the RBF network. 
The corresponding center vector of the added unit is equal to the current input vector, 
while the width is: 

nearestnew cx −= κτσ . 
(16) 

where τ  is an overlapping coefficient of input space. 
We know that the greater the number of basis functions, the better the function fit-

ting effects the RBF network has. But it is at the expense of a long learning time. The 
structure will be enlarged continuously with the process of learning, thus a scheme of 
combining basis functions is put forward. However, some hidden units are active and 
have larger contributions to the overall network outputs initially, but the contributions 
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will attenuate gradually with the changing system and this will produce some useless 
‘dead’ units. Therefore, we get the following determining rule: if there are M  suc-
cessive input samples all satisfying Eq. (17), then we should delete the useless unit. 

( ) thcx h <−Φ κ ML,2,1=κ . (17) 

where th  is an active threshold. 
The training samples of the RBF network are the nearest k data points produced by 

the k-nearest neighbor search method. The input of the RBF network is the state vari-

ables vector of manipulators [ ]qqqx &&&,,= , and the outputs of network are control 

variables u corresponding to the desired trajectory.  
The detailed structure learning algorithm of the RBF network can be summarized 

as follows, based on the above analysis: 

Step 1. Set the first input observation data as the first hidden unit; 

Step 2. Feed a new input data κx  to the network and judge whether to add a unit 

or not according to the adding criteria Eqs. (14) and (15); add a new unit if the criteria 
are satisfied; 

Step 3. Else, tune network parameters; 
Step 4. Delete useless unit according to the deleting criterion Eq. (17); 
Step 5. 1+= κκ , go to Step 2. 

3.3   Predicting the Control Input of Query Point 

When the RBF network can approximate the nonlinear function )(xf  with a definite 

precision after a period of off-line learning of inverse dynamics of manipulators, the 
RBF network then can be used to predict the control input corresponding to the given 

query point j
dq . Thus the predicted value (the output of the RBF network) is the 

initial control input )(0 tu  of the iterative learning controller. 

4   Simulation Research 

In order to verify the proposed iterative learning controller, trajectory tracking control 
of a planar two-link manipulator is simulated. The dynamic model of the manipulator 
is described in Eq. (1), and friction force is neglected for simplification.  

The inertia matrix ( )qM  is: 

( )

( ) ( )
( )+

++++
=

=

2
22221

2
22

221
2
22221

2
2

2
12

2
11

2221

1211

)cos(

)cos()cos(2

lmqlllm

qlllmqllllmlm

MM

MM
qM

 

(18) 

The Coriolis or centrifugal force vector is: 
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( ) ( ) ( )+−−
=

0
sin,

1

212
2212 q

qqq
qrlmqqC

&

&&&
&  

(19) 

The gravity vector is: 

( )
+
+++

=
)cos(

)cos()()cos(

2122

11212122

qqglm

qglmmqqglm
qG  

(20) 

Let kgm 09.11 = , kgm 12.12 = , ml 0.11 = , ml 3.12 =  and 2/81.9 smg = . 

Given the desired trajectory of the manipulator as )5.0sin(1 tqd =  and 

)2.0sin(2 += tqd , the control task is moving two links from the initial position [0, 

0.2] to the goal position [0.5, 1]. During the simulation, the sampling period is 

sts 01.0= , D-type iterative learning scheme based on an experience database is 

applied to control the manipulator, and the learning gains of D-type ILC are [0.01, 

0.01]. The input of the RBF network is [ ]222111 ,,,,, qqqqqqx &&&&&&= , and the output 

of the network is [ ]21,uuu = . The parameter learning algorithms of the RBF net-

work are selected as k-means clustering and least squares methods. 
Performance index J is defined as follows to evaluate the performance: 

=

==
N

j
j

T
e

N
dtte

T
J

0

2

0

2 1
)(

1
 

(21) 

where, T is the total time for one iteration, and N is the number of iterations, 

stTN = . An ordinary D-type ILC and the proposed D-type iterative learning  
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Fig. 2. Tracking performance index of joint 1 
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Fig. 3. Tracking performance index of joint 2 

scheme based on the experience database are applied to control the manipulator re-
spectively, and simulation results are shown in Fig. 2 and Fig. 3. 

5   Conclusions 

It can be clearly seen from the above simulation results that the proposed iterative 
learning controller can converge to the desired value more quickly than that of an 
ordinary D-type ILC. The reason is that the proper selection of the initial control input 
using previous experience stored in the database can decrease the number of itera-
tions. A new desired trajectory can be decomposed into many query points at first, 
and then an RBF network is applied to construct inverse dynamics of the manipulator 
by fitting the k data points near every query point and subsequently these are used to 
predict the initial control input. Hence, with a lower initial error bound, the error 
bound in each succeeding iteration will also reduce for a certain convergence speed as 
determined by the learning gains. Moreover, the selection of the initial control input is 
independent of the structure of the controller despite the fact that D-type ILC is ex-
emplified in this paper. Therefore, this method is very general for all types of iterative 
learning control schemes. Simulation results have shown the effectiveness of trajec-
tory tracking of manipulators. 
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Abstract. Multivariable General Predictive Control (MGPC) is an effective 
application in the control of plant with inertia and delay. But it has some defects 
such as requiring a large amount of computation online and poor treatment of 
constraints. This paper introduces Hopfield neural network into MGPC. Firstly, 
the MGPC was decomposed into several multi-input and single-output systems, 
then they were converted into several quadratic constrained optimizing 
problems. Several Hopfield networks were used to solve each quadratic 
constrained optimizing problem respectively. The Hopfield network has the 
merits of simple arithmetic and rapid computation. The combination of the two 
methods can overcome the defects of MGPC. Then the new method was applied 
to the control of a unit load system in a thermal power plant that is a 2×2 
multivariable plant with coupling and constraints. Simulation proved that the 
new method has effective control performance. 

1   Introduction 

Multivariable General Predictive Control (MGPC) has the characteristics of predictive 
model, rolling optimization and feedback correction, and shows good control 
performance and robustness. But MGPC also has some defects such as requiring a 
large amount of computation online and poor treatment of constraints. Neural network 
is effective at dealing with parallel computation and nonlinear problems. The 
Hopfield network especially is an effective application in solving quadratic 
constrained optimizing problems. The Hopfield network has a simple structure and 
can be implemented with a circuit network. The optimizing computation can be 
finished within milliseconds. This paper introduces multiple Hopfield networks to 
MGPC, and applies the new method into the control of a unit load system in a thermal 
power plant that is a 2×2 multivariable plant with coupling and constraints. 
Simulation showed that the new method has a satisfactory performance. 

2   Decoupling of MGPC 

Considering the following MIMO plant: 

Δ+−= −− /)()1()()()( 11 ttuztyz BA ,                          (1) 
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mRtu ∈)}({ , mRty ∈)}({ , mRt ∈)( . The mean value of )(t  is zero and its 

variance is Iσ . )( 1−zA  is assumed as a diagonal matrix. Consider the following two 

inputs and two outputs system:  
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Change Equation 2 into the following two-input and one-output equations[1]: 

)()1()()1()()()( 12
1

121
1

111
1

11 ttuzBtuzBtyzA ξ+−Δ+−Δ=Δ −−− ,             (3a) 

)()1()()1()()()( 22
1

221
1

212
1

22 ttuzBtuzBtyzA ξ+−Δ+−Δ=Δ −−− .           (3b) 

As to Equation 3(a), use Diophantine equation, then Equation 3(a) can be rewritten as 
follows: 
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Rewrite Equation 4 into vector format: 

112122121111111111 )1()()1()()()1( EHUGHFUGY +−Δ++−Δ++=+ tuttutytt .      (5) 

In Equation 5, 
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Use Diophantine equation to 3(b), following which Equation 6 can be obtained: 

221211212222222222 )1()()1()()()1( EHUGHFUGY +−Δ++−Δ++=+ tuttutytt . (6) 

The known components of Equations 5 and 6 are: 

1121211111101P )1()1()()( EHHFY +−Δ+−Δ+= tututyt ,   

22121222222P02 )1()1()()( EHHFY +−Δ+−Δ+= tututyt .                  (7) 

Then Equations 5 and 6 become: 

)()()()1( P012121111 tttt YUGUGY ++=+ ,                          (8) 
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)()()()1( P021212222 tttt YUGUGY ++=+ .                                   (9) 

The cost functions of control loop 1 and control loop 2 are: 
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1rY , 2rY  are respectively the reference track of 1y , 2y . 

By removing the known components, the new cost function 1φ , 2φ  can be 

obtained.                        
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In Equation 11(a), )(2 tU  can be approximately replaced by )1(2 −tU . Many 

simulations prove that the error is very small when the sample time is small. Then 
)(2 tU  can be treated as a known part and removed from 11(a). Equation 11(a) can be 

further simplified as: 
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The constraints of the multivariable MGPC are as follows: 
Amplitude constraints:  

1max11min )( utuu ≤≤ , 2max22min )( utuu ≤≤ . 

Velocity constraints:  

11 )( Δ≤Δ tu , 22 )( Δ≤Δ tu . 

The MGPC problem is converted into two independent quadratic constrained 
optimizing problems. Optimizing the cost functions 1φ ′  and 2φ′  provides the 

predictive control sequences )(1 tU and )(2 tU . 
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3   Using the Hopfield Network to Solve MGPC with Constraints 

The Hopfield network is an effective application in solving quadratic constrained 
optimizing problems. By introducing the Hopfield network into MGPC, complex 
computation can be avoided while producing the predictive control sequences 

)(1 tU and )(2 tU .  

The Hopfield network used to solve the quadratic optimizing problem is:  

=≥

+=

mjJ jj L,2,1,s.t.

2

1
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T

TT

xA

xIGxxxϕ ,                               (13) 

where nR∈x  is optimizing vector, nR∈G  is positive definite matrix; I , n
j R∈A  

are constant vectors. Define mnm ×= ][ 21
T AAAA L  as constraint equation 

coefficient matrix, jJ  is scalar of constraint equations. 

Add constraints to the first item of predictive control sequences )(1 tU  and )(2 tU . 

1max111min )1()( ututuu ≤−+Δ≤ , 111 )( Δ≤Δ≤Δ− tu .          (14a) 

2max222min )1()( ututuu ≤−+Δ≤ , 222 )( Δ≤Δ≤Δ− tu .              (14b) 

Two Hopfield networks were used to obtain )(1 tU and )(2 tU  respectively.  

Compare Equations 12(a) and 14(a) with a standard quadratic optimizing problem 
(13), and Equation 15(a) can be obtained: 
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Compare Equations 12(b) and 14(b) with Equation 13, and Equation 15(b) can be 
obtained: 
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1M  and 2M  are the control horizons of loop 1 and loop 2 respectively. 
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4   Construct Two Hopfield Networks 

The structure of a Hopfield network is shown in Figure 1. 

 

Fig. 1. Structure of Hopfield network 

Construct two Hopfield networks with Equation 15 in order to obtain )(1 tU and 

)(2 tU .  

(1) Control predictive series 1)(1
MRt ∈U , 2)(2

MRt ∈U  as outputs 1V , 2V  of the 

two signal planes. 
(2) 1I , 2I  as input vectors of two signal planes; 

(3) 1J , 2J  as input vectors of two constraint planes; 

(4) 1G , 2G  as self-conductive matrix of two networks  

(5) 1A , 2A  as correlated conductive matrix of two networks; 

(6) 4
21 , R∈ϕϕ  as output vectors of two constraint planes. 

The dynamic equation of Hopfield network one is: 
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)(1 x  is a step function. Network two is the same as network one. 

5   Simulation 

The thermal power unit load system is a 2×2 system: 
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Where, eN , tP  are actual power and main steam pressure, their counterparts are 

1y , 2y .  

tu  and bu  are respectively turbine valve instruction and burning rate instruction, 

and their counterparts are 21 ,uu .  
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Sample time is 3 seconds, predictive horizon 12=P , control horizon 
621 == MM . The constraints are: 05.01 =Δ , 05.02 =Δ , 15.01min −=u , 

15.01max =u , 15.02min −=u , 15.02max =u .  

Figure 2 and Figure 3 are simulation results when eN  has a step disturbance.  

 

Fig. 2. Simulation result of eN  with step disturbance 

 

Fig. 3. Simulation result of control output 

The robustness of the new method is also very satisfactory. Figure 4 is the 
simulation result when plant changes. 
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Fig. 4. Simulation result when plant has some changes 

6   Conclusion 

Unit load system is a plant with multivariable coupling and control constraints. The 
existing GPC method is very complex and time consuming. This paper proposes a 
new GPC with multiple Hopfield networks. Simulations prove its effective 
performance. With the development of the neural network chip, the method has a 
promising future in industry. 
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Abstract. The minimum crossing number problem has important ap-
plications in printed circuit board layout, VLSI circuit routing, and au-
tomated graph drawing. In this paper, we propose an improved Hopfield
neural network algorithm for efficiently solving the minimum crossing
number problem. To evaluate the proposed algorithm, a large number
of instances have been simulated. The simulation results show that the
proposed algorithm is much better than previous works for solving the
minimum crossing number problem in terms of the computation time
and the solution quality.

1 Introduction

The objective of the minimum crossing number problem is to embed the edges
of a graph so that the total number of crossings is minimized. Recently, several
linear graph layout problems have been the subject of study. Given a set of ver-
tices, the problem involves placing the vertices along a horizontal “node line”
in the plane and then adding edges as specified by the interconnection pattern.
The crossing number problem [1] is related to the more general planar crossing
number problem. The objective of this problem is to embed the edges so that
the total number of crossings is minimized. This problem has important applica-
tions in printed circuit board layout, VLSI circuit routing, and automated graph
drawing [2]. The crossing number problem is NP-hard [1]; hence research has fo-
cused on finding efficient heuristics or on methods for special families of graphs.
In 1996 Shahrokhi et al. [3] proposed a one-page heuristic. For solving such prob-
lems, the Hopfield neural network [4] constitutes an important avenue. Using the
neural network technique, Cimikowski et al. [5] proposed a parallel algorithm for
the linear crossing number problem. Unfortunately, due to its inherent local min-
imum problem, the probability of obtaining the minimum number of crossings
using Hopfield network is very low.

In this paper, we present an improved neural network algorithm to efficiently
solve the crossing number problem. In the proposed neural network algorithm,
the internal dynamics is modified to permit temporary increases in the energy
function in order to help the network escape from local minima and increase the
exchange of information between neurons. The proposed algorithm is tested on

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 797–803, 2006.
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a larger number of graphs and compared with some existing algorithms. The
experimental results indicate that the proposed algorithm could yield optimal
or near-optimal solutions and outperform the other compared algorithms.

2 The Minimum Crossing Number Problem

We use standard graph-theoretic terminology. In the linear crossing number
problem, the crossing number, ν(G), of a graph G(V, E), is the minimum number
of edge crossings required in any drawing of G in the plane. In the 2-page drawing
representation used here, each edge is embedded in either the upper page or the
lower page. Then any pair of edges ij and kl cross in a drawing iff i < k < j < l
and both lie in the same page. We use neuron yij to express the edge between
vertices i and j. The state yij = 1 indicates that the edge ij is embedded in
the upper page, and the state yij = 0 indicates that the edge ij is embedded in
the lower page. The number of edges in a given graph determines the number of
neurons required.

Thus, the linear crossing number problem can be mathematically stated as
finding the minimum of the following objective function:

1
2

∑
ij

∑
kl

(gijgkldijklyijykl) +
1
2

∑
ij

∑
kl

(gijgkldijkl(1 − yij)(1 − ykl)) (1)

where dijkl is crossing condition and can be described as:

dijkl =
{

1 if i < k < j < l or k < i < l < j
0 otherwise

(2)

gij indicates whether the edge ij exist.

gij =
{

1 if edge ij exists
0 otherwise

(3)

Then, the energy function for the linear crossing number problem is given by:

E = A
∑
ij

∑
kl

(gijgkldijklyijykl) + B
∑
ij

∑
kl

(gijgkldijkl(1 − yij)(1 − ykl)) (4)

The Hopfield network can find the solution of the linear crossing number
problem by seeking the local minimum of the energy function E using the motion
equations of neurons. Unfortunately, the quality of the solution by the neural
network is not very good; since the Hopfield network will attempt to take the
best path to the nearest minimum, whether global or local. If a local minimum
is reached, the network will fail to update. It is usually difficult for the Hopfield
network to find the global minimum that corresponds to the minimum number
of crossings.
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3 The Improvement of the Internal Dynamics of Hopfield
Network

Without loss of the generality, we consider a general Hopfield neural network.
The motion equation is composed of the partial derivation term of the energy
function as the gradient descent method.

dxi/dt =
N∑
i,j

wijyj + hi (5)

where wij is the weight from #i neuron to #j neuron, hi is the threshold and
yi is the output of #i neuron. The internal potential xi of neuron is updated
according the following equation [6]:

xi(t + 1) = xi(t) +
dxi(t)

dt
Δt (6)

The state yi of neuron #i is updated from xi using a non-linear function called
neuron model. The following sigmoid function is always used as neuron model
for optimization problems:

yi = 1/(1 + e(−xi/T )) (7)

In order to efficiently solve the minimum crossing number problem, we now
propose an improved neural network algorithm. The proposed method modifies
the updating mode of the internal potential. The modified updating equation of
the internal potential is given by:

xi(t + 1) = αi(yi, t) · xi(t) +
dxi(t)

dt
Δt (8)

where 0 ≤ αi(yi, t) ≤ 1. The modified internal dynamic behavior means that
the change of the internal potential in neuron #i is now controlled by a new
parameter αi(yi, t) which represents the stabilization of neuron #i. When the
state of neuron is far from 0 and 1 or the network is in the initial stage of updating
(far from the stable state), the stabilization of neuron is very low (αi(yi, t) is near
0). Thus, the internal potential of neuron (xi(t + 1)) is mainly determined by
the weight state of other neuron (the second term of Eq.(8)). As time proceeds
and the state of neuron approaches to 0 or 1, the stabilization of neuron will
increase. Finally the stabilization of neuron (αi(yi, t)) will get near to 1, and the
internal dynamic behavior of neuron will tend toward original updating mode.
This guarantees that the network can always converge to a stable state. We
define the parameter αi(yi, t) as following:

αi(yi, t) = 1 − e−
(0.5−yi(t))2

ε · t
λ (9)

where yi is the state of neuron #i, t is the updating iteration, ε and λ are positive
constant which decide the increase speed of αi(yi, t).
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Now we show that if sigmoid function (Eq.(7)) is used as input/output func-
tion of neuron, the proposed method allows increases in energy initially, with
such increases becoming less as updating proceeds, until finally the network
tends toward a steepest descent algorithm.

In general, energy function of a Hopfield network can be written as following
equation.

E = −1
2

∑
i

∑
j

wijyi(t)yj(t) −
∑

i

hiyi(t) (10)

The change of energy caused by the change in the states of neurons is:

ΔE = −1
2

∑
i

∑
j

wij(yi(t + 1)yj(t + 1) − yi(t)yj(t))

−
∑

i

hi(yi(t + 1) − yi(t)) (11)

Adding and subtracting yi(t + 1)yj(t), and simplifying, we get:

ΔE = −1
2

∑
i

∑
j

wijyi(t + 1)Δyj(t + 1)

−1
2

∑
i

∑
j

wijΔyi(t + 1)yj(t)

−
∑

i

hiΔyi(t + 1) (12)

In the asynchronous parallel mode, we can suppose that at time t, the state
of neuron #k is changed. The change in the state of neuron #i is:

Δyi(t + 1) = yi(t + 1) − yi(t) (13)

We have Δyk(t + 1) �= 0 and Δyi(t + 1) = 0 for i �= k. Thus, Eq.(12) can be
reduced to:

ΔE = −1
2

∑
i�=k

wikyi(t + 1)Δyk(t + 1)

−1
2

∑
i�=k

wkiΔyk(t + 1)yi(t)

−hkΔyk(t + 1) (14)

Because of the facts that Δyi(t + 1) = 0, i.e., yi(t + 1) = yi(t) for i �= k and
wik = wki, Eq.(14) can be rewritten to:

ΔE = −Δyk(t + 1)(
∑
i�=k

wkiyi(t) + hi) (15)
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Using Δt = 1, Eq.(5) and Eq.(8), Eq.(15) can be rewritten as follow:

ΔE = −Δyk(t + 1)(xk(t + 1) − αk(yk, t) · xk(t)) (16)

Consider the case of xk(t) > xk(t+1), according to the characteristic of sigmoid
function, we can know that:

Δyk(t + 1) < 0 (17)

Moreover, even xk(t) > xk(t + 1), if αk(yk, T ) is sufficiently small, it is possible
for:

xk(t + 1) > αk(yk, t) · xk(t) (18)

Using Eqs.(17) and (18), we can know from Eq.(16) that when αk(yk, t) is small,
ΔE > 0 is possible in the case of xk(t) > xk(t + 1). The possibility of the
increase in energy becomes less as αk(yk, t) increases until finally the network
tends toward a steepest descent algorithm. Thus we can say that the proposed
method which uses Eq.(8) and Eq.(9) provides a mechanism for escaping from
local minima and converging to a good stable state by introducing a stabilization
parameter αk(yk, t) for neurons.

4 Algorithm

The algorithm procedure of solving the minimum crossing number problem using
the proposed improved Hopfield neural network can be described as follow:

(1) Set constant A, B, T , ε and λ and set iteration step t = 1.
(2) Randomly initialize the internal potential xij for i, j = 1, · · ·, N .
(3) Update the state yij of neuron #ij for i, j = 1, · · ·, N using sigmoid function.
(4) set loop time = 1.
(5) Loop until loop time ≥ 2∗M , where M is the number of edges. (a) Randomly

select a neuron #ij.
(b) Use Eq.14 and Eq.15 to update the internal potential xij of neuron #ij.
(c) Use Eq.13 to update the state yij of neuron #ij.
(d) Increment the loop time by 1.

(6) Increment the t by 1. If the network reaches an equilibrium state go to step
8, else go to step 4.

(7) Compute the crossing number using the stable state of the network.

5 Simulation Results

The proposed algorithm was experimented on PC station to some complete
graph Kn. We simply set A = B = 1.0. ε and λ were selected to 0.1 and 135
respectively, the temperature parameter T in sigmoid function was set to 2.5.
To evaluate our results, one-page heuristic [3] and Cimikowski et al.’s parallel
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Table 1. Computational results

Graph Edges Optimal One-page [3] Cimikowski et al.’s algorithm [5] This work
K5 10 1 1 1 1
K6 15 3 3 3 3
K7 21 9 9 9 9
K8 28 18 19 18 18
K9 36 36 36 36 36
K10 45 60 62 60 60
K11 55 100 100 100 100
K12 66 150 154 150 150
K13 78 – 265 225 225

algorithm [5] were also executed for comparison. The reason of selecting these
methods for comparison is that these methods are typical one for solving the
linear crossing number problem. The solutions found by different algorithms
were shown in Table 1. From this table, we can see that one-page heuristic
had the worst performance on these complete graphs. Both Cimikowski et al.’s
algorithm and the proposed method found optimal solutions or near-optimal
solutions. Besides, our simulations found that the rate to find good solutions by
Cimikowski et al.’s algorithm was very low, while the proposed algorithm could
find one hundred percent good solutions. Table 2 shows the detail simulation
results by Cimikowski et al.’s algorithm and the proposed algorithm in 100 runs
with different initial values of neuron, where the the average solution, the best
solution, the rates of best solution were summarized. From this table, we can see
that the proposed algorithm works better than Cimikowski et al.’s algorithm.

Table 2. Simulation results on complete graph in 100 runs with different initial value

Cimikowski et al.’s Algorithm This work
Graph

Average Best Rate Average Best Rate
K5 1.0 1 100% 1 1 100%
K6 3.6 3 42% 3 3 100%
K7 10.0 9 37% 9 9 100%
K8 19.8 18 19% 18 18 100%
K9 38.9 36 44% 36 36 100%
K10 63.6 60 12% 60 60 100%
K11 108.0 100 29% 100 100 100%
K12 166.0 150 13% 150 150 100%
K13 239.0 225 18% 225 225 100%

6 Conclusions

We have proposed an improved neural network algorithm for the linear crossing
number problem and shown its effectiveness by simulation experiments. The
proposed algorithm is based on an improved Hopfield neural network in which
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the internal dynamics is modified to permit temporary increases in the energy
function in order to help the network escape from local minima. To verify the
proposed algorithm, we tested it on some complete graphs. The experimental
results indicated that the proposed algorithm could yield optimal or near-optimal
solutions.
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Abstract. A fuzzy-neural network for ship collision avoidance where ships are in 
sight of one another is proposed in this article. There are three subsets: the subset 
of classifying ship encounter situations and collision avoidance actions, the 
subset of calculating the membership functions of speed ratio, and the subset of 
inferring alteration magnitude and action time. The weight values of the former 
two subsets are obtained by self-learning from a number of samples, while those 
of the last subset are obtained from experience. The test results show that by the 
use of this network, some valuable decisions can be made. 

1   Introduction 

An intelligent decision making system is an effective solution for ship collision 
avoidance by integrating some quantitative and qualitative methods. Fuzzy technology 
proposes a useful way of knowledge description and processing, which can also change 
qualitative reasoning into quantitative computation. But during the working process of 
the intelligent system created and based on fuzzy technologies, some membership 
functions and fuzzy rules are difficult to change or adjust. Neural networks have a 
strong capability for learning and imitating any nonlinear function. But the knowledge 
stored inside a neural network is unreadable and it is difficult to interpret how it is used. 
So, we make use of the advantages of fuzzy technology and a neural network, and 
combine them together to construct a fuzzy-neural inference network model for ship 
collision avoidance. The model not only has certain intelligibility to make some 
valuable decisions, but can also be conveniently modified. 

2   Structure of the Fuzzy-Neural Inference Network 

A simple ship collision avoidance process includes following several steps: 

1. Collect and analyze data to obtain some important information about target ships, 
such as the course, speed, orientation and distance, etc. 

2. Estimate the encounter situation and collision danger degree between own ship 
and each target ship. 
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3. Give some collision avoidance decisions, such as action’s type, time and 
magnitude, according to the navigation regulations and above judgments. 

There are many usable experiences, data and rules accumulated during navigation, 
and these can be used to construct the fuzzy-neural inference network in line with the 
above process. However, it is quite difficult and unpractical to carry out the above three 
steps with a single fuzzy-network. So, we divide the single network into several 
subsets, and each subset has a specific function, respective structure and learning 
algorithm. After being constructed and properly trained, these subsets are integrated 
into a compound fuzzy-neural inference network. The compound network is easy to 
develop, and to interpret and modify. 

In reference [1] “the primary factors affecting collision avoidance action in sight of 
each other” and reference [2] “the turning range of give way ship in different speed and 
encounter angle”, some important data and rules on encounter situations and collision 
avoidance action are given. Thereby, the basic structure of a fuzzy-neural inference 
network for ship collision avoidance is shown in Figure.1. 
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Fig. 1. The structure of a fuzzy-neural inference network for ship collision avoidance 

Three subsets are involved in the above model. There is the subset of classifying 
encounter situation and collision avoidance action (Subset 1), the subset of calculating 
speed ratio membership functions (Subset 2) and the subset of inference alteration 
magnitude and action time (Subset 3). The inputs of Subset 1 and Subset 2 are the data 
coming from the user and other equipment by respective interface to describe the 
current ship encounter situation, while the outputs (after being processed) are taken as 
inputs of Subset 3. These final outputs of Subset 3 are the decisions for collision 
avoidance at the time. 

The structures of each subset are independent, and their learning algorithms are also 
different, which will be discussed in the following sections. 
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3   Classifying Encounter Situation and Collision Avoidance Action 

Ship encounter situation is an important factor for collision avoidance in sight of one 
another. Three kinds of encounter situation are presented in International Regulations for 
Preventing Collisions at Sea, 1972. There are overtaking (or being overtaken), head-on 
and crossing (with large angle and small angle). According to these regulations, different 
responsibilities, rules and actions should be obeyed, depending on the encounter 
situation. 

There are 14 rules to be used to classify the encounter situations and collision 
avoidance actions. Eight of these rules are about non-overtaking situations and the 
other six rules are about overtaking situations. Each rule has the form as follows: 

If o
T

o 005000 ≤≤ θ , o
OT

o 5180 ≤−−  and 6≤TR  n mile, then own ship and 

the target ship are in head-on encounter situation. Own ship must give way and should 
turn starboard. (Non-overtaking)  

If o
O

o 1805.112 ≤≤ , o
OT 5.67≤− , 3≤TR  n mile and 0<DCPA , then own 

ship and target ship are in overtaking encounter situation. Own ship must give way and 
should turn port. (Overtaking) 

Where:  

Tθ  is the relative orientation of the target ship which can be obtained by 
Ta  and 

O
. 

OTT a −=  

Ta  is the true orientation of the target ship. 

T
 is the true course of the target ship. 

O
 is the true course of own ship. 

O
 is the true orientation of the target ship which can be obtained by Ta  and T . 

o180+−= TTO a  

TR  is the distance between own ship and the target ship. 

Table 1. Encoded rules of overtaking situations 

 112.5 180  00 

180 210  01 

210 247.5  10 
O

Others  11 

<0 0 

Prem
ise

DCPA 
>=0 1 

Turn starboard 00 

Turn port 01 

Stand-on 10 

C
onclusion

Collision 

avoidance 

action 
No meaning 11 

 

These rules can be encoded as a sample set and then stored in Subset 1 by 
self-learning and use of the rules can be carried out by forward reasoning in Subset 1.  
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All of these can make use of advantages of the network, such as parallel reasoning, data 
error tolerance and self-learning, etc. 

For non-overtaking and overtaking situations, the premises and conclusions of all 
rules are encoded respectively in Table 1 and Table 2. 

Table 2. Encoded rules of non-overtaking situations 

 
0 5  000 

5 67.5  001 

67.5 112.5 010 

112.5 247.5 011 

247.5 355  100 

T  

355 360  101 

<=5  0 
OT −

>5  1 

0 3 n mile 0 

P
rem

ise 

TR
 3 6 n mile 1 

Head-on 00 

Crossing 01 

Be overtaken 10 

Encounter 

situation 

No meaning 11 

Turn starboard 00 

Turn port 01 

Stand-on 10 

C
onclusion Collision 

avoidance 

action 
No meaning 11 

 

Two independent networks are built up respectively to process these non-overtaking 
and overtaking situation rules. Take the former as an example. The structure of the BP 
network contains three layers, five input neurons, four output neurons and five hidden 
neurons. 24 samples are used to train the network and the final connection values 
between the three layers and the thresholds of the hidden neurons are shown in 
Figure.2. 
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Fig. 2. The connection values and thresholds of a non-overtaking situation network 
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4   Calculation Speed Ratio Membership Functions 

In order to make a problem simpler, the fuzzy words used to describe the speed ratio of 
own ship and target ship are “small”, “equal” and “large”. The range of the speed ratio 
is restricted form 0 to 2.0. These three membership functions are shown in Figure.3. 

1.0 

0.5 
small equal large

Speed 
ratio

Membership 
value  

0.0 

0.0 0.4 0.6 0.8 1.0 1.2 1.4 1.6 2.0
 

Fig. 3. Membership function of speed ratio 

Theorem 1. Kolmogorov theorem) For any given continuous function, RE mm →Φ ,:  

YX =Φ )( . Here E is a close section [0,1], so Φ can be achieved accurately by a three 

layer neural network. 

According to the theorem, each continuous membership function corresponding to the 
fuzzy word can be described and performed with a neural network. Generally, the 
monotone functions (such as the fuzzy words “small” and “large”) can be achieved by a 
network with only one hidden neuron, while the non-monotone function (such as the 
fuzzy word “equal”) can be achieved by a network with at least two hidden neurons. 
The network of calculation speed ratio membership functions with their connection 
values and thresholds is shown in Figure.4. 
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Fig. 4. The network of speed ratio membership functions 
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The value above each neuron is its threshold. The transfer functions of input and 
output layer neurons are linear functions, while the hidden layer neurons have two 
types of piecewise-linear function, namely fA and fB: 
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5   Inference Alteration Magnitude and Action Time 

From the performance of Subset 3, the turning angle magnitude and action time can be 
obtained. Some connected values come from other subsets, such as part values between 
Layer 2 and Layer 3 which come from Subset 1, while some connected values come 
from navigation experiences, and can be revised conveniently, such as the values 
between Layer 1 and Layer 2. The transfer functions of neurons in Subset 3 are all 
linear functions. The basic structure of Subset 3 is shown in Figure.5. 
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6   Conclusions 

From the calculation of the fuzzy-neural inference network in some given ship encounter 
situation examples, the corresponding collision avoidance decisions (action type, turning 
magnitude and action time) are obtained and some of these are shown in Table 3.  

Table 3. Encounter instances and performing results of the fuzzy-neural inference network 

Input data 

Water area Weather Own 
ship true 
course 

(degree) 

Target 
ship true 
course 

(degree) 

Target ship 
true 

orientation 
(degree) 

Distance 
between 
two ships 
(nmile) 

DC 
PA 

Own 
ship 

speed 
(kts) 

Target 
ship 

speed 
(kts) 

Sea Coast 
Limit 
water 

Day 
tim
e 

Night 
time 

0 184 3 5 none 10 13 0.8 0.2 0.0 1.0 0.0 

18 200 25 4.5 none 12 9 1.0 0.0 0.0 0.3 0.7 

330 270 70 4 none 16 8 0.0 0.0 1.0 0.9 0.1 

30 0 10 3 >0 11 6 0.0 0.6 0.4 0.0 1.0 

270 230 190 3 none 7 14 1.0 0.0 0.0 1.0 0.0 

Output data 

Classifying encounter situation and 
collision avoidance action 

Calculation speed 
ratio membership 

function 

Inference alteration 
magnitude and action time 

Head
-on 

Small 
angle 

crossing 

Large 
angle 

crossing 

Overt
aking  

Been 
overta

ken 
Small  Equal  Large  Type 

Magnitude  
(degree) 

Time 
(nmile) 

1.0 0.0 0.0 0.0 0.0 0.075 0.925 0.0 Starboard 35.125 4.281 

0.0 1.0 0.0 0.0 0.0 0.0 0.675 0.325 Starboard 45.125 3.681 

0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 Port  47.750 2.535 

0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 Starboard 35.750 2.860 

0.0 0.0 0.0 0.0 1.0 0.750 0.250 0.0 Stand on None  None  

 

Fig. 6. Parameter input interface 
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It is clear from these instances that, by use of the fuzzy-neural inference network, 
some valid collision avoidance plans can be deduced from given facts. The network is 
simple and convenient. The whole of the reasoning process can be carried out by means 
of neuron connection and the calculations upon them. Figure 6 is the interface to input 
initial parameters. By depressing the button “inference and calculate”, the output of the 
network can be obtained. 

The network is also flexible. The great mass of connection values in Figure.5 can be 
revised easily according to real application or actual circumstance (see Figure 7), so 
that the network can have more practical worthiness. 

 

Fig. 7. Connect value update 
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Abstract. The hydraulic servo-valve is the key component of the electro-
hydraulic system. But it is difficult to diagnose faults in a hydraulic servo-
valve. In this paper, a Genetic Algorithm-based Artificial Neural Network 
model for fault diagnosis in hydraulic servo–valves is proposed. We use a 
known set of servo-valve faults as the outputs to the valve-behavior model. 
Adoption of this approach brings about the advantages of reducing training time 
and increasing accuracy when compared with the traditional Back Propagation 
Neural Network. 

1   Introduction 

The hydraulic servo-valve is the key component of the electro-hydraulic system, and 
it is also the component with the highest fault rate in the system [1]. Unwanted 
faults in a hydraulic servo-valve lead to reduce controlling accuracy and endanger 
the stability of the system. Therefore, it is vital to diagnose the faults in a hydraulic 
servo-valve correctly and quickly [2]. 

A servo-valve fault is often characterized by the complex coupling of mechani-
cal, electrical and hydraulic faults. Only an expert can diagnose the fault correctly 
and quickly. It is difficult to solve complicated faults in a servo-valve due to the 
nonlinear relationship between the fault phenomenon and the fault reason of the 
servo-valve. As a widely used and mature method, the neural networks (NN) model 
can be adopted in fault identification of a servo-valve. But in practical application, 
there are two problems that the traditional NN finds difficult to solve: one is the low 
speed of training, the other is the difficulty gaining access to the local minimum. 
Presently, there are many methods to improve the training speed of the network, 
such as improving the error function, adjusting the study rate dynamically and so 
on. But we must choose other optimization methods in order to overcome the diffi-
culties of accessing the local minimum [3]. 

Genetic algorithm (GA) is an intelligent searching algorithm which can obtain 
the best result compared to other algorithms when its searching space is complex. It 
can search the global extremum easily, but GA is not suitable for result trimming 
and has difficulty determining the precise position of the result. In this paper, we 
establish an NN where the link weights between the nodes of the NN are calculated 
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with the genetic learning algorithm. Based on this algorithm, the faults in a hydraulic 
servo-valve can be more easily identified and diagnosed [3]. 

2   Configuration of Experimental Hydraulic System 

The performance of the servo-valve is the static characteristic of the servo-valve, 
which mainly includes pressure characteristic and flow characteristic. In the Com-
puter Aided Test experiment table, we can obtain the performance curve of a servo-
valve. The signal data of the fault is processed by the GA-BPNN.  

The experimental hydraulic circuit for the servo-valve is shown in Fig. 1[4]. The 
pump (3) is driven by an electrical motor, and fluid is sucked into the pump (3) from 
the reservoir (1) through the filter (2). Oil driven by the pump flows through the fine 
filter (4) to the relief valve (7) and the tested servo-valve (8). The relief valve is used 
to adjust the circuit pressure and the pump flow goes to the reservoir (1) via the relief 
valve (7) except the flow goes to the tested servo-valve (8). If a positive current is 
input to the servo-valve (8), the valve will be shifted to the right mode. The valve will 
be shifted to the left mode with a negative current. If no current is input, the valve will 
at neutral position. The flow through the valve and the pressure at A and B will be 
different if the value of the current is changed. The flow and pressure of the servo-
valve can be achieved with the pressure transducer and speed measuring motor. The 
different values of pressure and flow will be used as the sample data for the NN. 

 

Fig. 1. Experimental hydraulic circuit for servo-valve. 1-reservoir, 2-filter, 3-electrical motor 
and pump, 4-filter, 5-manometer, 6-pressure tapping, 7-relief valve, 8-servo valve, 9-pressure 
transducer, 10-cut-off valve, 11-oil motor, 12-speed measuring motor. 

3   Neural Network Based on Genetic Algorithm 

3.1   The Steps of GA-BPNN 

In this study, GA is inducted into the training process of the BPNN. First, optimize 
the initial weights of BPNN by using GA. Second, seek the best chromosome in the 
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optimized initial weights. Third, utilize the BP algorithm to find the best individual. 
Finally, repeat the step until the precision requirement is met. GA-BP algorithm com-
bines the advantages of BP and GA, while dispensing with their disadvantages. 
Thereby, its efficiency and effective training is better than that of BP algorithm [4]. 
The block diagram of the GA-BPNN system is shown in Fig. 2 [5].  

 

Fig. 2. The block diagram of GA BPNN system 

3.2   The Detailed Process of GA-BPNN 

The chromosome and the evaluation function of GA are the weight and the error func-
tion of BPNN. The final result of GA is the weight vector of BPNN when optimiz-
ing the initial weights of BPNN with GA.  

In the process of GA, a coding scheme of real numbers is applied. Each link 
weight is directly represented by a real number. An array of real numbers represents 
the weight distribution of BPNN, and assigns the weights corresponding to the real 
numbers. This method is very simple and possesses high precision. 

An important characteristic of BPNN is that if the sum of a square error between 
the output value and the expected output value is smaller, the performance of the 
network is better. Consequently, we define the fitness function as f=1/E, and E is 
the sum of the square error. 

The initial population is generated randomly. Selection operation affects the di-
mensions of the group greatly. The numbers of individuals of the group range be-
tween tens and hundreds. 

The roulette selection method is employed in this study. The selection probability 
of each individual is proportional to individual fitness value. If the best individual 
in the parents group is better than the new group, the best individual in the parents 
group will reproduce to the next new group directly. 

The genotype in coding scheme uses real numbers, so the intercross mode differs 
from the binary code mode. In general, arithmetic intercross mode is adopted. Its 
detailed operation process shows as follows [6][7].  

Incoherent mutation operator is applied in this study. It combines the mutation 
operator with the evolution algorithms. The mutation range is comparatively larger 
in the initial stages of evolution and subsequently becomes less and less. It can be 
described as follows:  
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1 2,( , , , , )k mx x x x x= ⋅⋅⋅ ⋅ ⋅ ⋅  is the parents’ result vector. 

[ , ](1 )k k kx a b k m∈ ≤ ≤  is selected to mutate. 

The child is ' '
1 2,( , , , , )k mx x x x x= ⋅⋅⋅ ⋅ ⋅ ⋅  after mutation. 

'
( , ), (2) 0
( , ), (2) 1

k k k

k
k k k

x t b x if rnd
x x t b x if rnd

+ Δ − =
= − Δ − =  

(1) 

where, rnd(2) is the result of generating a positive integral number 2 at random, and t 
is the current generation of evolution, 

(1 / )( , ) (1 ), ( , ) [0, ]t Tt y y r t y y
λ−Δ = − Δ ∈  

(2) 

where ( )0,1r ∈  is a random number, T is the highest epoch, λ  is the parameter of 

incoherence degree, and [ ]2,5λ ∈ . 

A difficulty of using GA is how to decide the intercross probability and mutation 
probability. Intercross probability controls the rate of intercross operation. If the inter-
cross probability is too great, then the best result is probably destroyed quickly; and if 
its value is too small, then searching is stagnated. Mutation probability is a factor that 
increases the diversity of the group, but if its value is too great, then the better mode is 
probably destroyed, the result is far from the best result and GA turns to random 
searching; and if its value is too small, then it isn’t easy to generate new genes and it 
is unable to get rid of the result that gets into the local extremum. 

In order to speed up the searching of the GA and to avoid getting into the local ex-
tremum, the self-adaptation adjusting method to intercross probability and mutation 
probability is shown as follows: 

''
1 max max

'
3

( ) /( ) ccc

c

f fk f f f fp
k f f

−−

−
≥− −=
p

 (3) 

'

2 max max
'

4

( ) /( ) c
m

c

f fk f f f fp
k f f

−−

−
≥− −=
p

 (4) 

where, '
cf  is the better individual’s fitness in the parents before intercross, f  is the 

individual’s fitness that must be mutated, and f  is the average individual’s fitness. 

1 3 1k k= = , 2 4 0.5k k= = . 

In order to shorten the learning time, the self-adaptation learning rate of BP is 
shown as follows:[7] 
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( 1) ( ) ( ) ( )w k w k k D kα+ = +  (5) 

( ) 2 ( 1)k kλα α= −  (6) 

[ ( ) ( 1)]sign D K D Kλ = −  (7) 

where ( )kα  is the learning rate and ( )D k  is the gradient. 

4   Diagnosis of the Experiment Data 

We set the five experimental states of the hydraulic servo-valve as:  

• the normal state, 
• with the seal in one control chamber being damaged 8.33%,  
• with the seal in one control chamber being damaged 50%, 
• with the seal in one control chamber being damaged 100%, and 
• with the fixed orifice of the pilot valve in one side being blocked. 

These states are represented by the outputs of the GA-BPNN. In these states, the 
pressure characteristics of the servo-valve are measured. In the pressure characteristics, 
near the zero position of the servo-valve, pressure differences at the same current are the 
inputs GA-BPNN uses to form training samples (Table 1 details one of the samples). The 
learning method possesses tutor information, the sample’s target output “1 0 0 0 0” 
shows that the corresponding fault occurred. Network training and the identification of 
mode are accomplished by the GA-BP diagnosis software. The BPNN requires 74 cells 
in the input layer, five cells in the output layer, one hidden layer, and the nodes of the 
hidden layer can be changed. In the previous five states of the servo-valve, 30 training 
samples can be acquired at the pressure of 2Mpa, 2.5Mpa, 3Mpa, 4Mpa, 4.5Mpa and 
5Mpa to train the network. The dimensionless data that was acquired at 3.5Mpa testing-
pressure of the five states is sent to the trained network to confirm the network and check 
whether the output values are within the error scope. It is the process of the artificial NN 
fault mode identification. The GA-BPNN structure of fault diagnosis is shown in Fig. 3. 
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Fig. 3. GA-BPNN structure 



818 H. Huang, K. Chen, and L. Zeng 

Table 1. Testing-pressure is 2MPa and the hydraulic servo-valve is in normal state 

I -40 -37.8 -35.6 -33.3 -31.1 -28.9 -26.7 -24.5 -22.2 - 
P -0.96 -0.95 -0.93 -0.92 -0.89 -0.84 -0.76 -0.64 -0.53 - 
P’ -0.99 -0.98 -0.98 -0.98 -0.98 -0.98 -0.98 -0.98 -0.98 - 
I -20 -17.8 -15.6 -13.3 -11.1 -8.9 -6.7 -4.5 -2.2 0 
P -0.44 -0.36 -0.29 -0.24 -0.18 -0.09 0.38 0.80 0.89 0.94 
P’ -0.98 -0.98 -0.98 -0.98 -0.98 -0.98 -0.98 -0.97 -0.97 -0.95 
I 2.2 4.5. 6.7 8.9 11.2 13.4 15.6 17.8 20 22.2 
P 0.96 0.98 0.99 0.99 0.99 0.99 0.99 1.0 1.0 1.0 
P’ -0.92 -0.88 -0.84 -0.78 -0.61 0.24 0.31 0.39 0.44 0.55 
I 24.5 26.7 28.9 31.1 33.3 35.6 37.8 40 - - 
P 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 - - 
P’ 0.66 0.78 0.89 0.93 0.96 0.98 0.98 0.99 - - 

�

Fig. 4. Normal condition at 2.0Mpa 

�

Fig. 5. One side of fixed throttle hole of the pilot valve being blocked at 2.0Mpa 

�
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�

Fig. 6.  The seal in one control chamber being 100% damaged at 2.0Mpa 

�

Fig. 7. The seal in one control chamber being 50% damaged at 2.0Mpa 

Fig. 8. The seal in one control chamber being 8.33% damaged at 2.0Mpa  

The pressure characteristics of the servo-valve when the testing pressure is at 
2.0Mpa, are shown in Fig.4 ~ Fig.8. 
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Table 2. The Result Of GA-BPNN Training And Mode Identification 

Network training record
The result of Fault mode identification 

record
Network output 

Permissible 
error 

The 
hidden 
layer 
node 

GA’s 
parameters 

Training 
cycle 

Input
state Y1 Y2 Y3 Y4 Y5 

A 0.9514 0.0105 0.0060 0.0236 0.0264 
B 0.0151 0.9743 0.0245 0.0167 0.0045 
C 0.0149 0.0186 0.9666 0.0132 0.0120 
D 0.0270 0.0151 0.0056 0.9695 0.0126 

0.1 28 

Group 
size 

M=80 
Pc=0.4 

Pm=0.05 

242 

E 0.0291 0.0007 0.0206 0.0053 0.9746 

A - normal condition. 
B - one side of the fixed throttle hole of the pilot valve being blocked. 
C - the seal in one control chamber being 100% damaged. 
D - the seal in one control chamber being 50% damaged. 
E - the seal in one control chamber being 8.33% damaged.  

Table 2 is a group of mode identification results of the GA-BPNN. From Table 2, it 
is clear that the corresponding fault node in the output mode is close to 1, and else 
where it is close to 0. In a BPNN of servo-valve fault diagnosis, the training cycle is 
2858, and the permissible error is 0.3 [1]. In a GA-BPNN, the training cycle reduces 
to 242, and the permissible error is 0.1. It is clear that the method presented in this 
paper can be used to diagnose the servo-valve faults quickly and accurately, and the 
network can memorize the studied knowledge. 

5   Conclusion 

It is clear that when the GA-BPNN is applied to fault diagnosis of the hydraulic 
servo-valve, it can memorize the studied knowledge quickly and accurately. In this 
paper, five states of hydraulic servo-valve are taken as the network output and the 
processed pressure characteristic data taken as input values. The method presented in 
this study can simulate the servo-valve’s faults. The results prove that GA-BPNN has 
the advantages of reducing training time and increasing accuracy when compared 
with the BPNN. 

Acknowledgement 

This work is supported by the Hydraulic Laboratory of Wuhan University of Science 
and Technology. Their help is highly appreciated. We are also grateful for the help of 
Dr. Qi Luo and Mr. Xinyuan Chen, who have given the authors a lot of incentive to 
write this paper. 



 A Genetic Algorithm-Based Neural Network Approach for Fault Diagnosis  821 

References 

1. LiangCai Zeng, GuoZheng Sun: Fault Diagnosis for Electro-hydraulic Servo-valve Based 
on Neural Network. Application of science and technology, Vol 29, No. 4, pp. 4-6, Apr. 
2002. 

2. YiMin Xu: Study of the fault mode identification for Electro-hydraulic Servo-valve based on 
BP Neural Network. Journal of Wuhan University of Science and Technology, Vol 22, No. 2, 
pp. 164-166, June 1999. 

3. Shengwei Wang, Zhiming Jiang: Valve fault detection and diagnosis based on CMAC neu-
ral networks. Journal of Energy and Buildings, Vol 36, No. 3, pp.599-610, June 2004. 

4. T. Knohl, H. Unbehauen: Adaptive position control of electrohydraulic servo systems using 
ANN. Mechatronics, Vol 10, pp.127-143,2000. 

5. Jinn-Moon Yang, Jorng-Tzong Horng and Cheng-Yan Kao: A Genetic algorithm with adap-
tive mutations and family competition for training neural networks. International Journal of 
Neural Systems, Vol. 10, No. 5, pp. 333-352, 2000. 

6. FengQin Wang, Yin Gao, Jun Zhao: Optimization of neural network based on genetic algo-
rithm. Journal of Yanshan University, Vol. 25, No. 3, pp. 234-238, July 2001. 

7. Baoshu Wang: The application of ANN and GA in Data. XiDian University Press, 
XiAn,2001. 

8. Lewen Fan, Haiping Fang, Zhifang Lin: Efficiency of modified genetic algorithms on two-
dimensional system. International Journal of Modern Physics C, Vol. 11, No. 3, pp.593-605, 
2000. 



D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 822 – 831, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Sensitivity Analysis of Madalines to Weight 
Perturbation 

Yingfeng Wang1, Xiaoqin Zeng1, and Daniel S. Yeung2 

1 Department of Computer Science and Engineering, Hohai University,  
Nanjing 210098, China 

{wangyf, xzeng}@hhu.edu.cn 
2 Department of computing, The Hong Kong Polytechnic University,  

Hung Hom, Kowloon, Hong Kong 
csdaniel@comp.polyu.edu.hk 

Abstract. This paper aims at exploring the behavior of the sensitivity for an en-
semble of Madalines. An algorithm is first given to compute the Madalines’ 
sensitivity, and its efficiency is verified by computer simulations. Then, based 
on the algorithm, the sensitivity analysis is conducted, which shows that the 
dimension of input has little effect on the sensitivity as long as the dimension is 
sufficient large, and the increases in the number of Adalines in a layer and the 
number of layers will lead the sensitivity to increase under an upper bound. The 
analysis results will be useful for designing robust Madalines. 

1   Introduction 

Generally, an artificial neural network is aimed at realizing a mapping between its 
input and output by establishing its connection weight during training. Therefore, the 
sensitivity of a neural network’s output to the weight perturbations is a fundamental 
issue with both theoretical and practical values in neural network researches. It is 
hopefully expected that the analysis of the sensitivity can be helpful for designing 
robust networks. This paper focuses on exploring the behavior of the sensitivity for 
ensemble Madalines. 

In the past two decades, many researchers paid attention to the sensitivity of neural 
networks [1~8], including the Madaline networks. Stevenson et al. [1] first systemati-
cally investigated the sensitivity of Madalines to weight errors by using a hypersphere 
model. They theoretically analyzed the sensitivity of Madalines under the assumption 
that the input and weight perturbations are small and the number of Adalines per layer is 
sufficiently large. Recently, we made use of a hypercube model instead of the hyper-
sphere model to consider the sensitivity of Madalines [8]. However, the two approaches 
are only suitable for an individual Madaline with fixed weigh. 

With a goal to explore the behavior of the sensitivity for an ensemble of 
Madalines, we employ a new approach to consider the sensitivity of Madalines with-
out fixed weight. In the approach, a probability model is set up, then a formula is 
derived for calculation of the sensitivity of Adalines, and finally an algorithm is de-



 Sensitivity Analysis of Madalines to Weight Perturbation 823 

signed to compute the sensitivity of Madalines. Using the formula and the algorithm, 
we analyze the effects of some network parameters on the sensitivity. The analysis 
results show that the dimension of input has little effect on the sensitivity as long as 
the dimension is sufficient large, while increasing the number of Adalines in a layer 
and the number of layers will lead the sensitivity to increase under an upper bound. 

The rest of this paper is arranged as follows. The model of Madalines is briefly 
described in Section 2. The sensitivity of Adalines is discussed in Section 3, and that 
of Madalines is in Section 4. In Section 5, the effects of some network parameters on 
the sensitivity of Madalines are analyzed separately. Finally, Section 6 concludes the 
paper. 

2   The Madaline Model 

A Madaline in general can have L layers, and each layer (1 )l l L≤ ≤  has ( 1)l ln n ≥  
Adalines. The form 0 1 ... Ln n n− − −  is used to represent a Madaline with certain 
structural configuration, in which each (0 )ln l L≤ ≤   not only indicates the number 
of Adalines ( 0n is an exception which indicates the dimension of input), but also 
stands for a layer from left to right. 0n  stands for the input layer and Ln  for the out-
put layer. The number of Adalines in layer 1l −  is equal to the output dimension of 
that layer, which is also equal to the input dimension of layer l , thus the input dimen-
sion of layer l  is 1ln − . For Adaline (1 )li i n≤ ≤   in layer l , its input vector 
is 11( ,..., )l

l l l T
n

X x x −= , its weight vector is 11( ,..., )l
l l l T

i i in
W w w −= , and its output 

is ( )l l l
i iy f X W= , where ()f  is the following commonly used hard-limit function: 

1 0
( )

1 0

x
f x

x

≥
=

− <
 (1) 

For each layer l , all Adalines in it have the same input vector lX . Its weight set 

is 1{ ,..., }l
l l l

n
W W W= . For an entire Madaline its input is the vector lX , its weight 

is 1 ... LW W W= ∪ ∪ . Let 11( ,..., )l
l l l T

i i in
W w w −Δ = Δ Δ  be the perturbation of weight 

vector, and 11( ,..., )l
l l l T

n
X x x −′ ′ ′=  and 11( ,..., )l

l l l T
i i in

W w w −′ ′ ′=  be the corresponding 

perturbed input and weight vectors, respectively. 

3   The Sensitivity of Adalines 

A perturbation in the direction of the input vector can alter the output of an Adaline 
and a perturbation in the weight vector can also alter the Adaline’s input-output map-
ping. In this section, the effect of those perturbations on the output of the Adaline is 
studied. Because the network is studied before training, it is assumed that all inputs of 
n-dimension are uniformly distributed and all weight elements are independently 
uniformly distributed in the interval [ , ]a a− , where a  is a given positive real number. 
Simultaneously, all elements of the weight perturbation vector satisfy iw aΔ < . 
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Definition: The sensitivity of Adaline i  in layer l  is defined as the mathematical 
expectation of half of deviated output of the Aadaline due to its input and weight 
perturbations with respect to all input patterns and all possible weights in the range 
of [ , ]a a− , which is expressed as 

1
( ( ) ( ) )
2

l l l l l
i i is E f X W f X W′ ′= −  (2) 

Since the perturbation of an Adaline’s input element can only result in either 

j jx x′ =  or j jx x′ = − , it is obvious that an affected product in X W′  can be expressed 

as ( ) ( )j j j j j jx w x w x w′ = − = − , this means that the effective perturbation of jx  is 

equivalent to the change of the sign of jw . In this way, the input perturbation can 

easily be converted to the weight perturbation. Without the loss of generality, only 
weight perturbation is considered in the following discussions of the sensitivity com-
putation. Besides, for the sake of expression simplicity, the superscript and the sub-
script that mark an Adaline’s layer and its order in the layer are omitted since the 
Adaline’s position in the network has no interest to us in this section. 

According to (1), it is obvious that whether there is an output deviation due to 

weight perturbation at input (1 2 )q nX q≤ ≤  is totally dependent on the signs of 
qX W  and qX W ′ , namely, the output deviation occurs if and only if qX W  and 
qX W ′  have opposite signs ( qX W and qX W ′  or qX W  and qX W ′ ). This inspires us 

to consider the sensitivity as the probability of XW  and qX W ′  having different 
signs for all input patterns, and give the following notations and expressions. 

( ( ) ( )) 1 ( ( ) ( ))s P f XW f XW P f XW f XW′ ′= ≠ = − =  

1 ( ((  0) (  0)) ((  0) (  0)))P XW XW P XW XW′ ′= − ≥ ∩ ≥ + < ∩ <  (3) 

In order to derive a computable expression for the sensitivity, we will follow such a 

clue that is first to derive the distributions of XW  and qX W ′  separately, then the joint 
distribution of them, and finally the probability obtained by using the joint distribution. 

Let i i ix wξ = , then 1ξ , 2ξ , …, nξ  are independent each other. Since ix  and iw  

are independent, the expectation is ( ) ( ) ( ) 0i i iE E x E wξ = = and the variance 

is 2 2 2 2 2( ) ( ) [ ( )] ( ) / 3i i i i i iD E x w E x w E w aξ = − = = . 

Because 1ξ , 2ξ , … nξ are independent identical distribution, according to the cen-

ter limited theorem XW converges in distribution to a random variable with normal 

distribution 2(0, / 3)N na . 

Let i i ix wξ ′ ′= , then 1ξ′ , 2ξ′ , …, nξ′ are independent each other. Since ix and iw′ are 

independent, the expectation is ( ) ( ) ( ) 0i i iE E x E wξ ′ ′= = and the variance is  

2
2 2 2 2( ) ( ) [ ( )]

3i i i i i i
a

D E x w E x w wξ ′ ′ ′= − = + Δ  (4) 
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For each jξ′ , we have 

  

1

3

4

( ) { }
2

4

0

i

i
i i

j j i i

i
i i

i

x a w

x a w
a w x a w

a

x aF x P x a w x a w
a

x a w
a w x a w

a

x a w

ξ

≥ + Δ

+ − Δ
− Δ ≤ < + Δ

+′= ≤ = − + Δ ≤ < − Δ

+ + Δ
− − Δ ≤ < − + Δ

< − − Δ

 (5) 

Then, due to the Lindeberg condition 

2
2

1

1
0,   lim ( ) ( ) 0

j n

n

j j
n x u B

n j

x u dF x
B τ

τ
→∞ − ≥

=

∀ > − =  (6) 

where 2 2

1

( )
n

n i
i

B D ξ
=

= and ( )j ju E ξ= . The following equation can be derived,  

2
2

1

1
( ) ( )

j n

n

j j
x u Bn j

x u dF x
B τ− ≥=

−     2
2

,1

1

n j

n

n x B x a wj

x dx
B τ≥ ≤ + Δ=

=  (7) 

Then, we have 

2

3
2 2 1

2 2 2 2
, 2 21 1 1

1

2 ( )
1 1 1

0
3

3( )
3

j

j
n j j

n

a w in n n
i

nx a wn n nx B x a wj j j a w
j

j

a w
x

x dx x dx
B B B a

n wτ

+ Δ
=

≤ + Δ≥ ≤ + Δ= = = − − Δ

=

+ Δ

≤ ≤ = =

+ Δ

(8) 

We have 2
2

,1

1
lim 0

n j

n

n n x B x a wj

x dx
B τ→∞ ≥ ≤ + Δ=

= , because

2

1
2

2 2

1

2 ( )

lim 0

3( )
3

n

i

i
nn

j

j

a w

a
n w

=
→∞

=

+ Δ

=

+ Δ

. 

So, the Lindeberg condition is satisfied by 1ξ′ , 2ξ′ , …, nξ′ . Then XW ′ converges in 

distribution to a random variable with normal distribution
2

2

1

(0, )
3

n

i

i

na
N w

=

+ Δ .  

With the aim at deriving the joint probability density function of XW  and XW ′ , it 
is required to obtain the covariance and the correlation coefficient of them. The co-
variance can be derived as follows, 
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( , )Cov XW XW ′
1 1 1 1

{[ ( )][ ( )]}
n n n n

i i i i i i i i
i i i i

E x w E x w x w E x w
= = = =

′ ′= − −  

=
=

=
=

′=′=
n
n

j
i

jiji

n
n

j
i

jiji wwExxEwwxxE

1
1

1
1

)()()(  (9) 

while i j= , we have ( ) 1i jE x x = . As to i j≠ , because the probabilities of ix  and jx  

being 1 or –1 are the same, the probability of i jx x  must also be so, and we 

have ( ) 0i jE x x = . Then,  

2

1 1 1
1

( ) ( ) ( ) [ ( )] / 3

n
n n n

i j i j i i i i i
i i i
j

E x x E w w E w w E w w w na
= = =
=

′ ′= = + Δ =  

Therefore we obtain 

2

1 1

( , ) / 3
n n

i i i i
i i

Cov x w x w na
= =

′ =   (10) 

With (10) the correlation coefficient of XW  and XW ′ , which is denoted as ρ , can be 
written as 

2

1 1

2 2
2 2 2 2

1 1 1 1

( , )
3

( ) ( ) 3
3 3

n n

i i i i
i i

n n n n

i i i i i i
i i i i

naCov x w x w
na

na na
D x w D x w w n a n w

ρ = =

= = = =

′

= = =

′ + Δ + Δ

 (11) 

So, the joint probability function of XW  and XW ′  can be approximately ex-
pressed as the following bivariate normal integral: 

1 1

( , ) { , }
n n

i i i i
i i

F x y P x w x x w y
= =

′= ≤ ≤  

2 2

2 2 22

1 1
exp( ( 2 ))

2(1 )2 1

x y

n nn nn n

x xy y
dxdy

B BB BB B
ρ

ρπ ρ−∞ −∞

−≈ − +
′ ′−′ −

 (12) 

where 
1

( )
n

n i i
i

B D x w
=

=  and
1

( )
n

n i i
i

B D x w
=

′ ′= , 

and the corresponding joint probability density function is: 
2 2

2 2 22

1 1
( , ) exp( ( 2 ))

2(1 )2 1 n nn nn n

x xy y
f x y

B BB BB B
ρ

ρπ ρ

−≈ − +
′ ′−′ −

 (13) 



 Sensitivity Analysis of Madalines to Weight Perturbation 827 

Now, based on the above discussion, it is possible to calculate the probability. How-
ever, the following transformation needs to be introduced in advance, which solution 
can be found in [9]. 

−

∞−

−

∞− −
−+⋅−

−
=−−Ψ 1 2

212
21

2
2

2
1

221 )
1

2
2
1

exp(
12

1
),,(

β β

ρ
ρ

ρπ
ρββ dxdx

xxxx  

dt
t

t

t −
−+⋅−

−
+−Φ−Φ=

ρ ββββ
π

ββ
0 2

21
2
2

2
1

221 )
1

2

2

1
exp(

12

1
)()(  (14) 

where 21 1
( ) exp( )

22

x
x x dx

π−∞
Φ = − . 

By means of (13), (14) and the symmetry property: 
0 0

0 0
( , ) ( , )f x y dxdy f x y dxdy

+∞ +∞

−∞ −∞
= , the probability, i.e. the sensitivity, can 

finally be derived as 

1 ( ((  0) (  0)) ((  0) (  0)))s P XW XW P XW XW′ ′= − ≥ ∩ ≥ + < ∩ <  
0 0 0 0

0 0
1 ( ( , ) ( , ) ) 1 2 ( , )f x y dxdy f x y dxdy f x y dxdy

+∞ +∞

−∞ −∞ −∞ −∞
≈ − + = −  

20

1 1 1 1 arccos
1 2 (0,0, ) 1 2( )

2 2 2 1
dt

t

ρ ρρ
π π

= − Ψ = − ⋅ + =
−

. (15) 

To verify the efficiency of the formula, the sensitivity results for three Adalines 
with input dimensions of being 3, 4 and 5 were separately computed by (15) with 

1=a  and the elements of weight perturbations being identical and ranging from 0 to 
0.1 with an increment of 0.01. Meanwhile, computer simulations were run to compute 
the actual probability of the output deviations for the three Adalines with the same 
parameters as in the sensitivity computation. The results are shown in Fig. 1-1. Form 
Fig. 1-1 it can be concluded that our theoretical results have the same tendencies with 
the simulation results. 

 
1-1 1-2  

Fig. 1. Sensitivity of Adalines and Madalines to weight perturbation 
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4   The Sensitivity of Madalines 

Our final goal is to determine the sensitivity of Madalines to input and weight pertur-
bations. Based on the structural characteristics of Madalines and the sensitivity of 
Adalines discussed in last section, we define the sensitivity of Madalines as follows. 

Definition: The sensitivity of a Madaline is a vector in which each element corre-
sponds to one Adaline on the output layer and is the sensitivity of the corresponding 
Adaline due to input and weight perturbations, which is expressed as 

1 2( , ,..., )L
L L L L T

n
S S s s s= = . (16) 

There are two sources of perturbations for a Madaline. One is the weight perturba-
tion of all layers; the other is the input perturbation from input layer denoted as 

0
0 0 0 0

1 2( , ,..., )T
n

S s s s=  that indicates the probability of each input element’s perturba-
tion. In a Madaline network, the output of layer l  is the input of its immediately 
succeeding layer. For Adaline i  (1 )li n≤ ≤  in layer l , its sensitivity is the prob-
ability of the ith element of the input vector being perturbed in layer 1l + . To each 
layer, it is obvious that there are many kinds of the different combinations while 
some elements of the input vector are perturbed. For layer l , the mean value of 

1l
is −  is expressed as 

1

1 1
1

1

1
ln

l l
il

i

s s
n

−

− −
−

=

= . (17) 

In the following derivations, ls1 , ls2 ,…, l

nls 1−  are approximately replaced by 1ls − , 

which is the mathematical expectation of 1l
is − . 

Thus, the probability of k  elements being perturbed in the input of layer l  can be 
approximately expressed as 

1

1
1 1(1 ) ( )

l

l
l k l n k l k
k n

p C s s
−

−
− − −≈ − . (18) 

In order to compute the corresponding correlation coefficient for an Adaline with 
both input and weight perturbations, (15) needs to be modified to merge the input 
perturbation into the weight perturbation. Let l

i kρ  denote the correlation coefficient 
of the ith Adaline in layer l with k  input elements perturbed and 

11( ,..., )l
l l l T

i i in
W w w −′′ ′′ ′′=  represent the perturbed weight after the merge, (14) can be 
modified as follows by noticing that we have either l l

ij ijw w′′ ′= , i.e. l l l
ij ij ijw w w′′ = + Δ , 

when jth input element is not perturbed or l l
ij ijw w′′ ′= − , i.e. l l l

ij ij ijw w w′′ = − − Δ , when jth 
input element is perturbed. Then we have  

( ) ( ) ( ) ( ) 0l l l l l l
i ij i ij i ijE x w E x w E x E w′ ′′ ′′= = =  (19) 

According to (4), it can be derived that, 
2

2( ) ( )
3

l l l l
i ij i ij i

a
D x w D x w w′ ′ ′′= = + Δ  (20) 
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Because 2( ) / 3l
ij ijE w w a′′ = , while l l

ij ijw w′′ ′=  and 3/)( 2awwE ij
l
ij −=′′  , 

while l
ij

l
ij ww ′−=′′ , so by (9) and (10), it follows that 

1

1 1

2 2

1
1

1 2 1 2
2 1 2 2 1 2

1 1

2
3 3 ( 2 )

( ) 3
3 3

l

l l

n k

l
l i
i k

n nl l
l l

i i
i i

a a

n k a

n a n a
w n a n w

ρ

−

− −

−
=

− −
− −

= =

−
−= =

+ Δ + Δ

 (21) 

With (18) and (21), the sensitivity l
is  can be expressed as  

1

0

arccos
( )

ln l
l l ik
i k

k

s p
ρ

π

−

=

≈  (22) 

In summary, an algorithm for the computation of the sensitivity of a Madaline can 
be given as follows. 

MADALINE_SENS 0( , , ,...)W W SΔ  

For layer l  from 1  to L  do: 

For  Adaline i  from 1  to ln  do: 

   Calculated l
is  with (17), (18), (21) and (22); 

1 2( , ,..., )L
L L L T

n
s s s is the sensitivity of the Madaline. 

To verify the effectiveness of our algorithm, two Madalines, 2-3-1 and 3-2-1, were 
implemented with 1=a  and the elements of weight perturbations being identical and 
ranging from 0 to 0.1 with an increment of 0.01. Meanwhile, computer simulations 
were run to compute the actual probability of the output deviations for the three 
Adalines with the same parameters as in the sensitivity computation. The results are 
shown in Fig. 1-2. Form Fig. 1-2 it can be concluded that our theoretical results have 
the same tendencies with the simulation results. 

5   Analysis of the Sensitivity 

Using the results obtained above, we can reveal some behavior of Madalines in this 
section. 

According to (15), while the absolute values of elements of weight perturbation, 
say, iwΔ , are identical, we have  

2 2
2 2 2

1

3
3

n

i
i

na a

a w
n a n w

ρ

=

= =
+ Δ

+ Δ

, (23) 

where 1 ... nw w wΔ = Δ = = Δ . It seems that sensitivity almost has no change while 
increasing the dimension of input if the dimension of input is sufficient large. 
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                                2-1                                                         2-2 

 
                                                               2-3 

Fig. 2. Sensitivity of Madalines to the dimension of input, the number of Adalines in a layer 
and the number of layers 

To verify the valid of the analysis result, a set of Madalines, 

{ 3 3 1| 3 10}n n− − − ≤ ≤ , was constructed. MADALINE_SENS 0( , , ,...)W W SΔ  is 

used to compute the sensitivities shown in Fig. 2-1. It is clear that the experimental 
results coincide with the analysis result. 

Since the number of Adalines in different layers may have different effects, two 
sets of Madalines {3 3 1| 3 10}n n− − − ≤ ≤  and {3 3 1| 3 10}n n− − − ≤ ≤ , were con-

structed to study the effect of the number of Adalines in different layers. The sensi-

tivities computed by MADALINE_SENS 0( , , ,...)W W SΔ  are shown in Fig. 2-2. By 

Fig. 2-2, it is clear that, for the same weight perturbation, the sensitivity slightly in-
creases with the number of Adalines in a layer, but the increase has an upper bound. 
The nearer a layer to the output layer is, the more effect the number of Adalines in the 
layer has. This, from another angle, shows us that the number of layers in the 
Madaline has an effect on the sensitivity. 

In order to study the effects on the number of layers, nine Madalines are imple-
mented. They are 3-3-1, 3-3-3-1, …, 3-3-3-3-3-3-3-3-3-3-1. From the second to the 
last, we each time add a layer with 3 Adalines and keep the output layer with only one 
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Adaline. The Sensitivities computed by MADALINE_SENS 0( , , ,...)W W SΔ  for these 

Madalines are shown in Fig. 2-3. It is found that the sensitivity increases with the 
number of layers and the increase has an upper bound. 

6   Conclusion 

After deriving an analytical expression and giving an algorithm to compute the sensi-
tivity of Adalines and Madalines to weight perturbation, this paper analyzes the ef-
fects of some network parameters on the Madalines’ sensitivity. The analysis results 
show that the dimension of input has little effect on the sensitivity as long as the di-
mension is sufficient large, and the increases in the number of Adalines in a layer and 
the number of layers will lead the sensitivity to increase with an upper bound. These 
analysis results, which have been verified by experiments, can provide useful rules 
for designing robust Madalines with appropriate architecture. 
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Abstract. In this paper, a new style radial basis function (RBF) neural network 
is used for fault diagnosis of the high-pressure feed-water heater system of a 
coal-fired power generating unit. The structure of the RBF network and its 
training algorithm are given. Another important factor to realize neural network 
based fault diagnosis, fault symptom fuzzy calculating methods for two differ-
ent fault symptoms and their integrated calculation, are discussed in detail. The 
high-pressure feed-water heater system of a 300MW coal-fired power generat-
ing unit is taken as a fault diagnosis example. The fault knowledge library of 
the system is summarized. The fault diagnosis is further realized based on the 
above RBF neural network. It is shown that good diagnostic results can be ac-
quired with RBF neural network method by using the fault fuzzy knowledge li-
brary of the high-pressure heater system. 

1   Introduction 

Artificial neural networks (ANN) have been widely used in parameter prediction and 
fault diagnosis for various technical processes due to their good inner adaptability for 
such things. Among which BP network is most widely applied in fault diagnosis field. 
But as we know, BP network is with many limits, such as possible local optimum, 
slow learning speed and low convergence efficiency, etc.  

Radial basis function (RBF) neural network is a new-style network with good fit-
ting and sorting ability and with fast learning speed. So in this paper RBF network will 
be used to realize thermodynamic system fault diagnosis. The structure of RBF net-
work and its training method will be discussed. 

Besides these, another important factor to realize fault diagnosis with neural  
network is the fault symptom calculation. The fault feature parameters such as tem-
perature, pressure etc in the thermal system of a power unit, must be pre-treated into 
scattered fault symptoms among range of set [-1,1] from actual continuous parameter 
values. The calculating methods for different fault symptoms are then discussed in 
detail. 

At last, the high-pressure feed-water heater system of a 300MW thermal power 
generating unit is taken as an example of fault diagnosis. The fault knowledge library 
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of the system is summarized with the fault symptom calculation method, and the fault 
diagnosis is further realized based on the above RBF neural network. 

2   RBF Network Structure and Its Training Algorithm 

2.1   Structure of RBF Network and Its Characters 

Suppose that x x0 Rn, then the function series{ k(x)=O x-x0 }, whose center is x0 

and radius is the distance between x and x0 is called radial basis function(RBF). 
Radial basis function neural network is a kind of forward network. RBF network often 
uses Gauss kernel as its hidden-layer transfer function.  

 

Fig. 1.   Structure of RBF neural network 

The RBF network shown in Fig.1 is a three-layer network made up of input 
layer, hidden layer and output layer.  Nerve cells for each layer separately are 
n, p, q. For above network, the hidden-layer output vector is 

),...,,( 21 pk bbbB =
r

, the output layer vector is ),...,,( 21 qk cccC =
r

, and the 

input pattern vector is ),...,,( 21
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. Suppose expected output vector is 
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k
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kk
k yyyY =
r

, where k=1, 2, …, m. There are m pattern pairs used for 

network train. 

Here we take Gauss kernel function centered by jS
r

 as the hidden-layer 

transfer function of the RBF network. For the kth input sample 
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   i=1,2,…,n; j=1,2,…,p; k=1,2,…,m.                                (1) 
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where, jS
r

 is the center transfer vector for the  jth hidden unit jσ  is the shape con-

trol parameter for the jth hidden unit center vector, which is used for weighting in how 
wide range the input sample and the typical sample could be considered as similar. 
The output value of the radial basis function increases with the distance decrease be-
tween the input vector and the center transfer vector. So the function of the hidden 
layer is equivalent to a process to transform the fewer-dimension input pattern data 
into a higher-dimension space, which can be considered as feature extraction of the 
input data.  

The output value of each output-layer unit is the liner weighted sum of the hidden 
layer outputs. The value of the tth output layer unit can be written as:  

==
=+=

p

j

k
jjtt

k
j

p

j
jt

k
t bwbwc

0
,

1
, θ , t=1,2,…,q.                    (2) 

where q is number of the output nodes; p is number of the hidden-layer nodes, 

100, == k
jt bw �θ . The output layer nodes are linear calculation units with good 

classification ability to the input patterns. 

2.2   OLS Training Algorithm for RBF Network 

Orthogonal Least Square (OLS) method is the common used training method 
for RBF network with the advantages of simple and fast and with no local op-
timum problem. OLS method is used here to modify the network weight values. 
Its training process is as follows. 

In a given group of training samples The learning object is to make following er-
ror evaluation function to minimum value: 
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the formula 4 can be rewritten as  
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Supposing matrix M is composed of Mjh and M is nonsingular from 6 we  
can get: 
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From above deduction, it can be seen that the train process of RBF network is a 
problem of solving linear equation. The calculation quantity needed is far less than BP 
neural network. So the learning speed is very fast. 

For fault diagnosis problem the diagnostic knowledge can be expressed in form 
of network weight matrix  and threshold matrix by training the network with typical 
fault samples. The fault diagnosis process is in fact a forward reasoning process to 
acquire a output pattern(fault vector) from a input pattern(symptom vector) by calling 
the fault knowledge library (network train data). 

Supposed the nerve cells for a 3-layer RBF network are n p q The reasoning 
process of RBF network includes  

(1) To call fault knowledge library ,which is the weight matrix and the threshold 

matrix (2) To input a group of fault symptom values ],...,,[ 21
i
n

ii xxx , i=1,2,...k, 

which is the input vector to be recognized (3) To calculate the output value of each 
hidden-layer node by formula (1);  (4 To calculate the output value of each output-
layer node by  formula (2). 

3   Calculations for Different Fault Symptoms 

3.1   Semantic Symptom Calculation 

It is supposed that the change of the feature parameter y is bi-directional under differ-
ent faults and its maximum amplitude is (y0-a, y0+b). If we choose a square root func-
tion for fault symptom calculation and let the symptom take value 0, 1, -1 separately 
corresponding to normal value y0, maximum value y0+b, minimum value y0-a, the 
fuzzy expression of the semantic fault symptom μ(y) can be written as: 

 

(8) 
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Where: y0 is the expected value of parameter y under normal condition; a is maximum 
width for parameter decrease; b is maximum width for parameter increase. The rela-
tion between fault symptom value calculated by formula (6) and the feature parameter 
value y is shown in fig. 2. 

 

Fig. 2.  Relation between the fault symptom value and the feature parameter 

3.2   Trend Symptom Calculation 

Representation of the trend symptom is similar to the semantic symptom. It is sup-
posed that the change of the feature parameter y is bidirectional under different faults 
and the maximum amplitude of the changing rate y’ for parameter y is (-c, d). If we 
also choose a square root function for trend symptom calculation, and have trend 
symptom take value 0 , 1, -1 separately corresponding to normal steady condition (rate 
of change y’ equals 0 ), maximum positive rate value d, maximum negative rate value 
-c, the fuzzy expression form of the trend symptom (y’) is similar to the semantic 
symptom expression (6). 

3.3   Synthetic Calculation of Above Two Symptoms 

Both of the semantic symptom and the trend symptom have their merit and demerits. It  
is better to use them synthetically in order to acquire good diagnostic result. Therefore,  
it is necessary to discuss their synthetic calculation method. Following two cases exist: 

1) The value of semantic symptom (y) and the value of trend symptom (y’) for 
parameter y take same sign, both greater than zero or both less than zero, which is 
shown in fig. 3(a). The expression of their synthetic symptom (+) is given as: 

IF (y)>0  and (y’)>0  THEN (+)=max[ (y), (y’)] 
IF (y)<0  and (y’)<0  THEN (+)=min[ (y), (y’)] 

2) The value of semantic symptom (y) and the value of trend symptom (y’) for 
parameter y take different sign,  which is shown as the section e-f in fig. 3(b). Under 
this condition, the semantic symptom value can better reflect the transient relation 
between the feature parameter and the fault than the trend symptom value, So the 
synthetic symptom takes the value of the semantic symptom. That is: 

IF (y)>0  and (y’)<0   OR  IF (y)<0  and (y’)>0  THEN (+)= (y)  
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(a) Trend symptom value and semantic symptom value take same sign 

 

(b) Trend symptom value and semantic symptom value take different sign 

Fig. 3. Relation of the two kings of fault symptoms 

3.4   Conversion from Continuous-Value Symptom to Discrete-Value Symptom  

The symptom values got by above-mentioned fuzzy expression method are continuous 
values between –1 and +1. It is necessary to convert them  from  continuous  values  to 
discrete values in order to acquire normative typical fault sample knowledge library and 
to  use  them  conveniently for fault diagnosis. The fault symptom can either be 
 

         
(a) Three-value symptom conversion                                      (b) Five-value symptom conversion 

Fig. 4. Conversion from continuous-value symptom to discrete-value symptom 
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three–value symptom set {-1, 0, +1}, which represents parameter decrease, fixedness 
and increase, or be five-value symptom set {-1, -0.5, 0, 0.5, 1} corresponding to pa-
rameter apparent decrease, slight decrease, fixedness, slight increase and apparent 
increase. 

The sticking point of this process is to determine reasonably each transforming 
threshold value, which often needs try of many times. The threshold value should be 
more propitious to fault separation. At same time it should filtrate the disturbance of 
the random fluctuation of the measured parameter and the influence of the instrument 
measure error. Moreover, it should reserve the slight symptom signal for inchoate 
fault and mild fault. Fig 4 (a) and (b) are the sketch map for symptom transforming 
from continuous symptom to three-value and five–value discrete symptom, in which a 
and b are threshold values. 

4   RBF Network Based Fault Diagnosis for Feedwater Heater 
System 

The high-pressure feed-water heater system of a 300MW coal-fired power unit (shown 
in Fig.5) is taken as an example. The three high–pressure heaters between feed-water 
pumps and the drum water-level control valve are all horizontal U-pipe double-flow 
heaters manufactured by Shanghai Power Station Auxiliary Equipment Factory. They 
are separately called No.1, No.2 and NO.3 HP heaters according to their extraction 
steam pressure high-to-low sequence and their models are JG810-1, JG1100-1, 
JG830-1 in turn. All of them include three heat transfer phases: overheat steam phase, 
steam condensation phase and drain water sub-cooling phase.  

 

Fig. 5. Structure of the high-pressure feed-water heater system 

4.1   Fault Fuzzy Knowledge Library of the High-Pressure Heater System 

By regarding the three HP heaters in Fig. 5 as a whole system and considering the 
structure  and  performance  of  the  heaters  and  the  onsite  system   configuration, 19 
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Table 1.  Typical faults set of the HP heater system 

u1 No. 1 heater feedwater pipe leakage u11 No. 2 heater feedwater pipe foul or dirty 

u2 No. 2 heater feedwater pipe leakage u12 No. 3 heater feedwater pipe foul or dirty 

u3 No. 3 heater feedwater pipe leakage u13 No. 1 heater shell side air accumulation 

u4 No. 1 heater inlet/outlet water room short u14 No. 2 heater shell side air accumulation 

u5 No. 2 heater inlet/outlet water room short u15 No. 3 heater shell side air accumulation 

u6 No. 3 heater inlet/outlet water room short u16 No. 1 heater extraction valve choke or not 

u7 No. 1 heater feedwater pipe jammed partially u17 No. 2 heater extraction valve choke or not 

u8 No. 2 heater feedwater pipe jammed partially u18 No. 3 heater extraction valve choke or not 

u9 No. 3 heater feedwater pipe jammed partially 

u10 No. 1 heater feedwater pipe foul or dirty 
u19 

Inlet bypass valve not full closed and 
feedwater partially bypassed  

Table 2.  Feature parameters used for fault symptom calculation 

x1 No.1 heater terminal temperature difference x11 No.3 heater terminal temperature difference 

x2 No.1 heater drain sub-cooler approach x12 No.3 heater drain sub-cooler approach 

x3 No.1 heater feedwater temperature rise x13 No.3 heater feedwater temperature rise 

x4 Total opening of No.1 heater’s drain valves (or
water level) 

x14 Total opening of No.3 heater’s drain valves 
(or water level) 

x5 No.1 heater entrance steam pressure x15 No.3 heater entrance steam pressure 

x6 No.2 heater terminal temperature difference x16 Feedwater pump exit pipe water pressure 

x7 No.2 heater drain sub-cooler approach x17 Pressure drop from pump exit pipe to 
i

x8 No.2 heater feedwater temperature rise x18 Average speed of the feedwater pumps 

x9 Total opening of No.2 heater’s drain valves (or
water level) 

x19 Water level of the deaerator 

x10 No.2 heater entrance steam pressure   

Table 3.  Fault fuzzy knowledge library of the high-pressure feedqater heater system 
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typical faults are generalized as listed in table 1: u1, u2, …, u19. At the same time, 19 
feature parameters are chosen for fault diagnosis as shown in table 2: x1, x2, …, x19, 
which are either directly taken from onsite DAS parameters or got through simple 
calculation with these DAS parameters. 

In order to summarize the fuzzy knowledge library of the faults in table 1, the dy-
namic simulation model for the high-pressure heater system is built and is integrated 
to the model of the full-scope power station simulator to make detailed fault simula-
tion tests. The {-1, -0.5, 0, 0.5, 1} five–value type fault fuzzy knowledge library are 
summarized as listed in table 3. 

4.2   Fault Diagnosis Examples of the High-Pressure Feedwater Heater System  

Various faults of the high-pressure heater system are diagnosed with RBF neural network 
method by simulating the faults with a full-scope power station simulator. The dia-
gnostic results of the fault “No.1 heater inlet and outlet water room short circuit”(u4)  
10% and 30% after the system has stepped into another steady state are given in table 
4. The shape control parameter for the network kernel function is 1.1 times of 0.8325. 
The weight matrix of the hidden-layer is a 19*19 matrix corresponding to the fault 
fuzzy knowledge library of the high-pressure feedwater heater system. The input layer 
and the output layer of the RBF network both include 19 neuron nodes corresponding 
with 19 input feature parameters and 19 typical system faults. 

From table 4 we can see RBF neural network diagnosis method is with higher fault 
separation degree, which is similar to BP network.While the accurately designed RBF 
network needs far less training calculation than BP network. What we need do is to 
determine the shape control parameter of the network kernel function properly by 
several tests. 

Table 4.  Diagnostic results of “No. 1 heater water room short circuit ”fault of different degree 
with RBF network 

Fault degree u1 u2 u3 U4 u5 u6 u7 u8 u9 u10

10% 0.000 -0.000 -0.003 0.738 0.000 0.003 0.000 -0.001 -0.001 0.138

30% -0.000 0.000 0.001 0.843 -0.000 -0.001 -0.003 0.000 0.000 -0.036

Fault degree u11 u12 u13 u14 u5 u16 u17 u18 u19
Right

10% -0.0013 0.001 0.119 0.000 0.000 0.005 -0.000 0.0001 0.0004 Yes

30% 0.001 0.001 0.203 0.000 0.000 -0.010 0.000 0.000 -0.000 Yes
 

5   Conclusions 

(1) A new style RBF neural network method for fault diagnosis of the thermodynamic 
system is introduced and its training method is discussed. Compared with BP 
network, the RBF network needs less training calculation and is with good fault 
recognition ability. So the RBF network is with favorable application prospect 
in function approximation and fault recognition field. 
 



Fault Diagnosis for the Feedwater Heater System 841 

(2) The high-pressure feedwater heater system of a 300 MW coal-fired power generat-
ing unit is taken as a fault diagnostic example. The fault fuzzy knowledge library of it 
is summarized.. 
(3) Fuzzy representation method for two kinds of fault symptoms and their integrated 
calculation are discussed thoroughly for the first time. By using these two symptoms 
synthetically, it is propitious to diagnose the fault accurately and timely. 
(4) It is shown by examples that good diagnostic results can be acquired with RBF 
neural network method by using the fault fuzzy knowledge library of the high-pressure 
heater system built in this paper. 
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Abstract. Traditional genetic algorithms have the defects of pre-maturity and 
stagnation when applied in optimizing problems. In order to avoid the short-
comings, an adaptive niche hierarchy genetic algorithm (ANHGA) is proposed. 
The algorithm is based on the adaptive mutation operator and crossover opera-
tor to adjust the crossover rate and probability of mutation of each individual, 
whose mutation values are decided using individual gradient. This approach is 
applied in Percy and Shubert function optimization. Comparisons of niche ge-
netic algorithm (NGA), hierarchy genetic algorithm (HGA) and ANHGA have 
been done by establishing a simulation model and the results of mathematical 
model and actual industrial model show that ANHGA is feasible and efficient 
in the design of multi-extremum. 

1   Introduction 

Since Genetic Algorithms (GAs) were firstly put forward by J.H.Holland in 1970s [1], 
it has been widely used in optimizing complex functions, identifying parameters, 
optimizing neural networks and so on. GAs are stochastic optimization methods based 
on the mechanics of natural evolution and natural genetics [2,3]. They have been 
successfully applied to finding a global optimum of a single objective problem [4]. In 
the optimization of multimodal functions, however, the standard GA converges to 
only one peak since it cannot maintain controlled competition among the competing 
operation corresponding to different peaks. 

In recent years much work has been done with the aim of extending genetic algo-
rithms to make it possible to find more than one local optimum of a function. One of 
the techniques developed for this purpose is known as a niching method [5]. In natural 
ecosystems, a niche can be viewed as an organism’s task, which permits species to 
survive in their environment.  

Though niche GA has strong searching ability and is easy to find many global 
optimums, its local searching ability should be improved. In this paper, a modified 
niche GA is proposed in order to improve its performance. 
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In Section 2, the niche genetic algorithm (NGA) is reviewed. In order to improve 
the local searching ability of NGA, we combined niche with hierarchy technology and 
introduced adaptive mutation probability in Section 3, then the adaptive niche hierar-
chy genetic algorithm (ANHGA) is proposed. In Section 4, the simulation result 
shows that the ANHGA has strong searching ability and is easy to find many global 
optimums. An industrial model is used to test the reliability of ANHGA in Section 5. 
Finally, we give some comments in Section 6. 

2   Niche Genetic Algorithm 

Niching methods have been developed to minimize the effect of genetic drift resulting 
from the selection operator in the traditional GA in order to allow the parallel investi-
gation of many solutions in the population. The niche technology mainly adjusts the 
fitness of individuals and replacement strategy when generating the new generation. 
This makes the individuals evolve in special environment, ensures diversity of evolu-
tion population and gets many global optimums at the same time [6]. Representative 
niche methods are preselecting, crowding and sharing technology. Table.1 describes 
the procedure of NGA in simple programs. 

Table 1. Genetic algorithm with niching method 

Generate initial population: parents 
Iterate

Choose: =random-value 
Case choose 
generation mutation crossover
Find smallest HD (child, parents) 
of those find parent with worst fitness 
If better fitness: exchange (child, parent)

Show best designs  

As the niche technology is an effective measure to maintain diversity when GAs 
are applied to optimize functions with many apices or tasks with many targets, it is 
mainly used to improve GA operators and doesn’t change encoding structure. The 
research found the niche technology and hierarchy GA are mutual complementary in 
mechanism. The advantages of their combination will be better than those of single 
method. Based on this thought, we put forward adaptive niche hierarchy genetic algo-
rithm (ANHGA). ANHGA changes in the following aspects: hierarchy structure is 
used in encoding method, niche technology is used in individuals operation and muta-
tion probability is changed adaptively. 

3   The Modified Niche Hierarchy Genetic Algorithm 

Using niche technology, ANHGA adopts speedup strategies during the process of 
encoding, selection and replacement to maintain reasonable population diversity and 
make GA not only converge but also discover many apices. ANHGA uses hierarchy 
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structure to encode. Before selection, it adjusts individual fitness based on sharing 
strategy to increase selecting probability of small-scale species. During replacement, 
it selects individuals as the new generation ones based on density and fitness [7,8]. 

3.1   Hierarchy Encoding Structure 

In hierarchy encoding method, each chromosome is composed of two parts: control 
gene and constitution gene. Control gene determines whether constitution genes are 
active. Chromosome includes dominant genes and recessive genes. The active constitu-
tion genes are dominant and effective. The inactive constitution genes are recessive and 
ineffective. The two kinds of genes are inherited to the next generation at the same time. 
The corresponding control genes determine whether they are transformed [9]. 

The control genes in hierarchy encoding are often binary encoding. The constitu-
tion genes are float encoding or binary encoding in allusion to practical problems. The 
number of constitution genes controlled by each control gene is variable with specific 
problems. The structure of hierarchy encoding is shown as Fig.1. 

 

Fig. 1. Structure of hierarchy encoding 

In Fig.1, the upper-layer is control genes. The below-layer is constitution genes. In 
control genes layer, “1” indicates the active and dominant corresponding constitution 
genes and “0” expresses that the corresponding constitution genes are inactive and 
recessive. Decoding the dominant genes gets the solutions of the given problems. The 
recessive genes are inherited to the next generation with the dominant genes and may 
be activated during the process of evolution. The effective gene segments are adjusted 
continually until getting the satisfied solutions. 

3.2   Individual Density 

Similarity of individual gene codes embodies close degree among individuals. We 
define sharing function to express the density of individuals. So we introduce the 
concepts of sharing function and individual density. 

In order to describe the problem conveniently, some definition should be made as 
follows: 

)(tX
→

: Population of t th generation; 

)(tX i : Constitution genes of i th individual; 

N   :    The size of population; 
),( jid : The distance between i th individual and j th individual.  
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Then sharing function is defined in Eq.(1): 
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Where )(tΔ  is a variable, which describes the close degree between i th and j th 

constitution genes. Its value is determined according to practical problems. α  is a 
parameter that controls the shape of sharing function. Usually α  is set to be 1. 

It can be seen from Eq.(1) that when individuals are similar, the value of sharing 
function is bigger. Whereas when individuals are different, the value of sharing func-
tion is small. 

Equation 2 set )),(( jidsh  as sharing function of i th individual and j th 

individual. The density of i th individual is defined as: 
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Obviously individual density can be used to appraise population diversity. The larger 
)(tCi  is, the more number of individuals whose constitution genes are similar to those 

of i th individual is. In such case, the population may concentrate and lose diversity. 

3.3   Fitness Sharing 

In fact, for individuals in certain range )(tΔ  can be regarded as a species [10,11]. 

Large individual density means the corresponding species are large too. Whereas, if 
some species’ density are too large, the fitness of all individuals in this species should 
be reduced and their selecting probabilities be decreased to maintain the population 
diversity, create niche evolution environments and encourage small number species to 
multiply. As for population of t generation, the fitness of )(tX i  after sharing can be 

defined as: 

)(/)()(' tCtftf iii =  . (3) 

Where, )(tf i  is individual fitness of )(tX i  before sharing. GA carries out selection 

according to the Eq.(3). 
Supposing that the fitness of all individuals in i th species is if , the number of in-

dividuals in this species is iN , k is the number of species. Then the stable state of 

fitness sharing can be expressed as 

jjii NfNf // =  . (4) 

where ji ≠  and NN
k

i
i =

=1

 . 
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3.4   Adaptive Mutation 

In fact, for individuals in certain range )(tΔ  can be regarded as a species. Large indi-

vidual density means the corresponding species are large too. Whereas, if some spe-
cies’ density are too large, the fitness of all individuals in these species should be 
reduced and their selecting probabilities be decreased to maintain the population di-
versity, create niche evolution environments and encourage small number species to 
multiply. As for population of t generation, the fitness of )(tX i  after sharing can be 

defined as: when individual density )(tCi  is bigger, larger probability should be ap-

plied to mutation operation. Considering both the evolution time and individual den-
sity as well as ensuring algorithm to converge, the mutation probability should be 
limited to (0,0.5). Based on these considerations, we put forward the following adap-
tive mutation probability. 
 

3.5   Individual Replacement Based on Crowding Strategy 

If we define parent population as )(tX
→

and the population after mutation as )(' tX
→

, 

then mix population )(tX
→

 and )(' tX
→

, adjust individual fitness according to the 

following equation: 
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Where β  is a weight coefficient. The adjustment of fitness balances between indi-

vidual fitness and density. Rank )(' tfit j  in descent order and select the first N indi-

viduals of parent generation to compose the next generation. It is obvious that the 
individual replacement strategy based on crowding method can make uniform distri-
bution and maintain population diversity preferably. 

4   Simulations 

In order to compare and test the searching ability of two function optimization prob-
lems named as Percy and Shubert function, the simulations of GA, NGA, HGA and 
ANHGA are performed respectively. 

 
Percy function is defined as: 

))(/exp(1

1
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The figure of Percy function is shown in Fig.2. It includes 4 global optimal solu-
tions and the Apex’s height is 103.0.  

Shubert function is defined as: 
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Fig. 2. Percy function 

 

Fig. 3. Shubert function 

As shown in the Fig.3, it’s known that Shubert function has 760 local optimal solu-
tions. Among which there are 18 optimums and the value is -186.7310. The objective 
function is converted to fitness value using the following equation: 



848 W.-M. Qi, Q.-l. Ji, and W.-Y. Cai 

≥
<−

=
0),(,1

0),(),,(05.01
),(

212

212212
21 xxfif

xxfifxxf
xxF   . (9) 

Simple hierarchy genetic algorithm (HGA) can improve the diversity of population 
by hierarchy encoding [12], but the simple genetic operators adopted causes limita-
tions on premature convergence avoidance and efficiency improvement. In following 
simulations, all four genetic algorithms (GA, NGA, HGA, ANHGA) utilize the same 
control parameters listed in Table 2. All four algorithms adopt proportional selection, 
single point crossover, 8.0=cP . Each algorithm began with the same initial popula-

tion and was simulated 20 cycles for each optimized function respectively. The simu-
lation results are listed in Table 3 and 4. 

Table 2. Control parameters 

Table 3. Percy function simulation results 

Table 4. Shubert function simulation results 

 GA NGA HGA ANHGA 
Average numbers of global  

optimums 
2.1 5.5 3.9 12 

Average individual numbers of 
global optimums 

3 18 11 30 

Comparing the tables above, it can be seen from simulation results that the space 
searching ability of GA and simple HGA is unsatisfactory and its optimizing effi-
ciency is inferior to NGA and ANHGA apparently. Under the same condition the 
solution quality of NGA and ANHGA performs better, which demonstrates that the 
fitness sharing and the crowding strategy are effective in optimizing functions with 

 
Population 

size 
Chromosome 

length 
Termination 

time 
Weight 

Coefficient 
)(tΔ  

Percy 30 20 200 0.75 0.5/t 

Shubert 50 20 300 0.75 0.5 

 GA NGA HGA ANHGA 

Number of average global optimums 1.2 3.8 2.3 3.94 
Number of global optimum individual 3 29 10 31 

Average evolutional generations of 
global optimums 

 57 30 42 
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many apices. Shubert function is a complicated optimization problem. It is very diffi-
cult to find 18 global optimums at the same time. Although GA is easy to carry out, 
there lie some problems such as premature and convergence speed. HGA can found 
2~5 global optimums and the number of global optimum individual is 11. However 
ANHGA can find a dozen of optimums and sometimes even get 18 global optimums, 
which proved that hierarchy encoding with niche methods can maintain population 
diversity effectively and converge rapidly. 

5   Example of Application 

A reliability optimum design theory and method of a jaw clutch has been introduced 
[13]. The design goal is to seek a set of design parameters (outside diameter of clutch: 
D; number of gear: Z; structure coefficient 1K ; structure coefficient 2K ) under the 

condition of probability restriction. The relation of bS  and design parameters are 

defined as: 
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In Eq.(10), nT  is a constant. Obviously, bS  is the nonlinear function of the design 

parameters. The paper presents the values of ( bS , D , Z , 1K , 2K ) using the restraint 

random directional methods. Under the completely same design condition, we employ 
ANHGA and NGA and HGA to genetic optimization calculation. After 400 iterative 
cycle the calculation is shown in Table 5.  

Table 5. Optimization result of a jaw clutch 

 Z K1 K2 D(mm) bS (MPa) 

NGA 25 0.74 0.34 45 2099.264 

HGA 25 0.74 0.341 42 2203.24 

ANHGA 25 0.7442 0.3348 64.777 692.934 

From Table 5, it is obvious that ANHGA is more efficient than NGA and SHGA in 
optimum design of jaw clutch. 

6   Conclusion 

In this paper, niche technology and hierarchy genetic algorithm were combined and 
adaptive niche hierarchy GA based on sharing and crowding was put forward. The 
adaptive niche hierarchy genetic algorithm improves GA from not only encoding but 
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also operators. These measures also increase searching ability of the GA effectively, 
ensuring population diversity and finding many solutions of complicated problems. 
The application of the modified genetic algorithm shows it is great effective to the 
multimodal optimization and appropriate for the design of multi-extremum complex 
system. 
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Abstract. High precision and low false alarm rate are the two most important 
characteristics of a good Intrusion Detection System (IDS). In this work, we 
propose to construct a host-based IDS for detecting flooding-based Denial of 
Service (DoS) attacks by minimizing the generalization error bound of the IDS 
to reduce its false alarm rate and increase its precision. Radial basis function 
neural network (RBFNN) will be applied in the IDS. The generalization error 
bound is formulated based on the stochastic sensitivity measure of RBFNN. 
Experimental results using artificial datasets support our claims. 

1   Introduction 

Nowadays a computer system generally contains design and implementation flaws 
which result in security vulnerabilities. Malicious users  may exploit these vulner-
abilities and cause significant disruptions to the system. The Denial of Service (DoS) 
attack, which is a class of attacks initiated by an individual or a group of individuals 
exploiting aspects of the Internet to prevent legitimate users or the victims from 
accessing the compromised system and information, is reported as the most expen-
sive computer crime in CSI/FBI survey in 2004 because of its use for computer ex-
tortion 1. The DoS attack has been proven capable of shutting an organization off 
from the Internet or dramatically slowing down network links 6 and may consider as 
the most detrimental attack. Misuse and anomaly detection represent two main ap-
proaches to detect intrusions. They have different merits and limitations and details 
can be found in 9, 10. 

Rule-based systems are most widely deployed in network intrusion detection prod-
ucts. They are easy to understand and use, but require human domain experts to find 
the rules and their generalization power depends on the expertise knowledge in the 
attacks. Research works on applying statistical approaches to detect DoS attacks 
could be found in 4, 11. However, they depend on the assumption of the distribution 
of the normal and attack packets. Machine learning and data mining techniques are 
possible solutions to these drawbacks 2. 

A serious drawback of machine learning or pattern recognition based techniques is 
high false alarm rate 5. The major reason is that a classifier learns from training sam-
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ples by minimizing the training error only, which does not necessarily lead to a good 
generalization capability of the classifier. Hence the classifier may not be able to 
distinguish attack-like legitimate traffics. For example, the signature of flooding-
based DoS attacks is extremely high bit-rate. However, one may notice that legitimate 
high bit-rate may also occur in rush hours, such as on mid-night. 

Furthermore, machine learning techniques depend so much on the training dataset 
such that, for instance, an unbalanced ratio of the normal and attack packets in a training 
data set may most likely cause difficulty for a classifier to learn the attack signatures. 

Jin et al. studied the covariance between the features describing the DoS problems 
7, 8. The covariance matrix between features for samples fetched from the network 
within a given period is used as a sample and the decision of attack or normal is made 
by comparing this covariance matrix with the templates of various attack types. In 7, 
8 it was shown that the covariance between input features could be used to indicate 
the occurrence of network intrusion. Chan et al. 3 makes use of the mutual informa-
tion to capture the nonlinear relationship between features and also between features 
and target output of the training samples. They have also shown that, by making use 
of these nonlinear correlations for feature selection, one could improve the classifica-
tion accuracy and reduce false alarm rate. 

It could be stated that the major objective of solving a flooding-based DoS problem 
is to achieve a 100% detection of the attacks with the lowest false alarm rate, given 
that the number of normal (legitimate) packets greatly outnumbers the attack packets. 
One way to solve all these problems ultimately is to train a classifier with the best 
generalization capability, instead of best training error only. In 12 Ng et al. derived a 
localized generalization error model (RSM) using the stochastic sensitivity measure. In 
this paper, we focus on the flooding-based DoS problems and study the effectiveness 
of applying RSM in the construction of IDS for flooding-based DoS problems. In par-
ticular, the Radial Basis Function Neural Network (RBFNN) is used in this paper 
because of its fast training and responses to large datasets. One may notice that the 
proposed method is a host-based detection system which operates in a host, such as a 
router or web server. The works in this paper could be applied directly to detect Dis-
tributed Denial of Service (DDoS) attacks because there is no difference between 
detecting DDoS and DoS attack using a host-based system.  

Section 2 describes the localized generalization error model. The corresponding 
model selection method for constructing the IDS is introduced in Section 3. Section 4 
provides experimental results and its analysis. Section 5 concludes the paper. 

2   Localized Generalization Error Model (RSM) 

In this section, we introduce the localized generalization error model (RSM) proposed 

in 12. The Q-neighborhood ( ( )b

QS ) of a training sample ( )bX
r

 is defined as ( )b

QS  

={ ( ) XXX b
rrr

Δ+= } X
r

Δ∀  that satisfy NiQxi ,,10 L=∀≤Δ< , where N denotes the num-

ber of features of the training sample, Q is a selected real number and 
( )NxxX ΔΔ=Δ ,,1 L

r
. The Q-union (SQ) is defined to be the union of all ( )b

QS . 
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Fig. 1. An Illustration of Q-Union (SQ) with 20 training samples. The X is the training samples 
and any point in the shaded area except X is an unseen sample. 

We define the RSM to be the generalization error for the unseen samples located 
within the Q-union, i.e. the shaded region in Figure 1. With a probability of η−1 , we 

have 12 
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Specifically for any RBFNN, with a probability of η−1 , we have 12 
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samples, the unknown true input-output mapping of the given problem, and the 
RBFNN output with the parameter set θ  selected from its domain Λ  respectively. 

For every trained classifier, one could compute the maximum Q value in which the 
RSM bound is less than or equal to a threshold a. For example, if ( ) { }KXF ,,2,1 L

r
∈ for a 

K-class problem, the threshold a could be selected to be 0.25 which is the threshold of 
the squared error between the classifier output and the target output of a sample being 
classified correctly. So, intuitively the Q value provides an indication on how big the 
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area of coverage of the unseen samples whose generalization errors in MSE are less 
than a. Thus, a larger Q indicates better generalization of a classifier in the probability 
sense 12. On the other hand, for two classifiers yielding the same *

SMR  with different 

Q values, the one that yields a larger Q value has better generalization capability. 
Moreover, this unique Q could also be used to compute the RSM for feature selection 
purpose. The Q value is computed by solving the following quadratic equation: 
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j
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j
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There are a maximum of four solutions for Equation (4) and the smallest real-
valued solution will be used as the final result. If no real solution exists, zero will be 
used as the final result. 

3   Model Selection Method Using R*
SM (MC2SG) for Intrusion 

Detection  

The generalization error for a parameter set of a classifier could be estimated empiri-
cally using a popular technique, the leave-one-out cross-validation. It trains a total of l 
classifiers, with the pth classifier leaving out the pth sample as a validation sample. The 
average of the validation errors for the l classifiers is used as the unbiased estimation 
of the generalization error for the given model parameter set. However, it is difficult, 
if not impossible, to apply this technique to an intrusion detection problem due to the 
huge number of samples involved. For example, a training dataset with 500,000 train-
ing samples requires 500,000 classifiers being trained for the leave-one-out cross-
validation method. Hence it appears that the provision of an analytical estimation of 
the generalization error using the R*

SM with time complexity independent of the num-
ber of training samples is appropriate for intrusion detection problems. 

The Maximal Coverage Classifier with Selected Generalization (MC2SG) was pro-
posed in 12. For any given threshold, the RSM model allows us to find the best classi-
fier by maximizing Q, assuming that the MSE of all samples within the Q-Union is 
smaller than the given threshold value. One can formulate the model selection prob-
lem as a Maximal Coverage Classification problem with Selected Generalization 
Error (MC2SG), i.e., 

( )( ) aQRtsQ SM ≤
Λ∈

*..max
θ     

 (5)
 

In RBFNN training, once the number of hidden neurons is fixed, the center posi-
tions and widths could be determined by an automatic clustering algorithm such as k-
means clustering, self-organizing map or hierarchical clustering. So we only need to 
concentrate on the problem of determining the number of hidden neurons. This means 
that  = M and ={1,2,…,l} because it is not reasonable to have the number of hidden 
neurons more than the number of training samples. 

Problem (5) is a two-dimensional optimization problem. The first dimension is the 
number of hidden neurons ( ) and the second dimension is the Q for a fixed . For 
every fixed  and Q, we can determine a R*

SM(Q). Problem (5) has two adjustable 
parameters,  and Q, and these two parameters are independent of each other. Fur-
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thermore, by substituting Equation (2) into the constraint in Equation (1), with prob-
ability ( )η−1  we have, 
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Let ( ) aQRSM =* . For every , let the Q that satisfies R*
SM(Q)  = a to be Q*, where a is a 

constant real number. R*
SM(Q)  = a  exists because the second order derivative of 

Equation (6) is positive. We could solve Equation (6) as follow, 
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There will be at most 4 solutions of Q and let *Q  be the solution which is the smallest 

real number among the four. Q is the width of the Q-neighborhood and as such it must 
be a real number. If there exists no real solution, let *Q  = 0.  
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So, for RBFNN model selection, Problem (5) becomes: 

( )*,max QMh
M Λ∈     

 (9)
 

The determination of the constant a is made according to the classifier’s output 
schemes for classification. For instance, if class outputs are different by one, then a 
may be selected as 0.25 because a sample is misclassified if the square of its deviation 
from the target output is larger than 0.25. Same as the other methods, h(M,Q*) is 
generally not differentiable with respect to M (not a smooth function). One must try 
out all possible M values in order to find the optimal solution. Our experimental re-
sults show that h(M,Q*) drops to zero when the classifier becomes too complex, i.e. 
M is too large, and heuristically early stop could be applied to reduce the number of 
classifier trainings when Q approaches zero. In the experiments presented in the next 
section, we stop the search when the Q values drop below a threshold. In fact, Q does 
not increase significantly after it drops below 10% of the maximum value of Q being 
found and thus it is used as the threshold to speed up the MC2SG. 

4   Experimental Results and Discussion  

In this section, we generate three artificial datasets to simulate the bit rates of I/O to 
the Internet during weekdays. The first dataset, Artificial Dataset 1, consists of first 5 
weekdays as training dataset and the 5 weekdays of the incoming week are used as 
testing dataset. The second dataset, Artificial Dataset 2, is similar to the first one, but 
having 10 weekdays in both training and testing datasets. The two features in the 
datasets are the average bit rate within 2 minutes and the current time. We simulate 
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the real operating environment when more than 90% of the time is free from attack, 
and attacks occur only in a very small portion of time. The flooding-based attacks use 
up all the bandwidths and thus the server is disabled from serving legitimate users. 
Figures 2 and 3 (4 and 5) are the bit rate of the server connection to the Internet and 
the corresponding occurrences of DoS attack for the training dataset of the Artificial 
Dataset 1 (Artificial Dataset 2). One may find that only few DoS attacks occur ran-
domly during all the 3 weeks of simulation and this should be very difficult for neural 
network to learn the attacks from the training dataset. 

For each of the artificial datasets, one RBFNN is trained and the corresponding 
number of hidden neurons is selected by the MC2SG method. The numerical results 
are shown in Table 1. The bit rate plot of the testing dataset of Artificial Dataset 1 
(Artificial Dataset 2) could be found in Figure 6 (7). Figures 8 and 9 (10 and 11) show 
the RBFNN network outputs and the DoS attack occurrences for Artificial Dataset 1 
(Artificial Dataset 2), respectively. 

Both RBFNNs consist of 4 hidden neurons. The selection of the RBFNN architec-
ture using the MC2SG guarantees a low generalization error for unseen samples, in a 
probability sense. Thus, one may notice that the false alarm rates for both experiments 
are zero and the precision of DoS attack detection is very high. Those DoS attacks 
which are missed by the RBFNN occur at the beginning of the attacks and the 
RBFNN does not have enough confidence to flag for attacks. This problem may be 
solved by adding more input features to the RBFNN. 

The Artificial Dataset 3 is specially designed to demonstrate the adaptability of the 
machine learning approach we applied in this work. The training dataset follows  
the pattern we described for the Artificial Dataset 2 while the testing dataset has a 12 
hours time shift in the peak periods. This is to simulate  the  servers  serving  overseas 

Table 1. Numerical Results for the Experiments on two Artificial Datasets 

 Artificial Dataset 1 Artificial Dataset 2 
# Hidden Neurons in the RBFNN 4 4 
Precision 99.94% 99.96% 
False Alarm 0.00% 0.00% 
DoS Detection Rate 96.97% 98.29% 

 
Fig. 2. Bit Rate vs Time forTraining Dataset of 
Artificial Dataset 1 

Fig. 3. Occurrence of the DoS Attacks for
Training Dataset of Artificial Dataset 1 
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Fig. 4. Bit Rate vs Time For Training Dataset 
of Artificial Dataset 2 

Fig. 5. Occurrence of the DoS Attacks for 
Training Dataset of Artificial Dataset 2 

Fig. 6. Bit Rate vs Time for Testing Dataset 
of Artificial Dataset 1 

Fig. 7. Bit Rate vs Time for Testing Dataset 
of Artificial Dataset 2 

 

Fig. 8. RBFNN Outputs for the Testing 
Dataset of Artificial Dataset 1 

Fig. 9. Occurrence of the DoS Attacks for 
Testing Dataset of Artificial Dataset 1 

 

Fig. 10. RBFNN Outputs for the Testing 
Dataset of Artificial Dataset 2 

Fig. 11. Occurrence of the DoS Attacks for 
Testing Dataset of Artificial Dataset 2 
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clients. The numerical results are shown in Table 2. One may notice that the DoS 
detection rate is little bit worse than the one for Artificial Dataset 2. Moreover, 
Figure 15 shows that the confident of the RBFNN is lower than those in the previous 
experiments of the two datasets. These are due to the difference between the peak 
periods in the training and testing datasets. Fortunately, the false alarm rate is zero 
and the precision of the RBFNN is very high. Thus, the generalization capability of 
the trained RBFNN is very good because we select the number of hidden neurons 
based on its generalization error bound. This experiment also shows that the adapta-
bility of RBFNN and machine learning techniques in the time shifting and they are 
not affected by the change of peak periods of traffics. 

Table 2. Numerical Results for the Experiments on Artificial Dataset 3 

# Hidden Neurons in the RBFNN 4 
Precision 99.94% 
False Alarm 0.00% 
DoS Detection Rate 98.18%

Fig. 12. Bit Rate vs Time For Training 
Dataset of Artificial Dataset 3 

Fig. 13. Bit Rate vs Time For Testing Dataset 
of Artificial Dataset 3 

Fig. 14. Occurrence of the DoS Attacks for 
Testing Dataset of Artificial    Dataset 3 

Fig. 15. RBFNN Outputs for the Testing 
Dataset of Artificial Dataset 3 

The performances of machine learning techniques and neural networks depend on 
the training datasets. If the training datasets are not similar to the future unseen sam-
ples and testing datasets, one could not expect the trained classifiers to have good 
performances on them. This is the philosophy that guided us to develop the localized 



 Construction of High Precision RBFNN with Low False Alarm 859 

generalization error bound (R*
SM) and is applicable to general machine learning prob-

lems. In the experiment using the Artificial Dataset 3, we demonstrated that the ma-
chine learning techniques are able to adapt to unseen patterns which differ from the 
training datasets. However, the performance of the classifiers in such case will be 
weakened. 

5   Conclusion and Future Works  

The applications of machine learning techniques in intrusion detection problems en-
counter two major problems: high false alarm rate and the difficulty in learning from 
samples having a very small portion of attack packets. We demonstrated to the possi-
bility of solving a flooding-based DoS detection by building a RBFNN with minimi-
zation of its generalization error bound. The generalization error bound is constructed 
using the stochastic sensitivity measure of RBFNN. The experimental results show 
that the proposed system tackles the two mentioned problems very well.  

The time complexity of the proposed method is very low and independent of the 
number of training samples. This is particularly important to intrusion detection prob-
lems because the training dataset size is usually very large. In contrast to other machine 
learning techniques which minimize the training error only, our approach directly 
minimizes the estimated generalization error bound using stochastic sensitivity measure.  

This work serves as a pilot study of applying the generalization error bound based 
on stochastic sensitivity measure for intrusion detection problems. Further investiga-
tion using real world dataset is needed. Moreover, this will be an interesting research 
topic to explore the intrusion detection system which recognizes multiple types of 
intrusions using our proposed method. 
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Abstract. This paper extends the idea of weighted distance functions to kernels
and support vector machines. Here, we focus on applications that rely on sliding
a window over a sequence of string data. For this type of problems it is argued
that a symbolic, context-based representation of the data should be preferred over
a continuous, real format as this is a much more intuitive setting for working
with (weighted) distance functions. It is shown how a weighted string distance
can be decomposed and subsequently used in di erent kernel functions and how
these kernel functions correspond to real kernels between the continuous, real
representations of the symbolic, context-based representations of the vectors.

1 Introduction

In support vector machine (SVM) learning the data is mapped non-linearly from the
original input space X to a high-dimensional feature space F and subsequently separated
by a maximum-margin hyperplane in that space F. By making use of the kernel trick,
the mapping to F can stay implicit, and we can avoid working in the high-dimensional
space. Moreover, because the mapping to F is non-linear, the decision boundary which
is linear in F, corresponds to a non-linear decision boundary in X. One of the most
important design decisions in SVM learning is the choice of kernel function K because
the hyperplane is defined completely by inner products between vectors in F and cal-
culated through the kernel function K. Moreover, K takes vectors from the input space
X and directly calculates inner products in F without having to represent or even know
the exact form of these vectors, hence the implicit mapping and computational benefit
[1]. In the light of the above it is not hard to see that the way in which K is calculated
is crucial for the success of the classification process.

Notice that an inner product is in fact one of the most simple similarity measures
between vectors as it gives much information about the position of these vectors in
relation to each other. In that sense the learning process can benefit a lot from the use
of special purpose similarity or dissimilarity measures in the calculation of K [2, 3, 4].

Author funded by a doctoral grant of the institute for advancement of scientific technological
research in Flanders (IWT).
Author funded by a doctoral grant of the Vrije Universiteit Brussel.

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 861–870, 2006.
c Springer-Verlag Berlin Heidelberg 2006
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However, incorporating such knowledge in a kernel function is not trivial as a kernel
function has to satisfy a number of properties that result directly from the definition of
the inner product.

This paper concentrates on the use of SVMs on string data. Applying SVMs on such
data involves a number of issues that need to be addressed, i.e. SVMs are defined on real
vectors and not on string data. In general two approaches exist : i) the transformation
approach, i.e. transform the discrete data to real vectors and ii) the direct approach, i.e.
define kernel functions that work on string data but calculate real inner products in F.
The transformation approach has been successfully applied to the classification of large
texts and is in that context generally known as the bag-of-words approach [5]. For other
applications, where classification is done more at the word level, and where a word that
has to be classified (the focus word) is represented by a context of p words in front and q
words after the focus word, the data is transformed to a real format in a order preserving
way. We will refer to this approach as the orthonormal vector approach [4, 6].

This paper focuses on classification problems at the word level as described above,
but in contrast to what is commonly done we will not be making use of the transforma-
tion approach and orthonormal vectors but we will be making use of the direct approach.
It will be argued that it is better to work directly on the contexts in stead of working
on a transformed high-dimensional sparse format because, in this way it is much easier
to incorporate special purpose (dis)similarity measures into the kernel function as such
measures are defined on the string data itself and not on a high-dimensional representa-
tion of that data. This approach will be referred to as the context-based approach.

2 Sliding Windows and Contexts

Consider a collection S of sequences s. Every sequence s consists of an ordered succes-
sion of symbols, i.e. s sk0 sk s 1 with s the length of the sequence and with ski D
a set (henceforth called a dictionary) of symbols indexed according to ki 0 n
with D n the cardinality of the dictionary D and i 0 s 1. Contexts are now
formed by sliding a window over the sequences s S , i.e. for every sequence s a set of
instances I (s) containing s contexts with a window size r (p q 1) is constructed as
follows I (s) s (i p) : (i q) 0 i s 1 with p the size of the left context, q
the size of the right context and with s i : j ski sk j the subsequence of symbols
from index i to j in the sequence s. The total set of contexts is now formed by taking
the union of all the I (s), i.e. I (S )

S
I (s). Notice that for subsequences with indexes

i 0 and j s 1 corresponding positions are filled with the special symbol ‘ ‘
which can be considered as the empty symbol. Also note that this symbol is assigned
the index 0 in the dictionary D.

2.1 Representing Contexts by Orthonormal Vectors

A well-known approach to representing contexts as suitable vectors to do SVM learn-
ing is by encoding them with orthonormal vectors. An orthonormal vector is a vector of
length n representing a symbol from D. An orthonormal vector has all zero components
except for the component corresponding to the index in D of the symbol it represents,
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in total there are n orthonormal vectors, i.e. one for each symbol in D. Usually the only
non-zero component takes the value of 1 (although other values are also possible as we
will see in Section (3.2)), complete vectors are now formed by concatenating all or-
thonormal vectors corresponding to the symbols in the sequence, the dimensionality of
such a complete vector is n r with only r non-zero components. Consider the following
example.

Example 1. Gene finding systems have the purpose to identify regions that encode pro-
teins in a raw DNA sequence. One subtask in this process is known as splice site pre-
diction. Note that a DNA sequence is essentially a sequence of nucleotides represented
by a four letter alphabet (or dictionary) D . Without going into detail splice
site prediction instances can be represented by considering adjacent nucleotides at fixed
positions relative to the candidate splice site, i.e. a context of p positions upstream and
q adjacent positions downstream the candidate. Assuming that the symbols in the dic-
tionary are indexed alphabetically we get the following four orthonormal vectors:

(v1 0 0 0) (0 v2 0 0) (0 0 v3 0) and (0 0 0 v4). In its most basic
form v 1 although other values are possible as it will be shown in Section 3. For
now assume that v 1. Next, complete instances are formed by concatenating above
vectors according to the occurrence of the symbols in the sequence, i.e. the sequence
( ) becomes (1 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0).

Reasoning about such vectors, e.g. reasoning about the similarity between orthonormal
vectors is not easy because it is not directly observable what context they represent.
Moreover, similarity measures one would like to use in the kernel function are defined
on contexts and not on orthonormal representations of such contexts.

2.2 Representing Contexts by Their Index in the Dictionary

For the reasons mentioned above, we believe that it is better to reason about contexts at
the level of the symbols themselves. However, calculating with such context vectors is
not e cient at all because the di erent symbols of the context will have to be checked
for equality and the complexity of comparing 2 strings is proportional to the length of
the longest string in the comparison. Note that one of the most important requirements
for a kernel is for it to be computationally e cient as it has to be calculated for all
pairs of vectors in the training set. For these reasons we will represent the symbols by
their index ki in the dictionary D. In this way we only have to compare integers and not
strings.

3 Context Kernels from a Distance Function Viewpoint

Notice that from now on we will be reasoning about vectors x x X with X l

the input space of the SVM with l the space of all contexts with r the window size as
before and l the total length of the contexts with components xi xi D. When doing
calculations and talking about implementation, for reasons of e ciency, the contexts
will be represented by the index of the symbols in D as discussed in the previous section.
Next, orthonormal vectors will be denoted by x̃ x̃ X̃ with X̃ l n with n the
cardinality of D as before.
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Before we start however, we need to define what it means for a kernel to be valid.
It was already mentioned in the introduction that kernels need to satisfy a number of
conditions that follow directly from the fact that they define inner products in a Repro-
ducing Kernel Hilbert Space (RKHS) associated with the kernel.

3.1 Positive Semi-definite and Conditionally Positive Definite Kernels

Let’s start with a general definition of a kernel function and subsequently refine it to two
more specific types of kernels known as positive semi-definite (PSD) and conditionally
positive definite (CPD) kernels.

Definition 1. A kernel is a symmetric function K : X X so that for all xi and x j

in X, K(xi x j) (xi) (x j) where is a (non-linear) mapping from the input space
X into the Hilbert space F provided with the inner product .

But not all symmetric functions over X X are kernels that can be used in a SVM. Since
a kernel K is related to an inner product, cfr. the definition above, it has to satisfy some
conditions that arise naturally from the definition of an inner product and are given by
Mercer’s theorem: the kernel function has to be positive semi-definite (PSD).

Definition 2. A symmetric function K : X X which for all m , xi x j X
gives rise to a positive semi-definite (PSD) kernel matrix, i.e. for which for all ci

we have:
m

i j 1

cic jKi j 0 where Ki j K(xi x j) (1)

is called a positive semi-definite (PSD) kernel.

In practice, the requirement of a kernel to be PSD turns out to be a very strict assump-
tion. Many special purpose or sophisticated similarity and dissimilarity measures that
one would like to incorporate in the learning process do not satisfy the requirement of
being PSD.

One particular class of non-PSD kernels is the class of conditionally positive definite
(CPD) kernels. For this type of kernel functions it has been shown that they can be used
as generalized distances in the feature space [7, 2].

Definition 3. A symmetric function K : X X which satisfies (1) for all m ,
xi X and for all ci with the extra condition:

m

i 1

ci 0 (2)

is called a conditionally positive definite (CPD) kernel.

3.2 A Weighted Distance Between Contexts

Consider the following weighted distance function that works on contexts x and x
X l with x, x and D with D n as before:

dw : X X : dw(x x )
l 1

i 0

wid(xi xi) (3)
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with d(xi xi) 0 i f xi xi else 1. Notice that in order for dw to be always
positive and make sense, all the wi should be greater than 0. Next, when doing calcula-
tions, we will present the contexts by their index in D as discussed before. Therefore,
consider the following alternative expression to calculate the RHS of Equation (3):

wid(xi xi ) wi (ki li) (4)

with ki li 0 n the indexes of xi and xi in D and with : 0 n 0 n
wi 0 :

(ki li) wi i f ki li 0 else 0 (5)

Notice that by making use of Equations (4) and (5) we avoid doing any string com-
parisons and moreover isolating the wi in (4) and (5) will allow us to calculate our
weighted inner product by at most l integer comparisons and floating point sums. This
will be shown in the next section.

3.3 A Weighted Inner Product Between Contexts

We start by defining an inner product based on the distance from Equation (3) and
making use of the alternative formulation in (4) and (5) gives rise to the following
definition:

: X X : x x
l 1

i 0

(ki li) (6)

Next, it will be argued that above inner product is equivalent to the standard inner
product between the corresponding orthonormal vectors. This is stated in the following
proposition.

Proposition 1. Let X l be a discrete space with contexts x and x with l the length
of the contexts, with components xi and xi D and with D n as before. Let X̃

n l be the space of n l-dimensional vectors x̃ and x̃ the corresponding orthonormal
vector representation of the vectors x and x as follows: x̃ ([x̃]0 [x̃]l 1), x̃
[x̃ ]0 [x̃ ]l 1 , with [x̃]i and [x̃ ]i the orthonormal vectors as defined in Example 1

and corresponding to the symbols xi and xi respectively and with v w0 wn .
Then, the function as defined in Equation (6) is positive semi-definite (PSD) and
x x x̃ x̃ .

Proof. We will prove that x x x̃ x̃ , the positive definiteness of the function
will follow automatically. We start by noting that the vectors x̃ and x̃ are composed out
of l orthonormal vectors and every [x̃]i corresponds with the symbol xi from the vector
x. For l 1 and x x X 1 we have the following:

x x (k0 l0)
w0 if x0 x0
0 if x0 x0

For the discrete case this follows directly from the definition of the kernel function and
the distance function it is based on, see Equations (4),(5) and (6). For the orthonormal
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case it is su cient to note that for the inner products between all orthonormal vectors
[x̃]i [x̃ ]i it holds that:

[x̃]i [x̃ ]i
wi if [x̃]i [x̃ ]i

0 if [x̃]i [x̃ ]i
(7)

Next, because l 1 we need only one orthonormal vector to construct complete in-
stances, i.e. x̃ [x̃]0 and x̃ [x̃ ]0 and thus:

x̃ x̃
l 1

i 0

[x̃]i [x̃ ]i (8)

[x̃]0 [x̃ ]0

(k0 l0)

Where the last step is justified by Equation (7) and by the assumption that [x̃]i is the
orthonormal vector corresponding to the symbol xi. Next, assume that the proposition
holds for l m. Subsequently, we will prove that the proposition holds for l m 1
and by induction we will be able to conclude that it holds for all l. We start by showing
that the calculation of the kernel values for l m 1 can be decomposed in terms of
l m:

x x
m 1

i 0

(ki li)
wm if xm xm
0 if xm xm

(9)

Now it can be readily seen that the the proposition holds for l m 1 because we know by
assumption that for the left part of the RHS of Equation (9) it holds that m 1

i 0 (ki li)
m 1
i 0 [x̃]i [x̃ ]i and for the right part of the RHS making use of Equations (7) and (8)

xm xm and xm xm implies [x̃]m [x̃ ]m wm and 0 respectively.

Next, it will be shown how the above inner product can be used in more complex kernel
functions that are suited to do SVM learning for problems with more complicated non-
linear decision boundaries.

3.4 Context-Sensitive Kernel Functions

Two kernels will be described in this section, both based on standard kernel functions,
i.e. the polynomial kernel and the radial basis kernel [1]. For w 1 the kernels are
actually equal to these kernels, however for w 1 they are not the same and in that case
we call them context-sensitive as they take into account the amount of information that
is present at every position i in the contexts through the weights wi. We start with the
polynomial based kernel, consider the following proposition:

Proposition 2. Let X l be a discrete space with contexts x and x with l the length
of the contexts, with components xi and xi D with indexes ki and li respectively and
with D n as before. Let X̃ n l be the space of n l-dimensional vectors x̃ and
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x̃ the corresponding orthonormal vector representation of the vectors x and x as in
Proposition 1, then the kernel function K : X X :

K(x x )
l 1

i 0

(ki li) c d (10)

is positive semi-definite. For w 1 we call the kernel KS OK (Simple Overlap Kernel)
and for w 1 we call the kernel KWOK (Weighted Overlap Kernel).

Proof. The proof is very simple and follows directly by application of Proposition 1,
i.e. l 1

i 0 (ki li) x x x̃ x̃ and the closure properties of kernels [1].

Notice that in practice K will often be normalized, i.e. scaled between 0 and 1.
Next, we describe the radial basis function based kernel, but first we need a result

by Christian Berg dating back to 1984 [7].

Theorem 1. Let X be the input space as before and let K : X X be a kernel then
K is CPD if and only if exp ( K) is PSD for all 0.

Note that the following kernel has already been introduced in previous work [8, 4] how-
ever here we give a proof of its validity and in addition we link it back to the distance
dw the inner product from Equation 6 is based on.

Proposition 3. Let X l be a discrete space with contexts x and x with l the length
of the contexts, with components xi and xi D with D n as before. Let X̃ n l be
the space of n l-dimensional vectors x̃ and x̃ the corresponding orthonormal vector
representation of the vectors x and x as in Proposition 1, then the kernel function
K : X X :

K(x x ) exp 2 dw(x x ) (11)

is positive semi-definite. For w 1 we call the kernel KORBF (Overlap Radial Basis
Function) and for w 1 we call the kernel KWRBF (Weighted Radial Basis Function).

Proof. First of all it is noticed that for real vectors the negative squared Euclidean dis-
tance 2 is CPD, for more details the reader is referred to [7, 2]. Next, by making
use of Equations 6 and 4 and by application of Proposition 1 it can be readily seen that:

2dw(x x ) 2
l 1

i 0

wi (ki li)

l 1

i 0

wi 2
l 1

i 0

(ki li)
l 1

i 0

wi

x x 2 x x x x

x̃ x̃
2

(12)

with x̃ x̃ n l the orthonormal vectors corresponding to the symbolic vectors x x
l and thus we can conclude that (12) is CPD which makes Equation 10 PSD by appli-

cation of Theorem 1.

As a final remark note that the factor 2 in Equation 11 can actually be dropped as can
be used to scale dw in any way we want.
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4 Experiments

We will be describing experiments on two di erent tasks where instances can be repre-
sented by sliding a window over a sequence of strings as described in Section 2. Note
that it is not our purpose here to improve the state of the art results for each task, but that
we are interested in comparing the weighted kernels with the unweighted kernels. The
experiments have been done with LIBSVM, a C C and Java library for SVMs [9]. As
a weighting scheme we used a quantity called information gain ratio which calculates
for every feature the amount of information it contains with respect to the determination
of the class label, for more details we refer to [8].

4.1 Part-of-Speech Tagging

Part-of-speech (POS) tagging is the process of marking up the words in a text with their
corresponding parts of speech, i.e. the syntactic categories that words belong to, for
more information the reader is referred to [10]. For the experiments we used a dataset
that has been extracted from the WSJ corpus, it consists of a training set of 497522
instances and a test set of 46512 instances. Every instance consists out of one single
symbol, i.e. the word in the sentence, in total we consider 37 syntactical categories
and we use a window size 10. Finally, for multi-class classification a one-against-
one method is used [9] and for the evaluation of the results we use a python script
which calculates for every class the precision, recall and F 1 rate. Additionally it also
calculates the overall precision, recall and F 1 rate. The F 1 rate serves to assess
the global performance, it is calculated by a combination of precision and recall, i.e.

F 1
( 2 1) precision recall

2 precision recall .
Next we give the results for POS tagging with the polynomial based kernel from

Equation 10. Notice that for a classification problem with 37 classes 666 classifiers
have to be trained. For this reason we did not do a complete parameter optimization,
but we give the results for 3 di erent values of the SVM cost parameter C. The other
parameters are fixed as c 0 and d 2 because previous work has shown that this
is actually the best choice. To start note that the indicated significance intervals for
the F rates have been obtained with bootstrap resampling [11]. F rates outside of these
intervals are assumed to be significantly di erent from the related F rate (p 0 05). In
the left side of Table 1 it can be seen that the WOK outperforms the SOK for all values
of C although the di erences are rather small, for C 1 and C 25 the di erences are
not significant, for C 5 the results are considered to be significantly di erent although

Table 1. Results for POS tagging. The F rates and the number of support vectors for the simple
overlap kernel (SOK) and the weighted overlap kernel (WOK) with information gain ratio.

F 1 #S V s
C kernel S OK(d 2 c 0) WOK(gr)(d 2 c 0) S OK WOK(gr)

1 77 80 1 11 78 80 1 02 237231 206256
5 79 98 1 03 81 11 1 06 240211 208635

25 79 90 1 17 80 85 1 08 242787 208629
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only with a small margin. Nevertheless, there is another positive side e ect in the use
of gain ratio weights : both the model complexity and the time needed for the SVM to
converge drop significantly, for the model complexity this can be seen in the right side
of Table 1.

Note that in previous work [6] we performed more in-depth experiments on a natural
language task called named entity recognition. In these experiments the same tendencies
can be observed. In addition as a motivation for the use of gain ratio as weights the
reader is referred to [8].

4.2 Splice Site Prediction

In Example 1 it was already explained that splice site prediction is a subtask in the
gene finding process where it is the purpose to identify regions that encode proteins in
a raw DNA sequence. In general a gene is not a continuous sequence in the DNA but
usually consists of a set of coding fragments known as exons that are separated by non-
coding fragments known as introns. Most of such introns start with the consensus
dinucleotide called a donor site and end with the consensus dinucleotide called an
acceptor site. In splice site prediction it is the purpose to automatically predict which

dinucleotides are donor or acceptor sites. In this paper we will only be predicting
donor sites making use of a data set of human genes called HumGS making use of
a context of 10 nucleotides both before and after the candidate splice site, for more
details the reader is referred to [12].

To optimize the parameters we perform 2 fold cross-validation and a fine-grained
grid search on a subset of 17278 candidate donor sites (4778 actual and 12500 pseudo
donor sites). Notice that accuracy here is given as a measure known as FP95% which
measures the number of false positive classifications at a sensitivity rate of 95% with
sensitivity calculated as the number of true positive predictions over the sum of false
negative and true positive predictions, for more details see [12]. Testing is done on a test
set with 955 actual and 2500 pseudo donor sites. From Table 2 it can be seen that the
WRBF with gain ratio weights performs best. Furthermore, in the same way as for POS
tagging all weighted kernels perform better than their unweighted counterparts both in
terms of FP95% and model complexity.

Table 2. Results for splice site prediction. False positive rate at a sensitivity level of 95% (top)
and model complexity (bottom). Note that lower FP95% rates are better than higher ones.

S OK WOK(gr) ORBF WRBF(gr)

FP95% 7 28% 7 12% 7 36% 6 76%
#S V s 3677 2947 3419 2971

parameters (C 0 5 d 2 c 0) (C 2 d 2 c 0) (C 2 0 03) (C 8 0 0 5)

5 Conclusion

This paper described the use of SVMs on applications characterized by sliding a win-
dow over a sequence of symbols. For this type of applications we described a di erent
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viewpoint completely based on distance functions defined on contexts. The advantage
of this approach is a much more intuitive setting to design and reflect about this type
of kernel functions. The latter was illustrated by extending the idea of a weighted dis-
tance function to kernel functions and SVMs. In general the approach is also usable
on continuous data and with di erent distance functions. Finally, the experimental re-
sults showed that the weighted kernel functions making use of information gain ratio
weights outperform their unweighted counterparts not only in terms of accuracy but
also in terms of model complexity.
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Abstract. Support Vector Machines (SVMs) are learning machines that can 
perform binary classification (pattern recognition) and real valued function ap-
proximation (regression estimation) tasks. An inverse problem of SVMs is how 
to split a given dataset into two clusters such that the maximum margin between 
the two clusters is attained. Here the margin is defined according to the separat-
ing hyper-plane generated by support vectors. This paper investigates the in-
verse problem of SVMs by designing a parallel genetic algorithm. Experiments 
show that this algorithm can greatly decrease time complexity by the use of par-
allel processing. This study on the inverse problem of SVMs is motivated by 
designing a heuristic algorithm for generating decision trees with high generali-
zation capability. 

1   Introduction 

Support vector machines (SVMs) are a classification technique of machine learning 
based on statistical learning theory [1, 2]. Considering a classification problem with 
two classes, SVMs are used to construct an optimal hyper-plane that maximizes the 
margin between two classes. According to Vapnik statistical learning theory [1, 3], 
the maximum of margin implies an extraordinary generalization capability and good 
performances of SVM classifiers [4, 5]. So far, SVMs have already been successfully 
applied to many real fields. This paper aims to make preparation for SVM’s applica-
tion to decision tree generation. 

Given a training set, a general procedure for generating a decision tree can be 
briefly described as follows: 

The entire training set is first considered as the root node of the tree. Then the root 
node is split into two sub-nodes based on appropriate heuristic information. If the 
instances in a sub-node belong to one class, then the sub-node is regarded as a leaf 
node, else we continue to split the sub-node based on the heuristic information. This 
process repeats itself until all leaf nodes are generated. The most popular heuristic 
information used in the decision tree generation is the minimum entropy. This heuris-
tic information has many advantages such as small leaf numbers and less computa-
tional effort. However, it has a serious disadvantage – the poor generalization  
capability. 
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The investigation into the inverse problem of SVMs is motivated by designing a 
new decision tree generation procedure to improve the generalization capability of 
existing decision tree programs based on minimum entropy heuristic. Due to the rela-
tionship between the margin of SVMs and the generalization capability, the split with 
maximum margin may be considered as the new heuristic information for generating 
decision trees.  

This paper has the following organization; Section 2 briefly reviews the basic con-
cept of support vector machines. Section 3 proposes the inverse problem of SVMs 
and designs a parallel genetic algorithm to solve this problem. Section 4 gives some 
experiment results to demonstrate the feasibility and effectiveness of the parallel ge-
netic algorithm, especially in the way of time complexity. And the last section briefly 
concludes this paper. 

2   Support Vector Machines 

2.1   The Basic Problem of SVMs 

Let { }1 1 2 2( , ), ( , ), , ( , )N NS x y x y x y= L be a training set, where n
ix R∈ and 

{ 1,1}iy ∈ −  for 1,2, ,i N= L . The optimal hyper-plane of S is defined 

as ( ) 0f x = , where 

( )0 0( )f x w x b= ⋅ +  (1) 

0
0 1

N

j j jj
w y xα

=
=  (2) 

( )0 01

n i i

i
w x w x

=
⋅ = ⋅ is the inner product of the two vectors, where 

1 2
0 0 0 0( , , , )nw w w w= L  and 1 2( , , , )nx x x x= L . The vector 0w  can be determined 

according to the following quadratic programming [1]  

( )1 , 1

1

1
Maximum ( )

2

Subject to 0; 0, 1, 2, ,

N N

i i j i j i ji i j

N

j j ij

W y y x x

y C i N

α α α α

α α

= =

=

= − ⋅

= ≥ ≥ = L

 (3) 

where C is a positive constant. The constant 0b  is given by  

( )0
0 1

N

i i j j jj
b y x y xα

=
= − ⋅  (4) 

Substituting (2) for 0w  in (1), we have  

( )0
01

( )
N

i i ii
f x y x x bα

=
= ⋅ +  (5) 
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We can identify separability of two subsets by checking whether the following ine-
qualities  

( )0 1; 1,2, ,i iy w x b i N⋅ + ≥ = L  (6) 

hold well[1]. 
A procedure to compute a maximum margin for two subsets is described below. 

Procedure 1. The constant C in equation (3) is selected to be large at first. 

Step 1. Solve the quadratic programming (3). 
Step 2. Determine the separating hyper-plane (5) according to (4). 
Step 3. Check the separability between two subsets according to inequalities (6). 
Step 4. Let the margin be 0 if the two subsets are not separable. 

Step 5. Compute the maximum margin according to ( )0 01 w w⋅  for the separable 

case where the vector w is determined by (2). 

2.2   Generalization in Feature Space 

In practice, the performance of SVMs based on the previous section may not be very 
suitable for the nonlinear-separable cases in the original space. To improve the per-
formance and to reduce the computational load for the nonlinear separable datasets, 
Vapnik [1] extended the SVMs from the original space to the feature space. The key 
concept of the extension is that a SVM first maps the original input space into a high-
dimensional feature space through some nonlinear mapping, and then constructs an 
optimal separating hyper-plane in the feature space. Without any knowledge of the 
mapping, the SVM can find the optimal hyper-plane by using the dot product function 
in the feature space. The dot function is usually called a kernel function. According to 
the Hilbert-Schmidt theorem [1], there exists a relationship between the original space 
and its feature space for the dot product of two points. That is  

1 2 1 2( ) ( , )z z K x x⋅ =  (7) 

where it is assumed that a mapping Φ  from the original space to the feature space 

exists, such that 1 1( )x zΦ =  and 2 2( )x zΦ = , and 1 2( , )K x x  is conventionally 

called a kernel function satisfying the Mercer theorem [1]. Usually the following three 
types of kernel functions can be used: polynomial with degree p, radial basis function 

and sigmoid function [1]. Replacing the inner product ( )1 2x x⋅  in (5) with the kernel 

function ( )1 2,K x x , the optimal separating hyper-plane becomes the following 

form: 

( )0
01

( ) ,
N

i i ii
f x y K x x bα

=
= +  (8) 

It is worth noting that the conclusion of section 2.1 is still valid in the feature space if 

we substitute ( )1 2,K x x  for the inner product ( )1 2x x⋅ . 
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3   An Inverse Problem of SVMs and Its Solution Based on Genetic 
Algorithms 

For a given dataset for which no class labels are assigned to instances, we can ran-
domly split the dataset into two subsets. Suppose that one is the positive instance 
subset and the other is the negative instance subset, we can calculate the maximum 
margin between the two subsets according to Procedure 1 where the margin is equal 
to 0 for the non-separable case. Obviously, the calculated margin depends on the 
random split of the dataset. Our problem is how to split the dataset such that the mar-
gin calculated according to Procedure 1 attains the maximum. 

It is an optimization problem. We mathematically formulate it as follows: 

Let { }1 2, , , NS x x x= L  be a dataset and n
ix R∈  for 1,2, ,i N= L , 

{ }| is a function from to {1, 1}f f SΩ = − . Given a function f ∈Ω , the dataset 

can be split into two subsets and the margin can then be calculated by Procedure 1. 
We denote the calculated margin (the functional) by Margin( )f . Then the inverse 

problem is formulated as 

( )Maximum Margin( )f f∈Ω  (9) 

Due to the exponentially increased complexity, it is not feasible to enumerate all 
possible functions in Ω  for calculating their margins according to Procedure 1. It is 
difficult to give an exact algorithm for solving the optimization problem (9). Here we 
can design a genetic algorithm to solve (9). 

First, we briefly review the main steps of a general simple genetic algorithm [9]. 

Procedure 2. A general procedure of genetic algorithms for solving an optimization 
problem with several variables: 

Step 1. Determine the encoding mechanism for representing the optimization prob-
lem’s variables. 

Step 2. Initialize the population, which contains a number of encoded samples 
(called chromosomes) based on the encoding mechanism. 

Step 3. Specify the fitness function, which normally takes the values in [0, 1] and is 
defined in the set of all chromosomes. 

Step 4. Select parents (chromosomes) from the current population according to 
their fitness values.  

Step 5. Produce their offspring via the crossover operation, which usually means to 
partially exchange genes of two parent chromosomes. 

Step 6. Conduct mutation operation, i.e., genes of the offspring chromosome 
change with a certain probability. 

Step 7. Consider all offspring as the new population and check whether a termina-
tion criterion is reached. If yes, go to step 8, else, go to step 4. 

Step 8. Stop. 
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Then, we can design a genetic algorithm to solve the proposed inverse problem of 
SVMs according to the above Procedure 2.  

Procedure 3. A general procedure of genetic algorithms for solving the proposed 
inverse problem of SVMs: 

Step 1. Each function f ∈Ω  corresponds to a binary partition of the dataset S. 

Therefore each f can be viewed as a N-dimensional vector such as 100011101L01 
with N bits. Each bit taking value 0 or 1 is regarded as a gene corresponding to an 
instance in S. Thus, each chromosome (a bit string such as 100011101L01) consist-
ing of N genes represents a function in Ω  where, if a bit is 1, it means that the corre-
sponding instance is positive; and a value 0 represents that the corresponding instance 
is negative. The fixed length of each chromosome’s coding is N, the number of in-
stances of the initial dataset. 

Step 2. Given an integer M denoting the size of the population, uniformly generate 
N random numbers (0 or 1), which constitute a chromosome. Repeat M times and 
hence generate M chromosomes. 

Step 3. Noting that each chromosome can determine a training set given in Section 
2, we define the fitness value for each chromosome as the margin value computed by 
Procedure 1. Here the fitness value is 0 if the chromosome corresponds to a non-
separable training set, and is the real margin of the SVM if the chromosome corre-
sponds to a separable training set. 

Step 4. Reproduction. This is a process in which individual strings are copied in 
terms of their fitness values. In traditional textbook manner, the reproduction is con-
ducted by a technique of roulette-wheel parent selection, which indicates that the 
probability with which an individual is selected is proportional to its fitness value. 
This technique can be implemented algorithmically as follows [7]: 

(1) Let the population be{1,2, , }ML and ( )f j  denotes the fitness value of the j-th 

individual. Compute 
1

( ) ( 1,2, , )
i

i j
s f j i M

=
= = L . 

(2) Generate a random number α  uniformly distributed in the interval [0, Ms ]. 

(3) Return the first individual whose fitness value plus the values of fitness of the 
previous individuals are greater than or equal to α . That is, this step returns the k-th 

individual with the property 1k ks sα− < ≤ . 

The reproduction is used to generate M parent candidates. We suppose that the M 
parent candidates contain the individual with the highest fitness. (If not, we can spec-
ify the individual with the highest fitness as a candidate). 

Step 5. Crossover.  Reproduction results in a mating pool consisting of M parent 
candidates. Then 2M  pairs of parents are randomly selected from the pool. The 

crossover site (a bit position) is also selected randomly. The crossover happens with 

probability cp  for each selected pair.  This crossover operator leads to 2M  pairs of 

offspring, i.e., M new chromosomes. 
Step 6. Mutation. It means that a bit of an offspring chromosome is replaced with a 

randomly chosen bit. The mutation is performed with probability mp  for each chro-

mosome. 
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Step 7. Calculate the M parents’ fitness values and place them with their M chil-
dren to form a set of 2M chromosomes. Sort the 2M chromosomes based on their 
fitness values from big to small, and then choose the first M chromosomes with the 
highest fitness values as the population of the next generation. 

Step 8. The predefined maximum number of generations, T, is chosen as the termi-
nation criterion. If the generation number is less T then go to Step 4; else go to Step 9. 

Step 9. Output the first chromosomes and its fitness value. According to this chro-
mosome, in which value 1 corresponds to a positive instance and value 0 corresponds 
to a negative instance, the final partition (split) of the initial dataset is obtained. And 
the outputted fitness value is the maximum margin. Stop. 

The decision function f obtained through the above algorithm denotes the optimal 
or approximately optimal solution of problem (9) when the parameters in GA are 
selected properly. In addition, it is worth mentioning that genetic algorithms cannot 
be guaranteed to obtain the optimal solution every time, so it is expected they will 
have a big probability for obtaining the optimal or approximately optimal solution. To 
raise the probability of obtaining the optimal solution, one needs to increase the popu-
lation size or the maximum number of generations, which obviously is at the price of 
increased running time. 

One main reason that the proposed genetic algorithm has large time complexity is 
the process of solving quadratic programs; that is, calculating each chromosome’s 
fitness value. How to reduce the time complexity of the algorithm (for large databases 
especially) is a very important issue to be investigated. Here we use the method of 
parallel processing on Linux Clusters to solve this problem. 

Procedure 4. A parallel procedure of genetic algorithms for solving the proposed 
inverse problem of SVMs: 

Step 1. Choose the same encoding mechanism as Procedure 3. Specify the penalty 
factor C, the maximum number of generations MaxG, the population size M, the 

crossover probability cp , the mutation probability mp  and the fixed length of each 

chromosome’s coding N, which is the number of instances of the initial dataset.  
Step 2. Let the master process generate M chromosomes as the first population on 

the master node of Linux Clusters. 
Step 3. Calculate each chromosome’s fitness value on slave nodes by parallel 

method, that is, the margin value computed by Procedure 1. We describe it in detail 
by pseudo codes as follows: 

for i = 1 to numtask par-do 
calculate each chromosome’s fitness value; 

end for 
This is a parallel statement, where numtask is the number of chromosomes proc-

essed by every slave process on the corresponding slave node, and i is the number of 
slave processes (slave node). It is important that a synchronization mechanism is used 
in order to avoid any problems when parallel computation is completed. 

Step 4. Reproduction. This is the same as Procedure 3; however, it is only done on 
the master node. The reproduction will generate another set of M parent candidates, 
which are put into the buffer called a mating pool. 
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Step 5. Crossover. This operation is just for the M candidates from the mating 
pool, and is done on the master node. 

Step 6. Mutation. It is also for the M candidates and is done on the master node. 
Step 7. Calculate the M candidates’ fitness values as in Step 3. In succession, sort 

the 2M chromosomes based on their fitness values from big to small, and then choose 
the first M chromosomes with the highest fitness values as the population of the next 
generation. 

Step 8. If the generation number is less MaxG then go to Step 4; else go to Step 9. 
Step 9. Output the final result, the first chromosome and its fitness value, i.e., the 

best chromosome and the maximum margin. Stop. 

Here our parallel algorithm is a global single-population master-slave genetic algo-
rithm [8]. In a master-slave genetic algorithm there is a single population (just as in a 
simple genetic algorithm), but the process to get each chromosome’s fitness value, 
which consumes more time, is distributed among slave nodes and done by means of 
parallel processing. Since in this type of parallel genetic algorithm, selection and 
crossover consider the entire population, it is also known as a global parallel genetic 
algorithm. 

4   Experimental Results 

Experimental environment refers to Table 1(a) & (b). 
To verify the effectiveness of the parallel genetic algorithm, we construct a small 

dataset with 20 2-dimensional points (Table 2). The parameters specified in the paral-
lel algorithm are shown in Table 3. Table 4 is the experimental results of the above 
dataset on the original space for the parallel genetic algorithm, which shows the rela-
tionship between the running time and the number of computing nodes. From Table 4 
one can see that the running time of the parallel genetic algorithm is significantly 
reduced with the number of computing nodes increased.  

A well-known dataset called Iris [9] is selected to verify the advantage of the paral-
lel algorithm. We used 50 samples of the dataset (25 from the second class and an-
other 25 from the third class) for the verification. Table 5 shows the running time 
change with the increase of computing nodes. From Table 5 we observe that the run-
ning time rapidly decreases with the computing nodes. The decrease is significant, 
because the process to get each chromosome’s fitness value, which has larger time 
complexity, is done by means of parallel processing. 

Table 1(a). Node devices configuration 

CPU                                                           Intel Pentium 4 Xeon 3.06GHz ×2 

Memory                                                                     512MB DDR 
Bus                                                                                  PCI-X 
Disk                                                                               80G IDE 
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Table 1(b). Cluster configuration 

No. of  computing nodes                                                         16 
No. of  management nodes                                                       2 
Network                                                           100M-Ethernet, 2G-Myrinet 
Operating system                                                             Redhat 9.0 
Programming environment                                                MPICH 

Table 2. A small dataset 

Case Feature1 Feature2            Case Feature1 Feature2 
1 0.116 0.710                  11 0.422 0.306 
2 0.248 0.860                  12 0.574 0.396 
3 0.362 0.798                  13 0.748 0.308 
4 0.254 0.642                  14 0.560 0.194 
5 0.116 0.532                  15 0.598 0.308 
6 0.150 0.852                  16 0.656 0.512 
7 0.188 0.760                  17 0.626 0.562 
8 0.282 0.750                  18 0.766 0.436 
9 0.168 0.640                  19 0.780 0.562 
10 0.358 0.640                  20 0.666 0.398 

Table 3. Parameters in genetic algorithm 

POPSIZE=90                                                                       Size of population 
PC=0.7                                                                             Probability of crossover 
PM=0.6                                                                             Probability of mutation 
NB=0.3                                                                            Gen mutation proportion 
MAXGENERATION=20                                                  Maximum generation 
C=100                                                                                      Penalty factor 

Table 4. Experimental results on the original space of the dataset (Table 2) 

No. of computing nodes Time (minutes) The best margin 
3 9.567 0.421 
6 5.825 0.421 

15 4.507 0.421 

Table 5. Running time with an increase of computing nodes in the Iris dataset 

No. of computing nodes 3 6 9 10 15 

Time (minutes) 69.971 35.185 28.956 27.125 22.048 
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5   Concluding Remarks 

Motivated by design of a new heuristic procedure of generating decision trees with 
higher generalization capability, a genetic algorithm can be used to solve an inverse 
problem of SVMs, but its time complexity is larger. To overcome this disadvantage, 
this paper proposes an improved version, the parallel genetic algorithm, which can 
reduce time complexity significantly. 
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Abstract. An artificial neural network was used for sample preprocessing in this 
paper. Firstly, the data points were classified into three types as follows: the high 
load type, the medium load type and the low load type. Then, the artificial neural 
network was adopted to forecast the load type of the predict point. Finally, a 
support vector machine forecasting model was created on the basis of data points 
whose load type is the same as the predict point. Comparisons were made 
between different methods. The results show that the model established in this 
paper is better than other methods in forecasting accuracy and computing speed. 

1   Introduction 

Load is the foundation of a power system operation and planning. Short-term power 
load forecasting is very important to the electric network’s economic and stable 
running. With the development of the electric power market in China, a much higher 
forecasting precision is required than previously. According to research in Britain, an 
increase in forecasting errors of just 1% will result in an additional annual running cost 
of 17 million US dollars [1]. 

The traditional models for short-term power load forecasting such as the time series 
model and the regression analysis model [2], [3] are too simple to simulate the complex 
and fast changes of the short–term power load. 

With the development of artificial intelligence technique, the artificial neural 
network, radial based function network [4] and fuzzy logic method [5] are all now 
widely used in short-term load forecasting. As they can deal with the non-liner relation 
between the influencing factors and the load output, the forecasting precision is raised. 
Since all the artificial intelligence models are developed on the basis of the training 
sample, their forecasting speed and precision are, to a great extent, determined by the 
sample preprocessing. 

In this paper, the artificial neural network is adopted to forecast the load type of the 
predict point. Data points of the same load type will be selected as the training sample 
set for the support vector machine. After training, the support vector machine will be 
used to forecast the load of the predict point. It is the first time that the artificial neural 
network (ANN) will be combined with the support vector machine (SVM) in 
short-term load forecasting. This model is named as ANN-SVM model in this paper. 
The practical examples show that the ANN-SVM model outperforms other methods in 
forecasting accuracy and computing speed. 
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2   The Principle of Support Vector Machine 

In recent years, support vector machine (SVM) has been introduced by Vapnik [6] to 
solve machine learning tasks such as regression, pattern recognition and density 
estimation  

This approach is developed on the basis of statistical 1earning theory Unlike most 
traditional neural network models which implement the empirical risk minimization 
principle, the SVM implements the structural risk minimization principle which seeks to 
minimize the training error and a confidence interval term. This eventually results in a 
satisfactory performance of generalization. Due to its superior properties such as 
automatic selection on models (parameters and locations of basis functions), being 
trained with quadratic programming (global optimal solution exists) and good learning 
ability for small samples, the SVM has been receiving greater attention in recent years 
[7,8]. 

2.1   The Regression Function of SVM 

Let 1{( , )}N
i i iX y = be a given set of data points where iX is the i th input vector and 

iy the corresponding desired output. The output of the neural network is: 

( ) ( ),y f X W X bϕ= = +  (1) 

where W ,is the weight vector, b the bias and ( )Xϕ  the nonlinear mapping from the 

input space to the high dimensional feature space . ,⋅ ⋅  represents the inner product. 

According to the statistical 1earning theory, Function (2) is minimized to train 

W and b . 

( )( ) 2

1

1 1
,

2

N

iSVM i
i

R c L y f X W
N ε

=
= +  (2) 

where c is the regularized constant determining the trade-off between the empirical 

error and the regularization term, Lε is the commonly used ε -insensitive loss function 

introduced by Vapnik. 
Theε -insensitive loss function is shown as the following: 

( )
( )
0 ii

ii

y f X
L

y f X elsewhere
ε

ε

ε

− ≤
=

− −
 

(3) 

After the introduction of positive slack variables and Lagrange multipliers, Function 
(2) is equivalent to the following standard quadratic programming problem:  
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(4) 

where ( , )i jijQ K X X= is a kernel function, and iα  and *
iα  are two kinds of 

Lagrange multipliers. 
 Finally, Function (1) can be rewritten as the following: 

*

1

( ) ( ) ( , )
N

i ji i
i

f X K X X bα α
=

= − +
 

(5) 

According to the scarcity feature of SVM, the values of iα and *
iα are not always 

equivalent to zero. Those vectors whose iα  and *
iα  values are not equivalent to zero 

are the support vectors and they can determine the regression function ( )f X  [9]. 

2.2   The Training of SVM 

The training of SVM is the process used to solve Equation (4), which is also a 
quadratic programming problem. Usually the ISMO method is used in this process.   

The idea of the ISMO is to turn the problem of quadratic programming to a series 
of sub programming problems which only include two parameters. Neither additional 
matrix storage nor value iteration program in quadratic programming is necessary in 
ISMO because each sub-programming problem has an exact solution. This 
characteristic results in a high convergence rate [9]. 

The ISMO consists of three parts as follows: analytic expression of bivariate 
programming, heuristic rule used in the selection of optimum variables and the 
computing method for b . 

The minimum necessary condition for the optimized solution to Equation (4) is that 

a group of ia , ia∗  satisfies the Karush-Kuhn-Tucker (KKT) condition. Those variables 

that do not satisfy the KKT condition are selected directly as the optimum variables in 

ISMO. Shevade discovered that the information in ia and ia∗  can be used to judge the 

sample’s position in relation to the curved surface as expressed by Equation (5). For 

example, if ub is the smallest possible value of the samples above the curved surface, 

and lb  is the largest possible value of the samples below the curved surface, then the 

minimum necessary condition for KKT is as follows: 
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l ub b≤  (6) 

The ISMO method selects the optimum variables according to the condition 
mentioned above, which increases the computing efficiency. In order to guarantee the 
stability, the following condition is used to test the optimality of the solution: 

2l ub b τ≤ +  (7) 

where τ is the machine error [10]. 

3   ANN-SVM Model 

The short-term load forecasting system is a problem of multi-variables, which can be 
regarded as a process of function regression. The actual load is regarded as the output 
value of the function, while the corresponding influencing factors such as the history 
load, the meteorological information and the date type will be used as input variables. 
The training sample set is confirmed by ANN, which is used to deal with the historical 
data. The final purpose is to find a mapping of good generalization performance from 
the influencing factors to the actuarial load. 

3.1   Create the Sample Set 

According to the collected history data, the sample set is created as 1{( , )}N
i i iX y = . iX  

is the influencing factor set and iy  is the actual load value on the i th point. The total 

number of the data points is N . 
The influencing factor set is shown as the following: 

{ }1 2, , , , ,i i
i i i i i i iX L L T M W H− −=  (8) 

Where 1i
iL − is the actual load at the ( 1)i − th point, 2i

iL − the actual load at the 

( 2 )i − th point, iT the temperature, iM  the humidity, iW  the week type and iH  the 

holiday type on the i th point. 
The value of the week type is calculated, using: 

7i
wW =  (9) 

Where 1,2,3, 4,5,6,7w =  is the week value for the i th point. 

The value of the holiday type is calculated, using: 

1

0i

holiday
H

others
=  (10) 

Treat all the data of the sample with normalization and smoothing processing so that 
computing overflow will be avoided. 
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3.2   Load Type Classification 

According to the actual load value, the data points are classified into three types as 
follows: the high load type, the medium load type and the low load type. 

Correspondingly, the given set of data points 1{( , )}N
i i iX y =  is divided into three 

sub-sets, which are high load sub-set H , medium load sub-set M and low load 
sub-set S : 

( )

max max
1

min max
1

min min
1

max min

{( , )} ,

{( , )} ,

{( , )} ,

. . 1
3

m
i i i i

n
i i i i

l
i i i i

H X y y y y y

M X y y y y y y

S X y y y y y

m n l N
s t

y y y

∗
=

∗ ∗
=

∗
=

∗

= ∈ −

= ∈ + −

= ∈ +

+ + =

= −

 (11) 

where , ,m n l  is the quantity of the data points for each sub-set, maxy  is the largest 

load value in the given data point set and miny  the lowest load. 

Each load type is given a value as the output of the artificial neural network. The 
value for high load type is 0, the medium load type is 1/3 and the low load type is 1.0. 

3.3   Sample Preprocessing by ANN 

3.3.1   The Main Idea of ANN 
ANN is a network system containing a large number of simple processing elements, 
which are fully interconnected. In order to make the actual output close to any complex 
nonlinear mapping, its information processing procedure includes back propagation, 
forward propagation and weight adjustment. 

Since the multiplayer feed forward neural network based on BP algorithms has good 
capabilities in analogue classification, it is used here to simulate the mutual relations 
between the influencing factors and the load type of the data points. It has been proven 
that a single intermediate layer neural network can be close to any continuous function. 
Thereby the single intermediate layer neural network model is used in this paper. 

3.3.2   The Learning Algorithms of ANN 
ANN of BP algorithms is developed and its architecture is three layers comprised of the 
input layer, the intermediate layer and the output layer.  

In this paper the input equates to the influencing factors and the output is the load 
type. The learning algorithm of the BP Network is as follows: 

The first step: Set the initial parameter ω  and θ (ω  is the initial weight,θ is the 
critical value; randomly let both of them be a fairly small number). 

The second step: Input the known sample to the Network and calculate the output 

value jy , using: 
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1
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−
−−
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jiij x
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 (12) 

where ix is the input of that junction ),,1( mi = , ijω is the connection weight from i 

to j ),,1,,,1( njmi == , and let the initial weight be a fairly small number 

within [0,1]. jθ is the critical value and jy  is the calculated value. 

The third step: Adjust the weight coefficient ω  on the basis of the difference 

)( jj yd − between the known output value and the calculated one. 

The adjustment is calculated using: 

jjij xηδω =Δ  (13) 

whereη  is the ration coefficient (learning rate), jx  the input, jd the actual output of 

the sample, and jδ the output deviation. 

 Regardingη , it is a small number within the range [0,1]. Under the presupposition 

that oscillation is not stirred and a fairly high precision is guaranteed, the value of 
η can be increased step by step until a satisfactory training speed is reached. 

Regarding jx , it is the network input to the junctions in the intermediate layer, but to 

junctions in the output layer, it is the intermediate junctions’ output ),,1( nj = . 

Regarding jδ , it is a value related to the output deviation. To the junctions in the 

output layer, it is calculated using: 

(1 )( )j j i j jy d yδ η= − −  (14) 

To the junctions in the intermediate layer whose output are hard to compare, its 
value can be acquired by counter calculation using: 

(1 )j j j k jkx xδ δ ω= −  (15) 

where k means all the junctions in the output layer that should be taken into account, 

the deviation jδ is obtained by reverse calculation from the output. 

After being adjusted, the weight of the neuron in each layer is as follows: 

( ) ( 1)ij ij ijt tω ω ω= − + Δ  (16) 

where t  is the learning time. 
This algorithm is an interaction process in which all the values ofω are adjusted in 

each round. Such interaction is repeated until the output deviation is less than an 
acceptable value, and then a good network is successfully trained. It is the essence of 
the BP algorithms to turn the first grade sample input question into a nonlinear 
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optimized question. The gradient decreasing method used in the BP algorithms is one 
of the most common methods in optimization technology, while calculation of the 
weight value by interactive computation is equal to the learning memory question. 

3.3.3   Data Preprocessing 
The ANN model of load type classification is a three-layer BP network, which contains 
the input layer including six nodes, the intermediate layer including ten nodes and the 
output layer including one node. 

According to the classification mentioned above, train the BP network. The 
influencing factor set is used as the input of the BP neural network, while the load type 
value is the output. Both the input data and the output data will be normalized before 
the training. 

Sigmoid Function is selected as the activated Function 1F  in the intermediate layer, 

that is: 

1( ) 1/(1 )F x e x= + −  (17) 

The activated Function 2F in output layer is Pureline Function, which is: 

2 ( )F x ax=  (18) 

where a  is a linear coefficient. 
As the sample data has been normalized, the variables of Sigmoid Function are 

within [-1, 1] and a real nonlinear transference is successfully made. Using the ANN 
tool box of MATLAB5.3, selecting the gradient decreasing method to train the trained 
function, letting the convergence precision be 2e-7, setting the dynamic parameter as 
0.05 and the largest training number as 2000,we can acquire the demanded precision 
within 1000 interactions. 

After being trained, the BP network is used to forecast the load type of the predict 
point. The sub-set (the high load sub-set H , the medium load sub-set M or the low 
load sub-set S ) of the same load type will be selected as the training sample set for the 
SVM in the next step. 

3.4   Load Forecasting by SVM 

The selected training sample set above is used to train the support vector machine and 
the ISMO algorithm is adopted. 

The influencing factor set is used as the input of the SVM, with the load value as the 
output. Both the input data and the output data will be normalized before the training.  

The input layer has six nodes and the output layer has only one node. The Gauss 
function is selected as the kernel function. 

( )
2

, exp
i j

i j

X X
K X X

σ
−

= −  (19) 

where theσ is the width parameter of the Gauss kernel. 
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According to experience, the value of parameters is selected as follows: 
510, 0.01, 1, 10c ε σ τ −= = = =  

First, the training samples will be used to set up Function (4); then the ISMO 

algorithm will solve the function whose result is the value of iα  and *
iα .  Finally, with 

the value of iα  and *
iα , we will obtain Function (5) which can be used in short term 

forecasting.   
Input the influencing factors of the predict point into the trained SVM, and the 

output is the forecasted value.  
The whole process is realized on a computer with the following configuration: EMS 

is 256MB, hard disk is 80GB. 

4   Example Application and Analysis  

This model is applied in the 24-point daily load forecasting. Data points between 
01/01/2005 to 01/30/2005 of Baoding Hebei Province are collected and the total 
number of data points is 720. The data points between 01/01/2005 to 01/25/2005 are 
used to train the ANN-SVM model and the rest are used to test the model.  

Besides the ANN-SVM model in this paper, the traditional ANN model and SVM 
model are used to forecast the test points.  

The average relative error of each day is used to indicate the precision performance 
of the model. Comparisons are made among the three models above. The result is 
shown in Table 1. 

Table 1. Precision Comparison for Different Models 

Date(points) 
ANN  

MRE %  
SVM 

MRE %  
ANN-SVM 

MRE %  
01/26/2005 24  2.636 2.541 2.312 
01/27/2005 24  2.664 2.762 2.513 
01/28/2005 24  2.804 2.753 2.600 
01/29/2005 24  3.021 2.923 2.714 

01/30/2005 24  3.243 3.177 2.901 

It can be learned from Table 1 that the ANN-SVM model created in this paper is 
better than the either the ANN model or the SVM model alone. 

5   Conclusions 

An ANN-SVM model for short term load forecasting is created in this paper. The data 
points are classified according to the load type. The load type is forecast first by the 
ANN, which not only deletes the unnecessary points, but also narrows the load 
variation. Finally the data points of the same type are collected as the training samples 
for SVM. After training, the SVM can be used to forecast the load of the predict point. 
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The comparison and examination of actual forecasting results of a few models show 
that the proposed method is obviously superior to the traditional SVM model and ANN 
model in the respect of prediction precision. 
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Abstract. A small scale distributed computing system that is able to meet the 
needs of parallel intelligent techniques for engineering and science applications 
is reported. The system is a cluster of powerful yet low cost general-purpose 
PCs interconnected in a network. While, most applications written for cluster 
systems are programmed in MPI-C, results from the proposed system have 
shown that it is advantageous to use Java due to its simplicity, distribution ena-
bling, and mobility. These results suggest there are advantages in considering a 
Java-enhanced cluster platform for many engineering and science applications. 

1   Introduction 

Data intensive applications such as bioinformatics, climate prediction, biological 
analysis, chemical reaction analysis and power grid analysis generally require a high 
performance computer system to obtain results within a reasonable time. Tradition-
ally, these tasks were computed on a super computer costing millions of dollars to 
purchase and substantial sums to maintain. Further, these “big-box” machines were 
hard to program and were offered with limited software support. More recently, there 
has been a dramatic shift in such computation towards cluster computing. Clusters 
offer low purchase costs, low maintenance costs and support for software develop-
ment is becoming increasingly sophisticated. 

While this is a welcome trend, not all large scale computing problems of interest 
are necessarily data intensive. In addition, there are control intensive tasks such as 
those based on computation intelligent techniques such as neural networks and ge-
netic algorithms. A question of importance is whether clusters can support these com-
putations, and if not, is there any simple modification of hardware or software or both 
that allows them to be usefully employed. 

A cluster is simply a computing system constructed from a set of commodity com-
puters interconnected with some form of standard or special networks. The guiding 
principle in forming a cluster is covered by the acronym COTS; common off-the-shelf 
technology, meaning both hardware and software building a cluster means focusing 
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on the five abstract levels listed in Fig. 1. The current industry standard for the dis-
tributed programming model is message-passing interface (MPI) [11].  

Although MPI is an efficient programming model, it is generally not convenient to 
program and maintain. Java is an object oriented programming language and it has 
become more and more popular due to its simplicity and modularity. Furthermore, it 
provides support for distributed programming and object mobility. However, Java 
does not support transparent distributed programming. Thus, it is necessary to design 
a Java-based distributed programming model that provides location transparency, 
dynamic object distribution and runtime load balancing. 

In this paper, we will focus on issues of design of a distributed programming 
model, referred to as EPOOP, for cluster computing systems based on object-oriented 
technologies. In particular, scalability is one of the most important questions in such 
design. Hence, A benchmarking test had been conducted to examine the scalability of 
our model. Test results and analysis are given in Section 4. 

This paper is structured as follows: Section 2 discusses the architecture of the Effi-
cient Parallel Object Oriented Platform (EPOOP), which consists of a set of Java-
based distributed programming models and computational agents for task scheduling 
and resource management. Section 3 gives an overview of our cluster computing 
system. Section 4 benchmarks the performance of EPOOP using a simple control 
intensive program that calculates the value of π.  

Processing Node
(Uni-processor, SMP, multithreading etc)

Operating Systems
(Linux, Mac OS, Solaris, Microsoft XP etc)

Compilers
(GNU C/C++, MPIC, Javac etc)

Middleware and Virtual Machines

Distributed Programming Models
(MPI PVM EPOOP )

Distributed Applications

Internetworking Technologies
(Ethernet, Infiband, Myrinet etc)

 

Fig. 1. A hierarchical structure of a cluster computing system. The five essential components 
include Internetworking, Processing Node, Operating System, Distributed Programming Li-
brary and Middleware and Virtual Machine. 

2   Efficient Parallel Object-Oriented Platform (EPOOP) 

Fig. 2 gives an overview of our project. Using the perCluster system (for personal 
cluster system) as an operating environment, a number of distributed applications 
have been developed and assessed. These have been primarily of two classes. 
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− Computational Intelligent (CI) applications include Generic Algorithms (GA), 
Artificial Neural Networks (ANN) and Fuzzy Logic (FL); and 

− Image processing applications, e.g. a content-based retrieval system. 

These applications were developed based on a set of programming libraries that 
implement various parallel and distributed programming models. They have been 
used to benchmark the performance of the distributed programming libraries and the 
underlying hardware structures. Then in an ongoing process, we are seeking to opti-
mize both the programming libraries and the hardware structures to improve the per-
formance of those applications.  

Infrastructure

perCluster Distribute
Applications

COTS Tech-
nologies

H/S Optimiza-
tion

Fast Simulator or
Emulator

Advance
Computer
Structures

 

Fig. 2. An overview of the perCluster project. The key goal of the system is to efficiently exe-
cute computational intelligence techniques and image processing algorithms.  

Most of our interest has focused on one programming environment that we  
currently refer to as EPOOP. The goal of EPOOP is to develop an object-based  
distributed execution environment, focusing on transparent distributed programming, 
fine-grained mobility, autonomous scheduling and dynamic load balancing. However, 
the most important issue is how to design a distributed programming model support 
for transparency, efficiency and scalability.  

2.1   Architecture of EPOOP 

Many different distributed programming models had been proposed and have been 
discussed [7]. We have developed our own model termed Efficient Parallel Object-
Oriented Platform (EPOOP). While similar to MPI in terms of overall objectives, 
EPOOP is Java based. However, EPOOP also includes features that offer support for 
other types of computational models such as distributed shared memory (DSM) model 
and the Actor model [1]. EPOOP has been implemented like MPI as a distributed 
programming software package based on libraries. 

In broad terms, there are two main forms of parallel computation; shared memory 
and message passing. Clusters follow the former. Traditionally, shared memory struc-
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tures have been seen as easier to program, but as a physical system, they are ex-
tremely difficult to construct. Distributed shared memory is a concept whereby the 
virtual machine appears to be shared memory, but the physical system is based on 
message passing. While relatively easy to support, a problem with DSM is maintain-
ing apparent memory consistency. 

Consistency has been a topic of some interest in recent years in engineering cir-
cles as processor speeds begin to become very high indeed while memory speeds 
remain largely fixed. A number of consistency policies have been proposed and 
many implemented on current high performance units. Examples of such develop-
ments are Sequential Consistency [10], Lazy Release Consistency [2] and Entry 
Consistency [3].  

EPOOP will allow support of DSM via an adaptive consistency model similar to 
Para Worker 2 [8]. That is, EPOOP is able to automatically choose between the dif-
ferent protocols, such as sequential consistency, lazy release consistency and entry 
consistency, depending on the access patterns of the application and the workload in 
the network. It is recognized that the performance of a protocol is application depend-
ent. In contrast to the original Para Worker [6], the proposed system allows dynami-
cally allocate processes across different computers to balance the workload on the 
system.  

Actor model is another concurrent computational model proposed by Agha [1]. 
The basic concept in the actor model is that every object is active and the object 
communicates with others by passing messages. An actor is quite similar to a thread 
object in Java. However, actors are message-driven while threads tend to focus on a 
shared memory model. Thus, efficient communication is the most critical issue in 
design of an execution environment for actor model. In particular, naming problem 
[9] has to be addressed to cope with the dynamic nature of objects. 

EPOOP is an extension to previous developed programming models, Para Worker 
and Para Worker 2, to support message passing programming models such as actor 
model. Hence, a programmer is allowed to choose the most appropriate model for 
developing distributed applications. In this paper, we will concentrate on the scalabil-
ity issue in design of EPOOP as given in Section 4. 

2.2   Computational Intelligent (CI) 

In this section and the next section, we will briefly discuss two distributed applica-
tions: computational intelligent and image processing applications, which are being 
developed using EPOOP.  

The first and the most important application of EPOOP is to develop distributed 
computational intelligent techniques. Computational Intelligent (CI) techniques pri-
marily concern three major disciplines: Artificial Neural Network (ANN), Fuzzy 
Logic (FL) and Evolutionary Computation (EC). Such techniques are frequently used 
to solve many complex problems in system engineering. In particular, problems with 
a non-linear or nondeterministic nature as these are often not easily solved via tradi-
tional methods.  

Many problems in electrical power system engineering requiring massive computa-
tional effort are of this type. Examples are the Economic Dispatch (ED) model to 
resolve the economic loading of electric generators so that the load demand can be 
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met where the loading must be within the feasible operating region of the generators 
[13]. Solving such a problem requires finding a global maximum point to satisfy the 
model. Fung et al [6] applied the evolutionary computation technique to this task 
including implementation of a Genetic Algorithm (GA), Simulated Annealing (SA), 
and Tabu Search (TS). Two implementations, namely, cluster structure and parallel 
structure, on a cluster system had been reported [6]. Fung shows that the distributed 
implementations could improve the overall computational time to complete the prob-
lem. These models are available in the form of a CI toolbox.  

2.3   Image Processing (IP) Applications 

The second application of EPOOP is to apply distributed programming to improve 
performance of feature analysis in image processing systems. In particular, the system 
of interest is a content-based image retrieval system.  

Although it is possible to retrieve images from database using a unique identifica-
tion defined by a human operator as an index to images, it is more convenient and 
natural to search images based on their contents. The principle of Content-Based 
Image Retrieval (CBIR) system is to retrieve images based on the content of the im-
ages. One of the important components in CBIR system is to extract the visual fea-
tures of the images for performing more abstract analysis. However, deriving these 
features is computationally expensive. To solve this issue, a more flexible architecture 
is desired to improve the extraction time for the system. Consequently, a parallel 
framework based on the perCluster system has also been proposed aims at improving 
the feature analysis process [4-5].  

3   The perCluster System 

Two cluster computing systems were used in our test. One was constructed from 
nodes representative of current commodity systems and the other of the previous 
generation. Table 1 shows the configurations of the two systems. The use of different 
configurations enables the performance scalability of cluster systems and our distrib-
uted programming libraries to be assessed. That in turn enables us to assess what 
software and hardware enhancements could be usefully employed to improve clusters, 
particularly for control-intensive tasks. 

Table 1. Configurations of two cluster computing systems. The faster machine consists of six 
Pentium 4 nodes with 1GB memory while the slow machine consists of ten Pentium 3 nodes. 

  Node # CPU Type CPU Speed RAM HD LAN OS 

1 10 Pentium III 800MHz (H) 
433MHz (S) 

256MB (H) 
130MB (S) 

6GB (H) 
2GB (S) 100Mb/s Redhat 

Linux 8.0 

2 6 Pentium 4 3GHz 1GB 40GB 100Mb/s Microsoft 
XP Pro 
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4   Performance Evaluation 

The performance of EPOOP was evaluated with a benchmark program called CPI. 
CPI is an example program included in the MPICH software – a portable implementa-
tion of MPI [12]. CPI simply computes the value of π by using integral approximation 
(see Eq. 1). Basically, the larger number of N will provide a more accurate value of π. 
That is, it produces a higher resolution result. With a large value of N, it is obvious 
that the program will run a great deal of loops to compute the π value. 

= −
+

=
N

1a 2)
N

0.5a
(1

4π  
(1) 

A Java-based CPI was implemented for testing based on Eq 1. The implementation 
is based on a server-client model. A server is responsible to distribute the initial pa-
rameters and to collect results from the clients. A client, also known as worker, com-
putes only a subset of the workload, which it is the sub-range of the loops in such 
case, and it submits its result to the server after completion. There is no collaboration 
needed for clients. Hence each runs independently during execution.  

4.1   Evaluation of EPOOP 

During testing, we ran two versions of CPI: distributed and sequential on our two cluster 
computing systems. The distributed implementation is based on the server-client model 
while the sequential one is optimized for running on a single process machine.  

Fig. 3 shows the execution time of two implementations with various computing 
loops on a Pentium 4 cluster. Furthermore, the distributed implementation was exe-
cuted using different sets of processing nodes. The execution time is obtained by 
taking the average value over three executions.  

 

Fig. 3. Testing of two implementations on the Pentium 4 cluster. The parallel implementation 
executing on six nodes delivered the best performance while the sequential execution is supe-
rior on the low resolution. S – sequential implementation; P2 – two nodes cluster; P4 – four 
nodes cluster; P6 – six nodes cluster. 
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Fig. 4. Comparison of two cluster computing systems. The figure above shows the performance 
of two systems computing 1.E+8 loops using 1 to 6 nodes. The figure below shows the per-
formance of two system computing 1.E+4 loops using 1 to 6 nodes. Fast – Pentium 4 cluster; 
Slow – Pentium 3 cluster. 
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Fig. 5. Comparison of sequential and parallel implementations. The sequential implementation 
was performed on the single Pentium 4 system while the parallel one was performed on the 
Pentium 3 cluster system. 

As mentioned before, the number of computing loops affects the accuracy of the 
computation value of π. For high resolution, the sequential computation spent the 
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longest execution time. The execution time decreases as the number of processing 
nodes increases. The performance of two implementations was roughly equal when 
calculating 10E+6 loops. The single machine became efficient on 10E+3 loops.  

Similar results had been observed when executing on the Pentium 3 cluster. How-
ever, the Pentium 4 cluster performed faster than the Pentium 3 cluster crossing all 
sets of nodes (see Fig. 4). However, the execution time on the Pentium 3 system is 
falling dramatically as more nodes were used in computation. Particularly, when us-
ing six nodes, the difference in performance became small. When the same workload 
is shared by more processing nodes, the performance of the internetworking becomes 
significant as the sequential processing on individual node is reduced.  

We also compared the performance of the Pentium 3 cluster with a single Pentium 
4 processor system as shown in Fig. 5. The result shows that the execution time of 
two systems are very close even though the Pentium 4 system runs at much faster 
clock rate than that of each node in the Pentium 3 cluster.  

4.2   Remarks 

Remark 1. The testing results indicate the parallel implementation based on EPOOP is 
superior to the sequential implementation when calculating high precision of results. 
Furthermore, the performance scales with the size of processing node and the power 
of individual processing node.  

Remark 2. The performance of networks becomes significant when a large number of 
processing nodes in use. Thus, message passing between objects must be carefully 
analyzed and optimized to reduce communication overheads. 

Remark 3. Design of efficient scheduling mechanisms for distributed computation is 
still an open question. Particularly, the mismatch between processor and network in 
speed and latency causes more trouble in such design. 

5   Conclusions 

This paper gives an overview of the perCluster project. The core of the project is to 
develop an object based distributed platform, termed EPOOP. It is a Java-based dis-
tributed framework that utilizes cluster computing for the implementation of intelli-
gent techniques for computation of complex engineering and science applications 
such as image processing. Performance of the system is illustrated by running a basic 
function that computes the value of π. Both sequential and parallel implementations 
were created. The testing was performed using two sets of cluster computing systems 
to study the scalability of EPOOP. The test results have shown the good scalability in 
EPOOP. That is, the execution speed can be improved by adding more nodes. How-
ever, with a large size of nodes, the performance of networks becomes bottleneck in 
execution. Hence, it is important to design an efficient communication scheme for 
message passing. Furthermore, hardware and software optimization techniques are 
required to improve execution efficiency and load balancing.  
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Abstract. Digital imaging techniques have been applied to locate tropical 
cyclone centers. In order to improve the precision of location, a novel 
intelligent automatic system framework will be proposed, to locate the tropical 
cyclone center intelligently and automatically, based on satellite photographs. 
After pre-processing, several center location technologies will be considered, 
based on combining movement of whirl and translation. According to the 
tropical cyclone's symmetry shape and its spiral movement feature, logarithmic 
helix is used to fit the edge or skeleton of the cyclone feature cloud, which can 
be used to estimate the center of the cyclone. According to its movement 
feature, a rotation matching methodology will be proposed to catch the track 
through imaging sequence. As an example, the computing methodology 
produced was applied in cyclone forecasting by the Shanghai Meteorology 
Center. The proposed solution was confirmed to have a potential for successful 
application to tropical cyclone center tracking. 

1   Introduction 

Tropical cyclones (TC) are low pressure systems that form in the tropics which, in the 
southern hemisphere, have well defined clockwise wind circulations with average 
surface winds exceeding gale force. Short period wind gusts are often 40 per cent or 
more higher than the average wind speed. Severe tropical cyclones have surface 
winds greater than hurricane force. The circular eye of a tropical cyclone is an area 
characterized by light winds and often by clear skies. The eye is typically 20 nautical 
miles (nm) or so across but the eye of a cyclone can range from under 5 to over 50nm 
wide. The eye is surrounded by a dense ring of cloud known as the eye wall which is 
the area of heaviest winds and seas. Following the passage of the eye the winds shift 
to the opposite direction with equal force.  

Tropical cyclones vary in both size and intensity. Small cyclones such as Chloe 
(April 1995) may be only 60nm across whereas large storms, such as Orson (April 
1989) and Joan (December 1975), may be up to 300nm across. Both large and small 
cyclones can have equally devastating wind speeds near the centre. Radar and satellite 
images often show that the eye wall clouds are the innermost coil of a series of spiral 
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rain-band clouds. These bands may extend up to 300nm from the eye wall and are 
often associated with thunderstorms and very strong wind. 

A tropical cyclone is characterized by a non-frontal synoptic scale low-pressure 
weather system over tropical or sub-tropical waters with organized convection and 
definite cyclonic surface wind circulation [1]. Tropical cyclones are one of many 
atmospheric circulation systems, surveyed by geostationary meteorological satellites. 
Additionally, they often cause significant damage and loss of lives in affected areas. 
To reduce the loss, warning centers should issue warnings early based on a forecast of 
the TC track, which requires the accurate location of the circulation center, or the eye, 
of the tropical cyclone. This is normally done by the analysis of remote sensing data 
from weather radars or satellites. 

A typhoon cyclone's inner movement is very complex and tropical hurricane 
theorists still argue on the cause and movement mechanism. The life cycle of a 
typhoon can be divided into approximately three phases: gestate from the offing, grow 
up to maturity and weaken to death. Since the original force is dictated during 
gestation, which comes from the effect of Corioli's force brought by the Earth's 
rotation, tropical hurricanes usually appear in latitude between -5 and +5 degrees. 
Later northwest Pacific tropical cyclones move towards the northwest. If a cyclone 
doesn't meet too much impeding force, it will keep this direction and disembark on 
the east coast of China. Typhoons begin to weaken about six hours before 
disembarkation. Thus locating the typhoon center in the mature phase while it's still in 
the offing is very important in central power estimation and later moving path 
forecast. 

One of the most widely accepted techniques is the Dvorak technique [2], which 
assigns a wind intensity value (called the TC number) based on the size, shape, and 
vorticity of the dense cloud shield adjacent to the center of the storm. Owing to the 
high variation of cloud patterns and lack of efficient scene analysis techniques for 
the isolation and extraction of cloud systems from satellite pictures, the TC pattern 
matching jobs in Dvorak analysis are so far all done by subjective human 
justification [3]. Reference [4] introduces genetic algorithm into the template 
matching method which is proposed to solve a subclass of TC eye problems and 
higher the accuracy in latitude/longitude; however, processing performance is 
lowered. The methodology proposed in this paper is mainly based on image 
processing theories and mathematic morphology, to increase the performance and 
precision. At the same time, more characteristics of a typhoon’s movement have 
also been considered, based on which, feature based matching and some neural 
networks could be used to perform the location of a tropical cyclone center 
automatically and intelligently [5]. 

This paper is organized as follows: Section 2 introduces several pre-processing 
methodologies for filtering, smoothing, and segmentation on satellite images. In 
Section 3, some helix matching based procedures and models will be proposed to 
detect the center of a tropical cyclone according to its natural shape, e.g. edge feature 
detection operator and skeleton feature detection operator. Subsequently, based on its 
spiral movement feature, a rotation matching methodology will be put forward in 
Section 4. Finally, a brief conclusion and discussion on the findings and future targets 
of our work are provided.  
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2   Noise Reduction and Image Segmentation 

Image segmentation is one of the most frequently addressed problems in computer 
vision. The complexity of such a problem varies on the application, where, in the 
most general case, one would like to partition an image in regions with consistent 
properties. Such properties can be either visual or geometric. Knowledge based 
approaches consider a problem of lower complexity where some prior knowledge on 
the object to be recovered is available. Visual appearance of the object as well as its 
geometric form can be considered to encode prior knowledge on the segmentation.  

Image segmentation is used to distinguish objects from their background. For 
intensity images (that is, those represented by point-wise intensity levels), four 
popular approaches are: threshold techniques, edge-based methods, region-based 
techniques, and connectivity-preserving relaxation methods.  

Threshold techniques make decisions based on local pixel information, and are 
effective when the intensity levels of the objects fall outside the range of levels in the 
background. Because spatial information is ignored, however, blurred region boundaries 
can create problems.  

Edge-based methods center around contour detection. The weakness is in 
connecting together broken contour lines, which makes them prone to failure in the 
presence of blurring.  

In the region-based method, the image is partitioned into connected regions by 
grouping neighboring pixels of similar intensity levels. Adjacent regions are then 
merged under some criterion involving perhaps sharpness of region boundaries.  

A connectivity-preserving relaxation-based segmentation method was recently 
proposed. The main idea is to start with some initial boundary shape represented in 
the form of spline curves, and iteratively modified by applying various 
shrink/expansion operations according to some energy function. Although the energy-
minimizing model is not new, coupling it with the maintenance of an “elastic” 
contour model gives it an interesting new twist. As is usual with such methods, 
getting trapped into a local minimum is a risk against which one must guard; this is no 
easy task.  

 

                     (a)            (b)                 (c) 

Fig. 1. Original image and images after delamination.(a) Original image with 256 gray-scale. 
(b)Image with 128 gray-scale, which will be used for further processing. (c) Image with lower 
scale, which sharpens the differences. 
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In general, cloud movement information is collected by meteorological satellites 
and represented through multiple modalities of images. An example of an original 
image is shown in Figure.1 (a). Satellite cloud image is a 256-gray-scale digital 
image, with 1Pic/Hour sampling frequency. In this meteorological project, the data 
resources include 16 hours continuous sequence images, color-temperature relation 
table, path file (central positions for previous pre-determined hours) to locate the 
tropical cyclone center in real time. Satellite images are easily deformed and polluted 
by ambient interferences. There is a relative range for the tropical cyclone gas 
temperature, which is demonstrated by pixel gray-level value. Various temperature 
ranges can be utilized to locate the sensitive cloud that represents the typhoon center. 
In order to separate the relevant information from lots of mess, it is necessary to down 
sample the images from 256 color scale to 128, while the highest part of the gray-
level value ought to be cleared to zero, as shown in Figure. 1 (b). 

Traditionally, the delaminating of a nephogram can be implemented through the 
down sampling method. In order to lower the grade of satellite images, accumulated 
frequency curves based on the statistical gray scale of the nephogram are taken into 
consideration; through experiments, some thresholds can be specified. All gray-scale 
that is smaller than such a threshold should be adjusted to zero. Figure.1 (c) shows an 
example image after delamination to lower the gray-scales. The procedure can also be 
termed the bucketing process. 

3   Helix Matching Model 

The helix matching model proposed in this paper can be divided into these phases: 
feature cloud extraction, feature cloud smoothing, skeleton extraction of feature 
cloud, and the simulation based on the least square algorithm. 

3.1   Feature Cloud Extraction 

Feature extraction is a set of techniques in scientific visualization aiming at 
algorithmic, automated extraction of relevant features from data sets. This leads to a 
small set of numbers (the attributes) describing the properties of the features. Hence,  
 

 

                    (a)                           (b)                  (c) 

Fig. 2. Feature cloud extraction and smoothing. (a) Image with feature cloud extraction. (b) Image 
after morphological eroding processing. (c) Image after morphological dilating processing. 
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feature extraction lifts the data to a higher abstraction level, and comes down to a 
major data reduction. Since an "interesting feature" is different for each application, 
many application-specific feature extraction techniques exist, such as vortex 
extraction [7]. 

Based on the mentioned method of delamination in Section 2, a fairly reasonable 
threshold can be chosen to separate the feature cloud in some temperature ranges. 
Figure. 2 (a) shows the enhanced effect of the feature cloud with gray-level value 
delaminated in [205, 225] (corresponding temperature range is [-72.13, -52.01]). A 
helix cloud strip near the typhoon center can easily be marked up according to the 
demonstration of the figure. 

3.2   Feature Cloud Smoothing 

As shown in Figure. 2 (a), the extracted feature cloud strip is disturbed by the noise 
and other tiny burs, which can be reduced by a Minkowski structural operator [8]; the 
operation definition of Minkowski is briefly introduced as follows:  

Suppose A is a point set on a plane, A is the complement of A. Choose a point set 
B with a simple set shape, which includes the origin O, and set the origin as the 
symmetric center. B is named Minkowski element. If the structural elements shift, e.g. 
shift original point to z, which can be described as Bz. 

Minkowski subtraction can also be referred to as eroding or shrinking, and the 
definition is: 

{ : }A B z B AzΘ = ∈  (1) 

Minkowski addition is also referred to as dilating or expanding, and the definition 
is: 

{ : }A B z B Az φ⊕ = ∩ ≠  (2) 

Where φ indicates a void set,  means the eroding operation, and ⊕  the delegating 
dilating operation, and, according to the joint operation between Minkowski 
subtraction and addition, hybrid Minkowski is defined as:  

Open operation: 

( )A A B BB = Θ ⊕   (3) 

Close operation: 

( )BA A B B= ⊕ Θ  (4) 

For binary gray scale images, open operation can restrain the details of an image 
and identify clearly the sharp and shrink parts, while close operation can be used to 
fill up cavities and clearances. In the processing of tropical cyclone satellite images, 
ground filtering algorithm can also be used to increase the processing quality: 

�
B  (A - A A - A)B
B  (A - A A - A)B

,

,

A ifBA
BA if

≥
=

<
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Figure. 2 (b) and (c) are the results after mathematical morphological eroding and 
dilating processing. The experiment result shows that after such mathematical 
morphological operating sequences, non-useful disturbing cloud is successfully 
filtrated and the remainder is the feature cloud with a smooth border. 

3.3   Skeleton Extraction of Feature Cloud 

Skeleton is a lower dimensional shape description of an object. The requirements of a 
skeleton differ with applications. For example, object recognition requires skeletons 
with primitive shape features to make similarity comparisons. On the other hand, 
surface reconstruction needs skeletons that contain detailed geometry information to 
reduce the approximation error in the reconstruction process. Whereas many previous 
works are concerned about skeleton extraction, most of these methods are sensitive to 
noise, or are time consuming or restricted to specific models.  

 

Fig. 3. Sketching map for radiating scan 

Although border and skeleton are important features for image processing, it is not 
the focus and the main task is to focus on the extraction of enough information to 
simulate the logarithmic helix. Due to the spiral structure feature of tropical cyclones, 
central outward radiating scan arithmetic is adopted here, based on which only one 
time scanning can extract inner & outer borders, and skeleton information. The 
detection and reduction of false skeletons is achieved by weighting the detected 
skeleton points based on their local height (intensity). Then, binary thresholding is 
applied, followed by small connected component detection and elimination, 
morphological reconstruction by dilation, and thinning [9,10]. 

Based on the extrapolating method [11], the typhoon center traces can be forecast 
in one hour, two hours or three hours according to the cloud images’ history path list. 
Such calculated point is used as the central position in the radiating scan algorithm, 
which is of course only a reference value and may not be the actual center. The only 
requirement is that it must be in the central area of the helix feature cloud strip, which 
provides safety when using the predicted extrapolating point as the radiating scan 
center. Figure. 3 shows the principle of this algorithm, which includes drawing the 
feature cloud binary strip. 
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3.4   Simulation with the Least Square Algorithm 

Given the skeleton information of the feature cloud, the next task is to find a 
standard logarithmic helix to simulate this feature cloud strip. Points on inner 
border, outer border or the skeleton curve can be used to simulate the helix, and the 
data set is: 

{( , )} 1
nT x yi i i i= =  (6) 

which represents the points used to carry out the simulation. Subsequently, the least 
square algorithm can be used to find a logarithmic helix: 

eαθρ=  (7) 

which will match the spire cloud strip’s inner, outer, and skeleton curve perfectly. 
And the helix center is the tropical cyclone center reference point. 

Since the extracted helix feature cloud strip may have a different initial rotary 
angle, a parameter ' is introduced, and the helix is represented as follows: 

( ')eα θ θρ +=  (8) 

in which , ' is the constant to be determined ( ' stands for helix's initial rotary angle 
and  stands for obliquity parameter), which is actually a non-linear model for , '. 
Since the method of non-linear least square simulation is complex, firstly equation (8) 
is Minkowski transformed to a simple linear mode. 

lg lg ' lge eρ αθ αθ= +  (9) 

By setting lgu ρ= , lgA eα= , and 'lgB eαθ= , a linear model is obtained as 
follows: 

u A Bθ= +  (10) 

The relative normal equation group is: 

1
1 1 1

2

1 1 1

n n n
ui i

Bi i i
n n A n

ui i i i
i i i

θ

θ θ θ

= = ==

= = =

 (11) 

By solving this equation, the values of A, B can be obtained. Thus the parameter , 
' can be calculated. Since this is only a simple quadratic equation, it won't have an 

ill-conditioned coefficient matrix. 
The procedure of feature cloud extraction, smoothing, and skeleton is organized 

mainly in consideration of how to implement the location with minimal manual 
assistance. The simulation computation can also be carried out, based on which many 
means of performance tuning and improvement can be introduced to make the 
proposed intelligent methodology practical. 
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4   Rotation Center Method 

The movement characteristic of the typhoon is the combination of rotating and 
translating. Although a typhoon is a non-rigid object, its center area, with high 
pressure and moving speed, has less distortion and as such can be treated as a rigid 
object. Thus, from the theoretical view, the typhoon center point has the feature that 
its rotation vector is zero.  

If a point could be found in the central area of the typhoon, it is the typhoon center 
point. The method is only suitable for the typhoon in mature status and has small 
distortion. While in the small central area, the rotation can be treated as 
circumferential movement. As such after counteracting the translating effect, certain 
points in different time can be treated as circling around the center point. If two points 
and their position are found in two hours, the center point can be determined. It is 
known that by any given four points, it is easy to find the center of a circle. The 
intersection point of the two perpendicular bisectors is the center of the circle. The 
arithmetic is demonstrated in Figure. 4 

In calculating the typhoon center, the feedback method is used to improve the 
precision. Given the two continuous pictures Pk-1(xi, yj, tk-1) and Pk(xi, yj, tk) at 
temporal points tk-1, tk respectively, and the center position at tk-1 is Ck-1.  The 
current center at tk is calculated by using the extrapolating method. The center 
position Ck, is treated as the initial value. 

 

Fig. 4. Scheme of rotating center method 

The translating vector is assumed to be 1k ku C C−=
uuuuuur

. Set the two feature points at 

tk-1 and the time in the picture Pk-1(xi, yj, tk-1) as 1
1kα −  and 2

1kα − . And the matching 

points in tk time are 1
kα and 2

kα . Using the translating vector u ,the corresponding 

points of 1
1kα − , 2

1kα − , in picture Pk-1(xi, yj, tk) are 1*
kα , 2*

kα , thus in picture Pk(xi, 

yj, tk), 1*
kα is corresponding to 1

kα  and 2*
kα  is corresponding to 2

kα .  The 

displacement is created by rotating an angle. In generally, feature point 1*
kα  and 1

kα  
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are in the same circle with the typhoon center as the circle center, which means that 

the same argument can be applied to 2*
kα  and 2

kα . The typhoon center point *
kC  can 

then be calculated. The error is *
k ke C C= − . Feedback the error e to the input 

value, which means modifying the initial kC  by e. Repeat the same steps until the 

error e is less than the given error threshold  or the repeat time is larger than given 

time N. The calculated center *
kC  is the typhoon center point. As discussed above, the 

feedback based correction scheme is approximated with the Neural Network 
technology, which introduces both automatic and intelligent features to the approach. 

5   Results 

These methods are usually combined together to fulfill the practical requirement, and 
the geometric center of several calculated values is used as the real center of the 
tropical cyclone. Figure. 5 (a) and Figure. 5 (b) give the result of a single helix 
simulating experiment result. Figure. 5 (a) is the satellite cloud image for No. 11 
typhoon at 21 o'clock on 8/17/1997. Using image analysis, we choose the cloud in the 
temperature range [-72.13, -52.01] as the feature cloud. The darkened dot on Figure. 5 
(a) is the typhoon center. The result is accurate enough to predict the center 
confidently. For the cloud image that may not be intuitionist, according to Figure. 
5(b), the result is also satisfactory. 

       
  (a)     (b) 

Fig. 5. Result of simulation. (a) Single helix simulating location. (b) Another instance of 
simulation. 

6   Conclusions  

Tropical hurricane is a kind of ether action, which is affected by atmospheric 
movement, earth rotation deflection force and offing temperature. Usually, those with 
central wind power larger than 8 degrees are called typhoons. Determined by the 
cause of formation, there are two main typhoon centers; one is in the west Pacific 
Ocean, the other one is in the Atlantic Ocean. China belongs to the west Pacific area 
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and the number of typhoon occurrences is the highest in the world. 36% of total 
typhoon occurrences happen in China [12]. 

It is both complex and meaningful to use computer technology and image 
processing techniques to aid tropical cyclone center location. In this helix simulation 
method, there are a few points which could be improved. The proposed methodology 
focuses on the extracted skeleton information to simulate the best matching helix. If 
the whole feature cloud is taken into account, and a best matching helix is found for 
the whole strip, the result could be better. 
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Abstract. This paper presents an investigation of possible hybrid genetic algo-
rithm / particle swarm optimization approaches to evaluate the flow of electric 
power in power transmission network. The possible schemes are presented and 
their performances are illustrated by applying them to the power flow problem 
of the Klos Kerner 11-busbar system. The performance of the hybrid algorithm 
in terms of reliability is further improved by applying the optimal values for 
both inertia weight and mutation probability which are found through parameter 
sensitivity analyses. 

1   Introduction 

The Newton-Raphson Power flow (NRPF) method has been widely applied in solving 
the power flow problem [1] in power system planning and operation.  It is well known 
that when the load in a power system is heavy, the system becomes stressed and it 
will be difficult for the NRPF to converge [2]. This is also true for other conventional 
approaches such as the Gauss-Seidel method and fast decouple power flow method. 

Generally, the power flow equation set has multiple solutions [2, 3].  In the multi-
ple solutions, there only exits one normal solution while others are abnormal solu-
tions. However, if the system is operating at its steady-state ceiling point there is only 
one solution. A limiting condition of the system is indicated when the existence of 
near solutions is found. The estimation of the steady-state operating limit is important 
since any extra loading imposed on the system beyond the limit can lead to voltage 
collapse. To achieve this, a power flow algorithm which can determine multiple solu-
tions is required. Although an optimal multiplier method [2] has been developed and 
incorporated in the NRPF method to find a pair of near solutions, it is not general 
enough to find all the multiple solutions. Moreover, since this method is based on 
NRPF, it will not be able to determine the solution at the steady-state point of the 
system. 

Recently, the advent of power electronic devices provides new ways of improving 
and expanding the performance and capacity of power transmission systems. Trans-
mission systems which adopt power electronic devices for the control of power trans-
mission have been referred to as flexible AC transmission system (FACTS). The load 
flow equations of a power system containing FACTS will be much more nonlinear 
and the equation set may be nonconvex, which is not solvable with any conventional 
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tional methods. A great deal of interest in modeling nonlinear loads and in investigat-
ing the effects of these loads on the stability of power systems using chaos and bifur-
cation theory [4, 5] has been done. Before the stability can be determined, the steady-
state operating point of the system is obtained by solving the load-flow equations. 
However, the inclusion of nonlinear load models in the load-flow equations can cause 
gradient based method such as the NRPF to fail. 

In [6, 7], a constrained genetic algorithm for power flow (CGAPF) has been devel-
oped and found to be effective. This algorithm has incorporated the concept of virtual 
population in which the qualities of the candidate solutions are improved using the 
numerical and gradient accelerators [7]. The algorithm has been shown to be able to 
find both the normal and abnormal power flow solutions of a number of IEEE test 
systems. 

With the advent of Particle Swarm Optimization (PSO), which can be viewed as a 
general form of numerical accelerator in the context of virtual population, the numeri-
cal accelerator in [7] can be replaced using PSO. Like the other solution accelerators, 
PSO here can be regarded as a pseudo mutation operator. As the effect of normal 
uniform mutation can be small in the presence of PSO, then PSO can be used as the 
mutation operator in CGAPF. The combination of GA and PSO in the above manner 
provides a hybrid approach to solving the power flow problem. This paper reports the 
preliminary investigation made on the performance of such a hybrid approach. The 
hybrid method is applied to solve the power flow problems of the Klos-Kerner 11-
node system [8] under heavy-load conditions. 

The paper further investigates and reports the finding of the optimal values of the 
inertia weight and mutation probability for use in executing the proposed hybrid 
method for the power flow problem. 

2   Power Flow Problem Formulation 

In an interconnected n node power system, there are NPQ load nodes, NPV voltage-
controlled nodes and one slack bus.  In rectangular coordinates, there are 2(n-1)  
unknowns to find.  The load flow problem in this paper is formulated as nonlinear 
optimization problem, i.e. the objective function results from the summation of 
squares of the power mismatch and voltage mismatch whose minimum coincides with 
the load flow solution.  At any node i the nodal active power, Pi and reactive power, 
Qi are given as follows: 

1 1

( ) ( )
n n

i i ij j ij j i ij j ij j
j j

P E G E B F F G F B E
= =

= − + +    (1) 

1 1

( ) ( )
n n

i i ij j ij j i ij j ij j
j j

Q F G E B F E G F B E
= =

= − − +    (2) 

where Gij and Bij are the (i, j)th element of the admittance matrix.  Ei and Fi are real 
and imaginary parts of the voltage at node i.  If node i is a PQ-node where the load 
demand is specified, then the mismatches in active and reactive powers, Pi and Qi 
respectively, are given by: 
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spP P Pi i iΔ = −      (3) 

spQ Q Qi i iΔ = −      (4) 

in which sp
iP and sp

iQ are the specified active and reactive powers at node i.  When node 

i is a PV-node, the magnitude of the voltage, sp
iV and the active power generation at i 

are specified.  The mismatch in voltage magnitude at node i can be defined as:  

sp
i i iV V VΔ = −      (5) 

In eqn. (5), Vi is the calculated nodal voltage at PV-node i and is given by: 

2 2
i i iV E F= +      (6) 

The unknown variables in this problem are: 

(i) The voltages at the PQ-nodes and  
(ii) The real and imaginary parts of the voltages at the PV-nodes and the reactive 

powers of the generators connected to the PV-nodes.   

It is required to determine the values of the variables in (i) and (ii) such that the mis-
matches in eqns. (3)-(5) are zero. Apart from solving the load-flow problem by the 
conventional methods, the problem can be viewed as an optimization problem, in 
which an objective function H is to be minimized: 

2 2 2

pq pv pq pv

i i i
i N N i N i N

H P Q V
∈ + ∈ ∈

= Δ + Δ + Δ   (7) 

where Npq and Npv are the total numbers of PQ-nodes and PV-nodes respectively.  
When the power flow problem is solvable, the value of H is zero or in the vicinity of 
zero at the end of the optimization process. If the problem is unsolvable, the value of 
H will be greater then zero. The square root of H can be regarded as the minimum 
distance between the solution point in the unsolvable region and the boundary of the 
solvable region. In the previous constrained genetic algorithm for the power flow 
problem [7], to minimize the objective function in eqn (7), the following fitness func-
tion has been suggested: 

510 ( )av

M
F

H H H−=
+ + −

    (8) 

where M is a constant for amplifying the fitness, with the value given in section 6.  
The value of F will increase when H approaches zero towards convergence. This 
fitness function is also used in the present work. 

3   Constrained Genetic Algorithm Power Flow (CGAPF) 

The details of the CGAPF algorithm can be found in [6, 7]. The chromosomes are 
encoded in real value number. The algorithm can be described as: 
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1. Initialize the chromosomes (real and imaginary parts 
of the voltage) in the population 

2. Fitness evaluation 
3. Generate new population of candidate solutions using 

roulette-wheel selection, 2-point crossover and uni-
form mutation. 

4. Accelerate candidate solutions using numerical ac-
celeration [7]. 

5. Constraint satisfaction (PV and PQ) [6]. 
6. Gradient technique to accelerate the candidate solu-

tions [7]. 
7. Elitism - Update the best candidate solution or 

chromosome. 
8. Go to step 3 until termination criterion met. 

There are two criteria for termination criterion in step 7 above. The algorithm will 
terminate when all the PV and PQ nodes are within the tolerance given. If the first 
criterion is not met, the algorithm will proceed until it reaches maximum generation.  

4   Particle Swarm Optimization (PSO) 

Kennedy and Eberhart first introduced the Particle Swarm Optimization (PSO) 
method in the year 1995 [10].  It is one of the optimization method categorized in the 
family of evolutionary computation. The method has been found to be promising in 
solving real-world problems featuring non-differentiability, high dimension, multiple 
optima and non-linearity. The PSO concept consists of, at each time step, changing 
the velocity of each particle toward its pbest and gbest solutions. The movement is 
weighted by a random term, with separate random numbers being generated toward 
pbest and gbest values. For example, the ith particle consisting d dimensions is repre-
sented as Xi = (Xi,1, Xi,2, Xi,3, …, Xi,d). The same notation applied to the velocity, Vi = 
(Vi,1, Vi,2, Vi,3, …, Vi,d). The best previous position of the ith particle is recorded and 
represented as pbesti = (pbesti,1, pbesti,2, pbesti,3,… pbesti,d).  In the case of minimiza-
tion, the value of pbesti with lowest fitness is known as gbest. The modification of 
velocity and position can be calculated using the current velocity and the distance 
from pbesti to gbest as shown in the following formulas: 

1 1 1
, 1 , 2 , ,2 ( ) 2 ( )t t t t

i j i j i j i j i jV w V r gbest X r pbest X− − −= × + − + −   (9) 
1

, , ,
t t t
i j i j i jX X V−= +   (10) 

where TtdjNi ...1,...1,...1 ∈∈∈ with N is the number of population size, d is the 

number of dimension and T is the number of maximum generation. The position, X of 
each particle is updated for every dimension for all particles in each iteration. This is 
done by adding the velocity vector to the position vector, as described in eqn. (10) 
above. In eqn. (9), w is known as the inertia weight. This parameter was introduced by 
Shi and Eberhart to accelerate the convergence of PSO [11]. Suitable selection of w 
provides a balance between global and local explorations, thus requiring less iteration 
on average to find sufficiently optimal solution. Low values result in particles 
 



912 T.O. Ting, K.P. Wong, and C.Y. Chung 

moving in the region far from the optimum value before being tugged back.  On the 
other hand, high values result in abrupt movement toward target regions.  The pa-
rameters r1 and r2 are two random values, uniformly distributed in [0, 1].  In the above 
equations, the parameter V is limited in maxmin VVV ≤≤ .  These boundaries determine 

the resolution, with which regions be searched between the present position and target 
position. If the range of V is too high, particles may search a large area, lacking the 
ability to converge.   

5   A Proposed Hybrid GA/PSO Algorithm 

The proposed hybrid GA/PSO power flow algorithm is to use the PSO as the mutation 
operator and solution accelerator in the CGAPF algorithm in section 3. In the proce-
dure of section 3, the mutation action in step 3 and the solution acceleration in Step 4 
are now replaced by PSO. Hereby, PSO acts as a mutation strategy with the mutation 
probability found in section 6 below. 

6   Application Studies 

The proposed hybrid GA/PSO method is applied to the Klos-Kerner 11-node system 
under the heavy load conditions. The settings of the parameters of the algorithm and 
the power flow tolerances are given in Table 1 below: 

Table 1. Setting for the relevant parameters in Hybrid GA/PSO 

Parameter Setting 
PV tolerance 0.001 p.u. on a 100MVA base 
PQ tolerance 0.001 p.u. on a 100MVA base 
M 100 
Maximum Generation, T 100 
Population size, N 100 
Range for initialization Voltage: 0.7 p.u. to 1.2 p.u., : -30° to 0° 
Selection in GA Roulette wheel selection 
Crossover 2-point crossover with probability 0.9 
Mutation Uniform mutation with probability = 0.01  
Inertia weight, w 0.7 
r1 and r2  Random numbers uniformly distributed in [0,1]. 

The details on the network data of Klos-Kerner 11-node system are available in 
[6], together with the specified generation for heavy load case. 

7   Results 

Results of the schemes as depicted in Table 2 are shown in Tables 3. For simplicity, 
the notation CGA in Table 2 refers to CGAPF as mentioned in section 3. In these 
tables, the meanings of the attributes are given below. 
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Ave Time:  Average time taken to complete a trial 
S.R. : A trial is considered successful if all nodes value is within the tolerance 

before maximum generation, T is reached. Success rate can be obtained 
from the number of successful trials within 50 trials. 

Std Dev : A small standard deviation of H denotes that the algorithm is stable. 
Best : The best results obtained within 50 trials. 
Average : Average of H for all 50 trials. 
Worst : The worst result among 50 trials. 

For the heavy load case in Table 3, the four schemes have significant differences 
when reliability is taken into account. From Table 3, CGA (Scheme A), records a 
success rate of 76% whereas CPSO (Scheme B) records a success rate of 60%. CPSO 
fails to obtain a competent results and the time recorded is doubled compared to the 
one obtained by CGA. It can be observed in Scheme C that the reliability of CGA can 
be increased by incorporating the numerical accelerator suggested in [6]. At the same 
time, the average time recorded is decreasing from 0.74 second to 0.52 second. With 
PSO as mutation operator with mutation probability of 0.01, the proposed hybrid 
GA/PSO method (Scheme D) has a success rate of 96% and the time recorded is com-
petent to the time recorded by CGA in Scheme A. This shows that the strategy of 
incorporating PSO as mutation operator while having GA as the backbone is an effi-
cient approach in solving power flow problem. 

Table 2. List of Schemes 

Scheme Description 
A CGA. 
B CPSO. 
C CGA with numerical accelerator. 
D Hybrid GA/PSO. 

 

Table 3. Heavy Load of KK11 system with 0.04% load reduction (50 trials) 

H 
Scheme 

Ave 
Time[ms] 

S.R. 
(%) 

Std Dev 
Best Average Worst 

A 740 76 6.39E-7 6.0E-6 7.4E-6 9.0E-6
B 1690 60 5.80E-7 6.0E-6 6.7E-6 8.0E-6
C 520 92 5.36E-7 6.0E-6 7.28E-6 8.0E-6
D 730 96 5.73E-7 6.0E-6 7.28E-6 9.0E-6

8   Further Investigation on Hybrid GA/PSO 

In this section, the performance of Hybrid GA/PSO is further enhanced by improving 

the reliability of the hybrid algorithm and by reducing the computational cost.  The 
high reliability can be achieved by choosing the optimal value for the inertia weight, 
w, and the mutation probability, mp, applied in the hybrid algorithm. This is done 
through parameter sensitivity analysis for both w and mp. In achieving the reduction 
in computational cost, it is best to reduce the number of population to the lowest size 
possible while maintaining the solution success rate close to 100%. The population 
size applied in the previous simulation has been 100. Empirical study shows that the 
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population size could possibly be reduced to increase the speed of the algorithm while 
maintaining a high reliability. Therefore, for the following parameter sensitivity 
analyses in section 8.1 and 8.2, the population size is fixed at a size of 8 individuals.  
All the other settings as given in section 6 remains intact. The convergence character-
istic of the hybrid algorithm is described in section 8.3. The technical information of 
the best result is also included in the same section. 

8.1   Determining Optimal Inertia Weight, w Value 

In the previous studies, the inertia weight, w has been set to 0.7.  Recent work shows 
that a lower inertia weight value might help to improve the convergence of PSO algo-
rithm. Therefore, a series of inertia weight starting from 0.7 to 0.1 with a decrement 
of 0.1 are chosen for analysis. Meanwhile, the mutation probability of 0.01 as given in 
section 6 remains unchanged as the main focus here is to analyze the influence of w in 
the hybrid algorithm. Results for this analysis are recorded in Table 4. From the re-
sults, the best reliability achieved is obtained by setting w=0.1, with a success rate of 
53%. The best result is highlighted in the same table. 

Table 4. Parameter sensitivity analysis of inertia weight (w) for KK11-node system with 0.04% 
load reduction. (100 trials) 

H 
w 

Ave 
Iter 

Ave 
Time[ms]

S.R. 
(%) 

Std Dev 
Best Average Worst 

0.7 32.51 48.0 37 5.60E-07 7E-06 7.73E-06 9E-06 
0.6 32.62 48.0 43 6.71E-07 7E-06 7.81E-06 9E-06 
0.5 33.47 49.0 49 7.55E-07 7E-06 7.82E-06 1E-05 
0.4 35.18 53.0 50 7.07E-07 7E-06 7.70E-06 9E-06 
0.3 31.6 47.0 48 6.17E-07 7E-06 7.71E-06 9E-06 
0.2 34.92 49.0 50 7.08E-07 7E-06 7.78E-06 9E-06 
0.1 45.36 66.0 53 7.23E-07 6E-06 7.70E-06 1E-05 

8.2   Determining Optimal Mutation Probability, mp Value 

Having the optimal value of w from the sensitivity analysis in the previous section, 
further analysis to obtain the optimal mutation probability, mp is carried out. This is 
done through parameter sensitivity analysis and results for this analysis are recorded 
in Table 5. At this point, the inertia weight, w is fixed at 0.1 as this is best value found 
in the previous parameter sensitivity analysis. From the table, the performance of the 
hybrid algorithm varies with different setting of the mp values, which is varied from 
0.00 to 0.10 with the increment of 0.01. Results are tabulated accordingly in Table 5 
with Fig. 1 showing the average iteration, average time in millisecond and success 
rate in percentage. From the graph, the optimal mutation probability, mp is clearly no 
other than 0.04 as highlighted in the table. With this mp value, the hybrid GA/PSO 
algorithm is able to achieve the best success rate of 95% with low computational time. 
The algorithm takes 81ms when it is executed on a Pentium IV computer with 3.0 
GHz processor and the average number of iterations needed is 53.97 iterations. This is 
a significant improvement as the algorithm with optimal w and mp settings is much 
faster than when it is without, in which case as shown in Table 3, the average compu-
tational time is 730ms.   
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Table 5. Parameter sensitivity analysis of mutation probability (mp) for KK11-node system 
with 0.04% load reduction. (100 trials) 

H 
mp 

Ave 
Iter 

Ave 
Time[ms]

S.R. 
(%) 

Std Dev 
Best Average Worst 

0.00 26.38 35.0 34 7.16E-07 7E-06 7.82E-06 9E-06 
0.01 33.47 49.0 49 7.55E-07 7E-06 7.82E-06 1E-05 
0.02 56.14 79.0 81 6.29E-07 6E-06 7.61E-06 9E-06 
0.03 55.5 84.0 88 6.03E-07 7E-06 7.57E-06 9E-06 
0.04 53.97 81.0 95 5.62E-07 7E-06 7.47E-06 9E-06 
0.05 56.4 89.0 89 5.43E-07 7E-06 7.44E-06 9E-06 
0.06 59.01 113.0 86 6.47E-07 7E-06 7.53E-06 9E-06 
0.07 59.16 108.0 81 6.06E-07 6E-06 7.4E-06 9E-06 
0.08 60.62 106.0 74 5.23E-07 7E-06 7.41E-06 9E-06 
0.09 69.4 107.0 62 5.88E-07 6E-06 7.4E-06 9E-06 
0.10 62.31 98.0 59 5.69E-07 7E-06 7.47E-06 9E-06 

Mutation probability, mp

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10

A
ve

 It
er

, A
ve

 T
im

e[
m

s]
, S

.R
. (

%
)

20

40

60

80

100

120
Ave Iter
Ave Time [ms]
S.R. (%)

 

Fig. 1. Parameter sensitivity analysis for mutation probability, mp 

8.3   Convergence Characteristic 

Fig. 2 shows the convergence characteristic of the hybrid GA/PSO for the case of 
heavy load with 0.04% load reduction. With the optimal parameter settings of w=0.1 
and mp=0.04, the hybrid algorithm converges very quickly in less than 10 iterations 
and only a slight improvement is observed after 10 iterations until the maximum itera-
tion. The best power flow solution is tabulated in Table 6. As mentioned in section 3, 
the algorithm will stop when all the PV and PQ nodes are within the tolerance of 
0.001. From Table 6, all the deviations for P, Q and V are within this tolerance with a 
total squared mismatched, H as 6.54×10-6.  Hence, this verifies that the solution ob-
tained is a valid solution.   



916 T.O. Ting, K.P. Wong, and C.Y. Chung 

Number of Iterations

0 10 20 30 40 50 60 70 80 90 100

T
ot

al
 s

qu
ar

ed
 m

is
m

at
ch

he
d,

 H

1e-6

1e-5

1e-4

1e-3

1e-2

1e-1

1e+0

1e+1

 

Fig. 2. Convergence characteristics of Hybrid GA/PSO in finding the solution for the heavy-
load case with 0.04% load reduction with optimal settings of w and mp 

Table 6. Best solution for the heavy-load case with 0.04% load reduction 

Mismatches (p.u) Node 
no. 

Vi(p.u) °
 

sp
i iP P−  sp

i iQ Q−  sp
i iV V−  H 

1 1.05 0 - - - 
2 0.724899 -36.6266 -0.000559 -0.000557 - 
3 0.714302 -57.7219 -0.000982 -0.000856 - 
4 0.817615 -56.145 -0.000622 -0.000538 - 
5 1.05 -40.1 -0.000500 - 0.000000 
6 0.817783 -54.1989 -0.000714 -0.000573 - 
7 0.905145 -45.2183 -0.000487 -0.000564 - 
8 0.920989 -34.3729 -0.000361 -0.000603 - 
9 1.0375 -15.396 -0.000504 - 0.000000 
10 0.965471 -20.5319 -0.000434 -0.000522 - 
11 0.888985 -38.9962 0.000568 -0.000606 - 

 
 
 
 
 

0.00000654 

9   Conclusion 

This paper has described a hybrid GA/PSO algorithm for solving the power flow 
problem. The proposed algorithm has been applied to the Klos Kerner 11 node sys-
tem. It has been found to be very promising and PSO may be used as the mutation 
operator and to replace the numerical accelerator in Reference [7]. The parameter 
sensitivity analysis has been carried out to find the optimal settings for the inertia 
weight, w, and the mutation probability, mp, in the hybrid algorithm. With these op-
timal settings, the proposed algorithm has a high solution success rate and requires a 
small population size consisting of 8 candidates solutions. Thus, the hybrid GA/PSO 
has been much faster with the optimal settings. Further work is being undertaken to 
investigate the robustness of the proposed hybrid algorithm in analyzing larger power 
systems. 
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Abstract. Dot product kernels are a class of important kernel in the theory of sup-
port vector machine. This paper develops a method to construct the mapping that 
map the original data set into the high dimensional feature space, on which the in-
ner product is defined by a dot product kernel.  Our method can also be applied to 
the Gaussian kernels. Via this mapping, the structure of features in the feature 
space is easy to be observed, and the linear separability of data sets in the feature 
space is studied. We obtain that any two finite sets of data with empty overlap in 
the original space will become linearly separable in an infinite dimensional feature 
space, and a sufficient and necessary condition is also developed for two infinite 
sets of data in the original data space being linearly separable in the feature space, 
this condition can be applied to examine the existences and uniqueness of the hy-
perplane which can separate all the possible inputs correctly. 

1   Introduction 

Support vector machine(SVM) is a new learning theory presented by Vapnik[1,2]. 
From the pattern recognition viewpoint, it can briefly be stated as follows. When a 
given sample set K  is linearly separable, the separating hyperplane with the maximal 
margin, the optimal separating hyperplane, is constructed in the original space. When 
the sample set is linearly non-separating, the input vectors are mapped into the high-
dimensional feature space through some kernel functions. Then in this high-
dimensional feature space an optimal separating hyperplane is constructed. The inner 
product in the high-dimensional feature space is just the employed kernel, so the com-
plex computing of inner product in the high-dimensional feature space is avoided. 
This is one of the advantages of SVM. SVM has been shown to provide higher per-
formance than traditional learning machines[3] and has been introduced as powerful 
tools for solving classification problems, at mean time the research on its theory and 
applications has drawn more and more attention in recent years.  

However, if we only consider the computing of the inner product in the feature space, 
the kernel is enough, it is unnecessary to consider the mapping from the original data set 
to the feature space. But if we want to know more about the SVM, for example, analysis 
of the shape of mapped data in the feature space, consideration of the construction of 
features, and selection of optimal kernels with better generalization properties, the map-
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ping from the original data set to the feature space can not be ignored. In the existing 
statistical learning theory[6], there are mainly two approaches to obtain the mapping 
from the original data set to the feature space. One is to employed the well known Mer-
cer Theorem, by this way the mapping is constructed as a vector whose entries are HN  

eigenfunctions of an integral operator, and the kernel corresponds a dot product in HNl2 . 

Another approach is to consider the Reproducing Kernel Hilbert Space, by this way 
each pattern is turned to a function on the domain. In this sense, a pattern is now repre-
sented by its similarity to all other points in the input domain. 

However, for the first approach, sometimes it is very difficult to compute the ei-
genvalues and eigenfunctions of an integral operator defined by a kernel even they 
really exist. For the second approach, the structures of features are difficult to observe 
since the image of every input pattern is a function and not a vector. All of these two 
approaches are mainly designed from the mathematical viewpoint to ensure the exis-
tence of such mapping, they are too abstract to be applied to analysis practical prob-
lems. Thus an intuitive and general method to construct the mapping from the original 
data set to the feature space with legible feature structure is clearly necessary from 
both of the theoretical and practical viewpoints. 

As well known, dot product kernels are an important class of kernels in common use. 
The well known dot product kernels in the theory of SVM are homogeneous polynomial 
kernels, inhomogeneous polynomial kernels. Both the homogeneous polynomial kernels 
and inhomogeneous polynomial kernels map the original data set into a finite dimen-
sional polynomial space(feature space) and the structures of features are clear(there is a 
whole field of pattern recognition research studying polynomial classifiers[4]). By using 
of the power series expansion of a dot product kernel, we can develop a mapping from 
the original dataset into a polynomial space(may not be finite dimensional) for every dot 
product kernel. Via this mapping, the structures of features are clear. This method can 
also be applied to the Gaussian kernels. Furthermore, the linear separability of data set is 
also investigated. It can be proven the images of any finite data set are linear independ-
ent in the feature space relative to certain dot product kernels, this implies any two finite 
subclasses of the original data set are linear separable in the feature space. We also 
develop a sufficient and necessary condition for two infinite subclasses of the original 
data set being linear separable in the feature space, this condition offer a theoretical 
characterization to examine the existences and uniqueness of the hyperplane which can 
separate all the possible inputs correctly.  

This paper is organized as follows. In section 2 we mainly review some basic con-
tent of kernels in SVM. In section 3 the method of constructing mapping for dot 
product kernels is developed. In section 4 we mainly discuss the separability of infi-
nite sets in the feature space via our proposed mapping.  

2   Kernels for SVM  

In this paper we only consider the binary classification problem. Let 

}1,1{)},(),...,,{( 11 −+×⊂ n
ll Ryxyx  be a training set, A  is the sample set with label 

1+ and B  is the sample set with label 1− . A  and B  are called linear separable in 
nR  if there is a hyperplane 0, =+>< bxw  and 0>δ such that δ>+>< bxw,  for 
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Ax ∈  and δ−<+>< bxw,  for Bx ∈ (this definition is also suitable when A  and 

B  are infinite set), clearly 0),( >BAd holds when A  and B  are linear separable, 

and the separating hyperplane with the maximal margin, the optimal separating hy-

perplane, could be constructed in nR . If A  and B  are not linear separable in nR , 
the SVM learning approach projects input patterns ix  with a nonlinear function 

)(: xx Φ→Φ  into a higher dimension space Ζ  and, then, it separates the data in Ζ  

with a maximal margin hyperplane. Therefore, the classifier is given by 

))(()( bxwsignxf T +Φ=  and parameters w  and b  are obtained through the minimi-

zation of functional 2

2

1
)( ww =τ  subject to 1),( ≥+>< bxwy ii  for all li ,...,1= . 

Since the solution of the linear classifier in Ζ  only involves inner products of vectors 
)( ixΦ , we can always use the kernel trick[6], which consists on expressing the inner 

product in Ζ  as an evaluation of a kernel function in the input space 
),()(),( yxkyx >=ΦΦ< . By this way, we do not need to explicitly know )(⋅Φ  but just 

its associated kernel ),( yxk . When expressed in terms of kernels, the classifier results 

=
+=

l

i iii bxxkysignxf
1

)),(()( α , where coefficients }{ iα  are obtained after a QP 

optimization of functional 
=

−−><−=
l

i iii ybwxwbwL
1

2
}1],{[

2

1
),,( αα  which 

can be solved by the KKT complementarity conditions of optimization theory[3]. 
However, if we not only consider the computing of inner product in the feature 

space, but also aim to present deep insight to SVM such as analysis of the shape of 
mapped data in the feature space, consideration of the construction of features, and 
selection of optimal kernels with better generalization properties, we must deal with 
the mapping from original dataset into the feature space. As pointed in [6], there are 
mainly two approaches to develop the mapping. One is the utilization of the well 

known Mercer theorem. Suppose X is a nonempty set and )( 2XLk ∞∈ is a kernel, 

then the integral operator )()(: 22 XLXLTk →  defined as 

=
χ

μ )'()'()',())(( xdxfxxkxfTk  is positive definite. Let )(2 XLj ∈ψ  be HN  nor-

malized orthogonal eigenfunctions of kT associated with the eigenvalues 0>jλ , then 

)',( xxk corresponds to a dot product in HNl2 with HNlX 2: →Φ  defined as 

HNjjj xx ,...,1))(()( ==Φ ψλ . For this method, sometimes it is very difficult to com-

pute the eigenvalues and eigenfunctions of kT even they really exist. 

Another approach is utilizing the Reproducing Kernel Hilbert Space. We can de-
fine a map from X  into the space of functions mapping X  into R , denoted as 

}:{ RXfR X →= , via ),'()( xxkx =Φ , Xx ∈' , the feature space is spanned by 

k and is a Reproducing Kernel Hilbert Space. Clearly ),'()( xxkx =Φ  is a function 

and not a vector, and the structures of features are hardly to be observed.  
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Two kinds of kernels are always applied in SVM. They are translation invariant 
kernels and dot product kernels. The translation invariant kernels are independent of 
the absolute position of input x  and only depend on the difference between two in-
puts x  and 'x , so it can be denoted as )'()',( xxkxxk −= . The well known translation 

invariant kernel is the Gaussian radial basis function kernel )
2

'
exp()',(

2

2

σ
xx

xxk
−

−= , 

other translation invariant kernels include −nB splines kernels[7], Dirichlet ker-

nels[6] and Periodic kernels[6]. A second important family of kernels can be effi-
ciently described in term of dot product, i.e., )',()',( ><= xxkxxk . The well known dot 

product kernels are Homogeneous Polynomial Kernels pxxxxk >=< ',)',( , inhomo-

geneous Polynomial Kernels pcxxxxk )',()',( +><=  with 0≥c . Both Homogene-

ous Polynomial Kernels and inhomogeneous Polynomial Kernels map the input set 
into a finite dimensional Polynomial space. In [11] we have also considered a class of 

infinite Polynomial kernels on a compact subset nU  of the open unit ball 

}1:{ <∈ xRx n  , defined as 
p

p

c
xx

xx
xxk

)',1(

',1
)',(

><−
><−= , for every nUxx ∈', , 

}1{−∈ Np , via an infinite Polynomial kernel, the input dataset is projected into an 

infinite dimensional Polynomial space. 

3   The Mapping for Dot Product Kernels  

In this section we will focus on developing a general method to construct the mapping 
from the original dataset into the feature space for the dot product kernels. This 
method is also suitable to deal with the Gaussian kernels. We can prove if the feature 
space is an infinite dimensional Polynomial space, then any two finite sets of data in 
the original space will become linearly separable in the feature space.  

For the dot product kernels, the following theorem is always useful.  

Theorem 1.[8] A function )',()',( ><= xxkxxk  defined on an infinite dimensional 

Hilbert space, with a power series expansion 
∞

=
=

0
)(

n

n
ntatk  is a positive definite 

kernel if and only if for all n , we have 0≥na . 

This theorem implies many kinds of dot product kernels can be considered in SVM. 

Suppose )',()',( ><= xxkxxk  is a dot product kernel on nRX ⊂ with the power 

series expansion 
∞

=
><=><

0
',)',(

n

n
n xxaxxk . For every Xx∈ , define nC  to 

map Xx∈  to the vector )(xCn  whose entries are all possible n th degree ordered 

products of the entries of x , and define kΦ  by compensating for the multiple occur-

rence of certain monomials in nC  by scaling the respective entries of nΦ with the 

square roots of their numbers of occurrence. Then, by the construction of nC  and 



922 D. Chen et al. 

nΦ , we have n
nnnn xxxxxCxC >>=<ΦΦ>=<< ',)'(),()'(),( . This fact can be 

found in [6] and is well known for the Homogeneous Polynomial Kernels 
pxxxxk >=< ',)',( . 

Define )),...,(),...,(,()( 110 xaxaax nn ΦΦ=Φ , then we have 

)',()'(),( xxkxx >=ΦΦ< . Clearly xx =Φ )(1  holds, this implies if 01 ≠a , 

then )(xΦ is the extension of x by adding features and keeps all the original entries 

of x , thus )(xΦ  keeps the original information of x . This statement is a goodness 

of our proposed Φ . The entries of )(xΦ is constructed by the entries of x , thus the 

structure of the appending features are clear and easy to be analyzed since these ap-
pending features are constructed by the original features. The feature space with re-
spect to )',( xxk  can be selected as the Hilbert space spanned by )(XΦ .  

First we consider the properties of the above proposed Φ when the feature space is 

finite dimensional. If there is Nn ∈0  such that 0=na  when 0nn > , then we have 

=
><= 0

0
',)',(

n

n

n
n xxaxxk , thus )',( xxk is just the weighted sum of some Ho-

mogeneous Polynomial Kernels, and the feature space is a finite dimensional Homoge-

neous Polynomial Kernels. However, for nxxxxk >=< ',)',( , it is possible that Φ  is 

not a one to one mapping, i.e., different inputs may have the same image, which is 
clearly unreasonable. This statement can be illustrated by the following example. 

Example 2. If 2=n , and ),( 21 xxx = , then )2,,()()( 21
2
2

2
12 xxxxxx =Φ=Φ . For 

two different inputs )1,1( −=x , )1,1(−=y , clearly yx ≠ , but )()( yx Φ=Φ . If x  and 

y  belong to different classes, then every separating hyperplane in the feature space 

relative to the kernel 2',)',( >=< xxxxk can not distinguish x  and y . Similar cases 

will appear frequently when n is an even. If we select a weighted sum form kernel 

predigest satisfying 01 ≠a , then the entries of x  is a part of )(xΦ , thus we can 

avoid this case. 
By using of our proposed Φ , we have the following useful theorem. 

Theorem 3. Suppose Xxx m ⊂},...,{ 1  satisfying 0≠ix , ji xx ≠  if ji ≠ , then 

there is a dot product kernel 
=

><= 0

0
',)',(

n

n

n
n xxaxxk such that 

)(),...,( 1 nxx ΦΦ  are linear independent. 

Proof. Suppose ),...,,( 21 iniii aaax = , 
−

=
><= 1

0
',)',(

m

n

nxxxxk , then )',( xxk  

is a dot product with expression 
><−

><−=
',1

',1
)',(

xx

xx
xxk

m

. 
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Let 1
21 ...)( −+++= n

iniii xaxaaxf , mi ,...,1= . If ji ≠ , then ji xx ≠ , we 

have )(xfi
and )(xf j

are two different equations. By the algebraic basic theorem we 

know every 0)()( =− xfxf ji has finite roots. Thus there exists Nn ∈0  

such that any two of },...,1:)({ 0 minfi =  are different. Let 

)}(),...,(,1{ 0
1

0 nfnf m
iii

−=β , mi ,...,1= , then we have mβββ ,..,, 21  are linear in-

dependent.  

Suppose 0)(...)()( 2211 =Φ++Φ+Φ mm xxx ααα , then 0...
1 21

21 =
=

nl
in

m

i

l
i

l
ii aaaα , 

1...21 −≤+++ mlll n , }0{,...,, 21 UNlll n ∈ , we have 0)( 01
=

=
nf n

i

m

i iα , 

this implies 0...11 =++ mmβαβα , thus every 0=iα  and )(),...,( 1 nxx ΦΦ  are 

linear independent. 

In the proof of Theorem 3 we choice the kernel as 
><−

><−=
',1

',1
)',(

xx

xx
xxk

m

 in or-

der to predigest the proof. However, every kernel 
=

><= 0

0
',)',(

n

n

n
n xxaxxk sat-

isfying 10 −≥ mn  and 0>na  for 1−≤ mn satisfies the condition in Theorem 3.  

Suppose Φ is a mapping relative to a kernel )',( xxk such that )(),...,( 1 nxx ΦΦ  

are linear independent, A and B are two nonempty subsets of X  and φ=BAI  , 

then we have )()()( BAX ΦΦ=Φ U and φ=ΦΦ )()( BA I . )(),...,( 1 nxx ΦΦ  

are linear independent implies any element in the convex hull of one class cannot be 
the convex combination of the elements of another class, this implies the two convex 
hulls of A and B have empty overlap, notice these two convex hulls are compact, 
so )}(),...,({ 1 lxx ΦΦ  and )}(),...,({ 1 ml xx ΦΦ +  are linear separable in the feature 

space. Thus we can derive the following fact. 

Theorem 4. Suppose }1{)},(),...,,{( 11 +×⊂ Xyxyx ll
, }1{)},(),...,,{( 11 −×⊂++ Xyxyx mmll  , 

then there is a mapping relative to a dot product kernel which map X  into a finite dimen-
sional Polynomial space such that these two classes are linear separable in the feature 
space. 

Suppose 
∞

=
><=><

0
',)',(

n

n
n xxaxxk satisfies for every Nn ∈0  there exists 

0nn > such that 0>na , without losing universality, we assume every 0>na , 

i.e., every coefficient in its power series is positive, for example, Vovk’s infinite 

polynomial kernel 1))',(1()',( −><−= xxxxk [6]and our proposed infinite poly-

nomial kernel 
p

p

c
xx

xx
xxk

)',1(

',1
)',(

><−
><−= [11]. The following theorem implies the 

feature space relative to such kernels  is infinite dimensional. 
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Theorem 5. Suppose Xxx m ⊂},...,{ 1  satisfies 0≠ix for mi ,...,2,1= , ji xx ≠  

if ji ≠ , Φ is the mapping relative to 
∞

=
><=><

0
',)',(

n

n
n xxaxxk such that 

every 0>na , then )(),...,( 1 nxx ΦΦ  are linear independent.  

Proof. Suppose ),...,,( 21 iniii aaax =  and )(),...,( 1 mxx ΦΦ  are linear dependent, 

then there exists mααα ,...,, 21  satisfying at least one of them is not equal to zero and 

0)(...)()( 2211 =Φ++Φ+Φ mm xxx ααα  holds. Thus we have 

0...
1 21

21 =
=

nl
in

m

i

l
i

l
ii aaaα  where }0{,...,, 21 UNlll n ∈ .  

Let 1
21 ...)( −+++= n

iniii xaxaaxf , mi ,...,1= . Then there exists Nn ∈0 such 

that any two of },...,1:)({ 0 minfi =  are different. Let 

)}(),...,(,1{ 0
1

0 nfnf m
iii

−=β , mi ,...,1= , then we have mβββ ,..,, 21  are linear 

independent. But by 0...
1 21

21 =
=

nl
in

m

i

l
i

l
ii aaaα  we have 0...11 =++ mmβαβα , this is 

a contradiction. Thus we have )(),...,( 1 nxx ΦΦ  are linear independent.  

For Xxx m ⊂},...,{ 1 , Theorem 3 implies there exists a finite dimensional feature 

space such that the images of },...,{ 1 mxx are linear independent in this feature space, 

while Theorem 5 implies the images of },...,{ 1 mxx  are linear independent in the 

feature space relative to a kernel satisfying every coefficient in its power series is 
positive, so these two theorems are different. For the kernel satisfying every coeffi-
cient in its power series is positive, similar to Theorem 4 we have the following result. 

Theorem 6. Suppose }1{)},(),...,,{( 11 +×⊂ Xyxyx ll , }1{)},(),...,,{( 11 −×⊂++ Xyxyx mmll , 

then they are linear separable in every feature space relative to a kernel satisfying 
every coefficient in its power series is positive.  

However, as pointed in section 2, for a fixed kernel )',( xxk , the feature space is 

not uniqueness. The following theorem implies the selection of feature space does not 
influence the linear independence of a finite class of data in the feature space.  

Theorem 7. Suppose Xxx m ⊂},...,{ 1  satisfies 0≠ix for mi ,...,2,1= , ji xx ≠  if 

ji ≠ , then the Gram matrix )),(( ji xxkM =  has full rank for a dot product kernel 

)',( xxk  satisfying every coefficient in its power series is positive.  

Proof. If ))(),(()),(( >ΦΦ<== jiji xxxxkM  has not full rank, then there  

exists mααα ,...,, 21  satisfying at least one of them is not equal to zero  

such that 
=

>=ΦΦ<
m

l ill xx
1

0)(),(α , mi ,...,1= . So we have 
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=
>=ΦΦ<

m

l llii xx
1

0)(),( αα , mi ,...,1=  which implies 

==
>=ΦΦ<

m

l ll

m

i ii xx
11

0)(,)( αα , thus 0)(
1

=Φ
=

m

i ii xα  and 

)(),...,( 1 nxx ΦΦ  are linear dependent. Hence >ΦΦ=<><= )(),(),( jiji xxxxkM  

has full rank. 
If 'Φ  is another mapping that project X  into a different feature space, then it is 

easy to prove )('),...,('),(' 21 mxxx ΦΦΦ  are linear independent by )),(( ji xxkM =  

has full rank.  
For two dot product kernels 1k  and 2k , suppose 1Φ  and 2Φ  are mappings rela-

tive to 1k  and 2k  respectively, we have the following straightforward but useful 

theorem. 

Theorem 8. If 2Φ  is the extension of 1Φ , then )(),...,( 111 nxx ΦΦ  are linear inde-

pendent implies  )(),...,( 212 nxx ΦΦ  are linear independent. 

Our proposed method to construct mapping for dot product kernels can be ap-
plied to the Gaussian kernels on the surface of the unit ball. Suppose every Xx ∈  

is an unit vector, i.e., 1=x , then ><−>=−−=<− ',22',''
2

xxxxxxxx , thus 

the Gaussian kernels )
2

'
exp()',(

2

2

σ
xx

xxk
−

−=  have an equivalence expression as 

dot product kernels as )
1',

exp()',(
2σ

−><= xx
xxk , and we can construct the map-

ping for the Gaussian kernels by its power series by our proposed method. In [6] it 
has been pointed the Gaussian Gram Matrices are full rank, i.e., if GΦ is the map-

ping relative to a Gaussian kernel, then )(),...,( 1 mGG xx ΦΦ  are linear dependent 

for Xxx m ⊂},...,{ 1 , this statement is very important for analysis of  the properties 

of Gaussian kernels . By Theorem 5 we can also get this conclusion and we propose 
a new straight proof for this result, our proof is different with the original one  
in [13].  

For a finite data set Xxx m ⊂},...,{ 1 , )(),...,( 1 nxx ΦΦ  are linear independent 

implies any binary partition of },...,{ 1 mxx are linear separable in the feature space. 

So )(),...,( 1 nxx ΦΦ  being linear independent is a sufficient condition of 

},...,{ 1 mxx being linear separable in the feature space and clearly not a necessary 

condition. This sufficient condition illustrates the rationale of the kernel trick in SVM. 
However, it seems this sufficient condition is too strong since we always just need to 

separate two subsets of },...,{ 1 mxx in stead of separating all its possible binary parti-

tions. The equivalence description of linear separability of a binary classifications 
problem by using of kernel is a meaningful problem. 
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4   On the Linear Separability of Infinite Data Sets in Feature 
Space  

In this section we mainly discuss the linear separability of infinite data sets in feature 
space. At first glance, it is unnecessary to consider infinite data sets since the data 
sets we deal with in practical problems are all finite. This opinion is from the view-
point of designing algorithm for practical applications. If we consider the classifica-
tion problem from the theoretical viewpoint, the following three arguments indicate 
it is meaningful to investigate the linear separability of infinite data sets.  

First, separating two finite sets linearly is equivalence to separating their convex 
hulls linearly, and their convex hulls are infinite sets, so we have implicitly consid-
ered the linear separability of special infinite data set when separating finite sets line-
arly. Second, most feature values are real valued, this implies the possible data may 
be infinite even the samples are infinite, for instance, if we take stature as a feature 
with value range 0.5 to 2.5 meter, then every number between 0.5 and 2.5 is possible 
to be the stature of somebody. So after we construct a learning machine based on 
finite independent and identically distributed samples, the possible data we deal with 
by this machine is always drown from an infinite set and we can not exactly forecast 
its detail structure, i.e., exact values of the possible data taking for every feature, this 
also need to take account of all possible cases drown according to a probability distri-
bution. At last, for a practical binary problem, certainly we desire to know the exis-
tence and uniqueness of optimal hyperplane that can separate all the possible data 
without misclassification, this also inspires us to consider all the possible data.  

Thus it is necessary to investigate the linear separability of infinite data sets at least 
from the theoretical viewpoint, and such investigation can offer guidance to improve 
algorithm for practical problems.  

For any two finite data sets, by our discussion in Section 3 there must exists a  fea-
ture space relative to a dot product kernel such that they are linear separable in feature 
space, and the optimal hyperplane in the feature space is always available. For the 
infinite data set this statement may not hold, we have the following sufficient and 
necessary condition to characterize the linear separability of  two infinite data sets.  

Theorem 9. Suppose nRX ⊂  is compact and BAX U= , φ=BAI . Then there 

exists a feature space relative to a dot product such that )(AΦ and )(BΦ are linear 

separable in feature space if and only if the crowed point sets of A  and B have empty 
overlap, i.e., the boundary points set of A  and B  is empty. 

Proof.  Without losing universality, we assume X  is a subset of the open unit ball. 

We select Vovk’s infinite polynomial kernel 1))',(1()',( −><−= xxxxk in the follow-

ing proof, Φ  is the mapping relative to 1))',(1()',( −><−= xxxxk . 

 Since X  is compact, we know the crowed points of X  are still in X , thus the 
crowed points of )(XΦ are still in )(XΦ  by )(XΦ  is compact. If the crowed point 

sets of A  and B have nonempty overlap, then the crowed point sets of )(AΦ and 
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)(BΦ also have nonempty overlap by Φ  is continuous, this implies 

0))(),(( =ΦΦ BAd , so )(AΦ and )(BΦ can not be linear separable in feature space. 

⇐  Suppose the crowed point sets of A  and B have empty overlap. Clearly A  
and B are compact, this implies )(AΦ and )(BΦ are compact in the feature space in 

case of Φ  being continuous. By Theorem 5 the overlap of convex hulls of )(AΦ and 

)(BΦ are empty, thus they are linear separable in the feature space and )(AΦ and 

)(BΦ are linear separable in the feature space.   

Other kernels 
∞

=
><=><

0
',)',(

n

n
n xxaxxk satisfies for every Nn ∈0  there ex-

ists 0nn > such that 0>na can also be employed to prove this theorem. 

For a binary pattern recognition problem, if  there is a hyperplane which can not 
only separate the training simple but also can classify every possible data properly, 
i.e., it can separate all the possible data of two classes without misclassification, we 
call this binary pattern recognition problem can be totally solved. Theorem 9 develops 
a sufficient and necessary condition under which a binary pattern recognition problem 
is possible to be solved totally, i.e., for every sample of one class, there exists a suffi-
cient small neighborhood of this sample satisfying none sample of another class is in 
this neighborhood. Thus we can conclude that for a binary pattern recognition prob-
lem, if it can be solved totally, then generally the selection of optimal separating hy-
perplane is not unique, if it can not be solved totally, then the optimal separating hy-
perplane does not exist. The following figure illustrates our idea of Theorem 5. 

 

Fig. 1. If X  is compact and BAX U= , φ=BAI , all the possible data are in X . If the 

crowed point sets of A  and B have empty overlap, then )(AΦ and )(BΦ  are linear separable 

in the feature space as shown in above figure. Since every separating hyperplane can classify all 
the possible input data without misclassification as the three lines in the figure, each of them 
can be selected as an optimal separating hyperplane. 

As pointed out in [12], since one has to make assumptions about the structure of 
the data(otherwise no generalization is possible), it is natural to assume that two 
points that are close are likely to belong to the same class, informally, we want similar 
inputs to lead to similar output[6]. Most classical classification algorithms rely, im-
plicitly or explicitly, on such an assumption(e.g. nearest-neighbors classifiers, and the 
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simplest possible justification for large margins in SVM in [6]). Applying this as-
sumption to the binary pattern recognition problems, it just implies the crowed points 
of the two classes have an empty overlap, thus the optimal separating hyperplane in 
the feature space always exists and is not unique.  

If the binary pattern recognition problems do not satisfy this assumption, i.e., the 
two classes have conjunct crowed points, then the optimal separating hyperplane that 
can separate all the data without misclassification is not available. By this way, in an 
infinite dimensional feature space relative to a dot product kernel, two classes of data 
distribute along the different sides of the crowed points, and the best separating hy-
perplane should pass through the crowed points. We employ the following simple 
example to illustrate our idea. 

Example 3. Suppose we have two tangent ellipses as two classes, thus the tangent 
point is the conjunct crowed point. If we want to separate them by a line, then clearly 
the tangent is the best selection. The following figure can explain this example 
straightforward.  

 

Fig. 2. To separate two tangent ellipses by a line, clearly the tangent is the best selection 

Clearly the conjunct points may not be unique, and the number of conjunct points 
will influence the selection of separating hyperplane. We omit detail discussion on 
this topic here and will focus on it in detail in another paper.  
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Abstract. An edge detection method by combining fuzzy logic and neural net-
work is proposed in this paper. First, the distance measures between the feature 
vector in 4 directions and the six edge prototype vectors for each pixel are taken 
as input pattern and fed into input layer of the self-organizing competitive neu-
ral network. Classifying the type of edge through this network, the thick edge 
image is obtained. After classification, we utilize the competitive rule to thin 
the thick edge image in order to get the fine edge image. Finally, the speckle 
edges are discarded from the edge image, thus the final optimal edge image is 
got. We compared the edge images obtained from our method with that from 
Canny’s one and Sobel’s one in our experiments. The experimental results 
show that the effect of our method is superior to other two methods and the ro-
busticity of our method is better. 

1   Introduction 

Because the edges include the most important information in the image, such as the 
edges which are used for labeling the abrupt points and the points with a significant 
variation in gray level, and can provide the information of the object’s position, so the 
edge detection plays an important role in applying of image analysis. Edge detection 
is an important link in computer vision and other image processing, widely used in 
contour extraction, feature detection and texture analysis. Most previous edge detec-
tion techniques used first-order derivative operators [1], such as the Sobel edge opera-
tor, the Prewitt edge operator and the Robert edge operator. The Laplacian operator is 
a second-order derivative operator for functions of two-dimension operators and is 
used to detect edges at the locations of the zero crossing. However, these points of 
zero crossing aren’t certainly the edge points and can only be determined to be edge 
points by further detection. Another gradient operator is the Canny operator that is 
used to determine a class of optimal filters for different types of edges [2], e.g., step 
edges or ridge edges. A major problem in Canny’s work is that a trade-off is emerged 
between detection and localization: as the scale parameter increases, the detection 
accuracy increases but the localization accuracy decreases. In order to set the appro-
priate value for the scale parameter, the noise energy must be known. However, it is 
not an easy task to locally measure the noise energy because both noise and signal 
affect the local measure. Many researchers have proposed the statistical or stochastic 
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methods of boundary detection, but these methods don’t always perform well since 
they lack powerful two-dimensional structure knowledge and employ only a single 
formula to treat different edge patterns [3]. Due to the effects of noise and other fac-
tors, all the edge detection methods above may lead a result not satisfied, such as false 
edge or missing edges, for many complicated actual images. 

In recent years, an increasing number of researchers have been involved in research 
of the subjects of fuzzy logic and neural network in the hope of combining the superi-
ority of fuzzy logic and neural network to achieve a more useful tool for fuzzy infor-
mation processing [4], [5], [6], [7], [8]. In this paper, a new edge detection method of 
combining fuzzy logic and neural network is presented. To verify the method pro-
posed in this paper, we compare it with Canny method and Sobel method in the term 
of images which have no noise and noise respectively. The experimental results show 
that the effect of our method is superior to that of Canny method and Sobel method. 

2   Pixel Edge Classification and Neural Network  

Fig.1 shows the 3 3×  neighborhood of pixels about the center pixel p5 as well as the 
four edge directions which may appear. The bi-directional grey level summed magni-
tude of differences between p5 and its neighbors are designated respectively by d1, d2, 
d3 and d4 for directions 1, 2, 3 and 4, are shown in Fig.1 and are calculated by, 

1 1 5 9 5

2 2 5 8 5

3 3 5 7 5

4 4 5 6 5

d p p p p

d p p p p

d p p p p

d p p p p

= − + −

= − + −

= − + −

= − + −

 (1) 

For each pixel in an input image that is not on the outer boundary of the image, we 
define its four-dimensional feature vector in four directions on its 3 3×  neighborhood 
as x = (d1, d2, d3, d4). 

 

Fig. 1. Pixels and directions in 3 3×  neighborhood 

Each edge class has a single feature vector of four directional grey level summed 
magnitudes of differences as far as the low and high values are concerned. According 
to the feature vector of pixel, we classify pixels into 6 classes (four edge classes, a 
background class and a speckle edge class). Four typical neighborhood situations are 
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shown in Fig.2. Among them the grey level summed magnitudes of differences of 
class 1 are ‘lo’ in direction 1 and ‘hi’ in directions 2, 3, 4. The summed magnitudes of 
differences of class 2 are ‘lo’ in direction 2 and ‘hi’ in directions 1, 3, 4; the grey level 
summed magnitudes of differences of class 3 are ‘lo’ in direction 3 and ‘hi’ in direc-
tions 1, 2, 4; the grey level summed magnitudes of differences of class 4 are ‘lo’ in 
direction 4 and ‘hi’ in directions 1, 2, 3; the background class is for the pixel whose 
neighborhood has low grey level summed magnitude of differences in the four direc-
tions; the speckle edge class is used for pixels on whose neighborhood the change 
magnitudes in all directions are high. 

 

Fig. 2. Situation for typical edge classes 

Given a pixel, any neighborhood has a situation that determines a feature vector such 
as x = (3, 35, 26, 4), of magnitudes of differences in each of the four directions shown in 
Fig.1. We construct 6 prototype vectors C0, …, C5 to be the respective centers of the 6 
classes (four edge classes, one background class and one speckle edge class). These 
centers or prototypes for the respective classes have component values ‘lo’ and ‘hi’ that 
represent low and high grey level summed magnitude of differences in the directions 
indicated. The construction of these class centers are listed in Table 1. The parameters lo 
and hi are set by the user depending on the image region contrasts and the noise sensi-
tivity desired. For example, lo could be set to a gray level difference of 5 and hi set to a 
value from 30 to 40. These low and high values decide the prototype vectors C0, …, C5. 

Table 1. The edge classification and their prototype vectors 

Class 0 (background) C0 = (lo, lo, lo, lo) 
Class 1 (edge) C1 = (lo, hi, hi, hi) 
Class 2 (edge) C2 = (hi, lo, hi, hi) 
Class 3 (edge) C3 = (hi, hi, lo, hi) 
Class 4 (edge) C4 = (hi, hi, hi, lo) 
Class 5 (speckle edge) C5 = (hi, hi, hi, hi) 

2.1   The Self-organization Competitive Neural Network 

Self-organization competitive neural network is a neural network which conducts the 
network training by no teacher’s guiding and has the function of self-organization. 
Through training itself the network classifies the input pattern automatically. The  
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simple working process of self-organization competitive neural network is that after 
inputting the pattern vector, the network lets the neurons of output layer start competi-
tion according to a rule, and when a neuron winned network lets the connective 
weights structure to be updated along the direction which can make the winning neu-
ron more sensitive to this pattern. When the network inputs again this pattern or simi-
lar pattern, this neuron wins easier. At the same time, the other neurons are restrained 
and aren’t sensitive to this pattern, thus difficult to win. When there are other pattern 
inputtings, these neurons take part in the hopeful competition again. These character-
istics of self-organization competitive neural network make it have high application 
value in pattern classification. 

The neural network proposed in this paper is a self-organization competitive neural 
network (shown as Fig.3),  consisted of two layers of neuron(input layer and competi-
tive layer) and a set of connective weight. There are six neurons in input layer, indi-
cating respectively the distance measures between the feature vector of pixel and the 
six edge prototype vectors. (u0 indicates the distance measure from feature vector to 
background, u1 to class 1 edge, u2 to class 2 edge, u3 to class 3 edge, u4 to class 4 
edge, u5 to speckle edge.) There are six neurons in the competitive layer which corre-
spond respectively to the six edge classes. (C0 indicates background, C1 class 1 edge, 
C2 class 2 edge, C3 class 3 edge, C4 class 4 edge, C5 speckle edge.) 

 

Fig. 3. The competitive neural network 

Due to the Euler distance between the feature vector of the pixel and the edge pro-
totype vectors in different images is differ in thousands ways and the near distance in 
a image may be the far distance in another image, so only upon providing more train-
ing samples can we make the network recognize the edge pixels in different type 
images. In fact, the ‘far’ or ‘near’ distance is a fuzzy concept in the given patterns. 
For this, we propose a ‘measure’ concept, and the Euler distance between the feature 
vector of pixel and the edge prototype vector is fuzzified. If the measure approaches 
1, it indicates the near distance; if the measure approaches 0, it indicates the far  
distance. 

1i iu x c ω= − −  (2) 
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where, ω  is the biggest Euler distance obtained from computing in the image, and the 
quality of edge detection depends mainly on the parameters lo, hi and ω . 

Feeding the preprocessed distance measures into the above self-organization com-
petitive neural network, the network will recognize automatically which edge type the 
pixel belongs to. 

Suppose that the connectional weights of the network are {Wi,j}, i = 1,2,…,6, 
j =1,2,…,6, and the restrictive condition is, 

6

1

1ij
i

W
=

=  (3) 

and suppose Pk = (p1
k, p2

k, …, P6
k) is one of the studying patterns, then the input value 

of the neurons of the competitive layer is, 
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According to the rule of ‘the winner is the king’, the neuron corresponding to the 
maximum value in Sj (j =1, 2, …, 6) is considered as the ‘winner’ and its output status 
is set as 1, while the output status of all the other neurons are set as 0, then the con-
nectional weights connected with the winning neuron are updated by the following 
equation and the other connectional weights keep unchangeable. 
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W W
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η

= + Δ
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(5) 

where, η  is the studying coefficient, and 0 1η< < , m  is the number of elements with 
value ‘1’ in the study pattern Pk = (p1

k, p2
k, …, P6

k). 

2.2   The Competitive Rules 

After recognizing the edge type of each pixel by the network, a competitive selection 
is conducted for each edge pixel according to its assigned class. Only the edge pixels 
that are first classified as edge pixels and then wined in the edge competition, or 
speckle edge pixels, are mapped as the edge pixels in the new output map, and all 
other pixels are mapped as background. 

Once a pixel is classified as an edge class, it will compare with the two adjacent edge 
pixels along the edge direction. For these three pixels, only the one with the largest grey 
level summed magnitude of difference is saved as a white edge, the others are saved as 
black background, thus the thick edge image got from the self-organization competitive 
neural network is thinned. These competitive rules are as follows: 

If x is class 0 (background), then change pixel to black. 
    If x is class 1 (edge), then compare this pixel with d3 value of neighborhood pixels 

in direction 3.  
    If it wins, then change it to white (edge), else change to black. 
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    If x is class 2 (edge), then compare this pixel with d4 value of neighborhood pixels 
in direction 4.  

If it wins, then change it to white (edge), else change to black. 
If x is class 3 (edge), then compare this pixel with d1 value of neighborhood pixels 
in direction 1.  

If it wins, then change it to white (edge), else change to black. 
If x is class 4 (edge), then compare this pixel with d2 value of neighborhood pixels 
in direction 2.  

If it wins, then change it to white (edge), else change to black. 
If x is class 5 (speck edge), then change pixel to white (edge). 

3   The Realization of the Algorithm of Edge Detection 

Because the speckle edge mapped as a white edge pixel  is not always an edge, we 
implement a despeckler that removes isolated single and double edge pixels from the 
edges after the edge competition have been done. Before the edge detection is done 
we pretreated image by a smoothing opertator. There are three steps in the edge detec-
tion algorithm. First, the feature vector x = (d1, d2, d3, d4) of each pixel and the dis-
tance measures between it and the six prototype vectors (C0, C1, C2, C3, C4, C5) are 
computed, and the distance measures are fed into the self-organization competitive 
neural network for edge classification, and the thick edge image is got. Afterwars the 
edge image obtained is thinned with competitive rules and at last the speckles are 
removed to get the final edge image. 

3.1   Fuzzy Classification 

I:  set parameters lo and hi. 
II:  for each pixel in the image,  

compute and save the bi-directional gray level summed magnitudes of dif-
ferences,  

construct the feature vector x and compute the distance measures between it 
and the six prototype vectors and feed the distance measures into the neu-
ral network,  

the type of the edge of pixel is recognized by the network automatically and 
the thick edge image is obtained. 

3.2   Competition of Edge Strengthening 

I:  for each pixel in the image,  
if it is edge class, then apply appropriate competition rule and record pixel 

value, 
if it is background class, then change the pixel as black, 
if it is speckle edge class, then change the pixel as black. 

3.3   Despeckling 

I:  for each pixel in the image, 
If it is isolated single or double speckle, then change the pixel as black. 
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4   The Experimental Results 

The source image used for simulating experiment is shown in Fig.4 (a). All of our 
experimental results were obtained by detecting every pixel in the image using a 3 3×  
neighborhood. The appropriate parameters lo and hi must be provided to achieve good 
results. From the experimental results, we think that the detective result is the best 
when lo = 5 and hi = 40. The smaller is the hi value, the more sensitive edges and the 
more noise are produced; whereas the larger is the lo value, the more false edges are 
produced. We also use Canny method to detect the edges in the source image. In 
Canny method, we found that a smaller threshold T gives more details and noises, and 
a smaller  σ  also gives more details but no noise. So T is the most sensitive. Through 
experiments, we found that the effect of Canny edge detection method is best when T 
= 0.04 and σ = 0.6.  

       
(a)                                (b)                                 (c)                                (d) 

Fig. 4. Source image without noise and its simulating results 

       
(a)                        (b)                            (c)                           (d) 

Fig. 5. Source image with noise and its simulating results 

Fig.4 (b), Fig.4 (c) and Fig.4 (d) show respectively the best results obtained with 
Canny edge detection method, our fuzzy neural network edge detection method and 
Sobel edge detection method. It is can be seen from these figures that the edge image 
obtained with our method detected many details which are not detected by Canny 
method and Sobel method, thus having the best effect. The edge image obtained with 
Sobel method lacks lots of details and its effect is the worst. The effect of Canny 
method is between our method and Sobel method. Fig.5 (a) shows the image obtained 
after corruption of the source image by noise (salt & pepper). Fig.5 (b), Fig.5 (c) and 
Fig.5 (d) show respectively the best results we obtained with Canny method, our 
method and Sobel method. It is can be seen from these figures, under noisy condition, 
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our method can still get the best edge image, although existed the noise in the edge 
image. But it has little effect on recognizing the image contour and many details. 
There are many false edges in the edge image obtained with Canny method which are 
brought by the noise, making some details can not be recognized. The effect of Sobel 
method is the worst.It can only detect the edges in the area which has higher contrast, 
and has many weak edges affecting the recognition effect. 

5   Conclusions 

We define the gray level summed magnitude of differences in four directions on  
3 3× neighborhood of each pixel as a feature vector,  construct six edge prototype 
vectors and take the distance measures between the feature vector and the prototype 
vectors as inputs and feed them into the self-organization competitive neural network 
to recognize whether the pixel is the edge, speckle or background to get the thick edge 
image . The thin edge image is obtained by using the competitive rule in the thick 
edge image. From the experimental results, it can be seen that the edge detection 
method proposed in this paper is superior to Canny method and Sobel method, this 
advantage is more prominent under the noisy condition and the robusticity is better. 
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Abstract. In this paper, we propose a fast and robust face detection method. We 
train a cascade-structured classifier with boosted haar-like features which uses 
intensity information only. To speed up the process, we integrate motion energy 
into the cascade-structured classifier. Motion energy can represent moving the 
extent of the candidate regions, which is used to reject most of the candidate 
windows and thus accelerates the evaluation procedure. According to the face 
presence situation, we divide the system state into three modes, and process in-
put images with an intensity detector, or motion integrated dynamic detector, or 
else keep the pre-results. Since motion energy can be computed efficiently, 
processing speed is greatly accelerated. Furthermore, without depending on any 
supposed motion model, the system is very robust in real situations without the 
limitation of moving patterns including speed and direction. 

1   Introduction 

Given any static image or an image in a video, face detection is used to determine 
whether there are faces in the image and, if so, return the number of faces, location 
and extent of each face [4]. As the necessary first-step of a face recognition system, 
face detection can also be implemented in video coding, video conferencing, crowd 
surveillance, and intelligent human computer interfaces [5]. Recently, with the  
application of face detection in the above-mentioned fields, face detection in video is 
attracting more attention than ever before. Compared to static face detection, face 
detection in video must be fast with less computational complexity, not only because 
the whole system must run in real-time but also because other tasks which are more 
complex must be able to run while face detection is used. 

Many works have been proposed to detect face in video. Viola et al. [1] proposed a 
framework for rapid object detection, which can process 15 frames per second. Their 
work realized the first robust real-time face detection system in the world. But their 
approach detects faces for every frame without using the temporal information, and 
thus they cost much more in computational resources than is necessary. 

Some works including [6], [11] have made use of temporal information to predict 
the detection parameters to narrow the searching areas and scales and thus accelerate 
the algorithm. But there are still some problems. First, all works based on prediction 
will suppose a temporal model of motion pattern, and if the real face movements do 
not fit the model, the algorithm will not work well. Second, most of the approaches 
can not deal with situations such as new faces appearing, faces intersecting, sudden 
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face motion etc. Camera translation is another situation most of the previous methods 
can not process. 

In this paper, we concentrate on a new approach to detect face in video, which is 
not only fast with low computational complexity, but also robust without limitation by 
the moving patterns of faces. 

If a face appears or moves, evident change will occur at the new position of the 
face. Without introducing limitation to the moving patterns of the face, we use vari-
able named motion energy to represent the moving extent of the candidate regions. 
We integrate a motion energy classifier into a cascade-structured classifier proposed 
in [1] to evaluate the candidate windows. (In this paper, the cascade-structured classi-
fier integrated with motion energy is curtailed as CSCIME classifier for convenience.) 
The motion energy classifier can be computed efficiently with an integral image of a 
motion image, and can reject most of the candidate windows. Thus the computational 
complexity of the system is greatly reduced. 

Considering such situations as a static background or still faces presenting, and in 
order to avoid the error of a departing face being kept in the following frames, we 
divide the state of the system into three. The three states are decided by pre-detection 
results, and switch between each other internally. According to the different states of 
the system, we use different processing methods to deal with the input images. 

The approach does not depend on any supposed model, and thus is out of the limi-
tation of moving patterns including speed, direction, and new faces appearing. The 
algorithm is very suitable for the real situation, and the implemented system has 
achieved an acceptable performance in a dynamic face recognition system and also in 
a verification system used to check on work attendance. 

The remainder of the paper is organized as follows: Section 2 introduces the 
framework of the whole system. The intensity detector is presented in Section 3. The 
detail of the dynamic detector is described in Section 4. Section 5 provides the ex-
perimental results and conclusions are given in Section 6. 

2   System Framework 

The state of the system is divided into three: face presenting state, background state, 
and temporary state, which is the transitory state between the first two. The three 
states are decided by pre-detection results, and the system can switch among the three  
 

 

Fig. 1. Switching flowchart of system state 
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states internally. Figure 1 shows the switching procedure of the system states. First, 
we set the state of the system as a temporary state, and detect the whole image. If 
there is any face appearing, the state will transform to the face presenting state, and if 
no face appears, we set the new state as a background state. With the face presenting 
state, if any face is detected, the state is kept, and if no face is detected, the state will 
change to the temporary state. With the background state, if any face is detected, the 
state will transform to the face presenting state, otherwise, the background state is 
kept. 

As shown in Figure 2, we use different processing methods to deal with different 
states. There are three processing modes: detecting with intensity detector, detecting 
with dynamic detector, and keeping pre-frame results. If the current state is the 
temporary state, we detect the whole image with the intensity detector which uses 
intensity information only. The intensity detector is constructed based on Viola et 
al.’s work, and searches the whole image thoroughly to evaluate all potential posi-
tions of the face. It is very sensitive to appearing faces but costs much in time. If the 
current state is the face presenting state, we detect the image with the dynamic de-
tector, which uses motion information to reject that part of the potential regions 
which do not change evidently. The approach is very effective, and most of the 
potential rectangles are rejected with simple operations which thus greatly acceler-
ate the speed of the whole system. Considering that with the background state, there 
is the situation that the background is static for a long time and no evident change 
occurs in the whole image, we process the background state in two different modes. 
If evident change occurs, we detect the image with the dynamic detector like proc-
essing the face presenting state and if no evident change occurs, we keep the frame 
results as pre-frame. 

 

Fig. 2. Three processing modes 

The system can switch among the three states internally, and process each state in 
the appropriate mode. 

3   Intensity Detector 

The intensity detector used in this paper is based on the method developed by Viola et 
al. [1]. Viola et al. [1] proposed a framework for robust and rapid object detection  
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which achieved an equivalent accuracy of the state-of-the-art results [2] while being 
distinguished from others in its ability to detect faces extremely rapidly. 

3.1   Cascade-Structured Classifier 

Like Viola et al. [1], we trained a cascade-structured classifier as Figure 3 shows. 

 
Fig. 3. Cascade-structured classifier 

3.2   Candidate Weak Classifiers and Training Methods 

We use the Real AdaBoost algorithm[8] to train every stage classifier. Domain-
partitioning weak hypotheses are used to build weak classifiers. To minimize the 
upper limit on training errors, each weak classifier candidate is computed from the 
weighted histograms of face and non-face on several disjoint blocks, and to avoid the 
value in the histograms that might be very small or even zero, the weak classifiers 
prediction is smoothed as [8]: 
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features of face and non-face examples in block j. 
To save training time, we use weight trimming method to select examples with lar-

ger weight to train while neglecting the samples with smaller weight [7]. 

3.3   Fast Feature Computation 

Like Viola et al. [1], we use four types of haar-like feature to build the feature pool. 
The feature can be computed efficiently with an integral image. The haar-like features 
can be rescaled easily by avoiding calculating a pyramid of images and thus greatly 
accelerating the detector. For each scale level, we rescale the features and record the 
relative coordinate of the rescaled features to the top-left of the integral image in the 
look-up-table (LUT). After looking up the value of the rescaled rectangle’s coordi-
nate, we calculate features with a relative coordinate. Like Viola, we use image  
variance to correct lighting, which can be obtained using integral images of both the 
original image and the image squared. Rescaling needs to round rescaled coordinates 
to the nearest integer, which would degrade the performance of Viola’s features [3]. 
Like R. Lienhart [3], we normalize the features by acreage, and thus reduce the round-
ing error. 
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4   Dynamic Detector 

4.1   Motion Image 

Considered to be of computational complexity, we use frame differencing of two im-
ages to model motion information. But a change of background can be introduced not 
only by the sudden and gradual change in illumination but also by image changes due to 
small camera displacements and motion in parts of the background [10]. To avoid such 
noise, we model the background image in a Gaussian model and use a threshold to ac-
quire the motion image. At time t, there is a recording image ( )rI t  to record the pre-

situation. Suppose that the intensity of pixel (x, y) in image ( )rI t  is (x, y,t)rI . Note that 

the recording image is not always the pre-frame of the current processing image, and the 
rules of refreshing the recording image are described at Section 4.4. Set that the current 
input image at the time t is I(t), and the intensity of pixel (x, y) in image I(t) is I(x, y, t). 
Let D(t) be a binary image sequence indicating regions of motion which are called mo-
tion images. The value of pixel (x, y) in motion image at time t is defined as:  

1
( , , )

0
D x y t

γ≥
= ri f | I ( x, y, t ) - I ( x, y, T) |

ot her s
,  (2) 

where γ  is the threshold to avoid background noise mentioned above. Figure 4 shows 

an example of the input image, the difference image, and the motion image. Difference 
image is the intensity difference between the input image and the recording image. 

 

Fig. 4. An example of input image, difference image, and motion image 

4.2   Motion Energy of Candidate Region 

Motion image indicates the pixels which have shifted out of the change range of 
noise, but what we are concerned with is which candidate rectangle region has shifted 
up to the extent of the moving face. Suppose an image rectangle is specified by r(l, t, 
w, h), where l/t is the left/top and w/h is the width/height of the rectangle. We use the 
number of the moving pixels in the candidate rectangle region to represent the moving 
extent of the region which is called motion energy. To make the motion energy in-
variant to the region acreage, we normalize it with region acreage. Finally motion 
energy of candidate region r(l,t,r,b) is defined as:  

( , , )

( , , , , )
( 1)*( 1)

b r

y t x l

D x y t

E l t r b t
r l b t

= ==
− + − +

,  (3) 

which can be computed efficiently with the integral image of the motion image.  
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4.3   Cascade-Structured Classifier Integrated with Motion Energy (CSCIME 
Classifier) 

Motion energy indicates the moving extent of each candidate rectangle, which can be 
used to evaluate the moving state of the region. We set the motion energy classifier 
as:  

1 ( )
( )

0m

if E x
H x

otherwise

θ>
=  , (4) 

where E(x) is the motion energy of candidate rectangle image x, and θ  is the thresh-
old. Because only part of the candidate windows can pass the motion energy classi-
fier, we integrate it into a cascade-structured classifier to build a cascade-structured 
classifier integrated with motion energy (CSCIME classifier). Since a motion energy 
classifier can remove many candidate windows with one simple operation, it is rea-
sonable to place it at the first stage. Figure 5 shows the structure of the CSCIME clas-
sifier. The cascade-structured intensity classifier is constructed as Figure 3 showed 
previously. 

 

Fig. 5. Cascade-structured classifier integrated with motion energy 

 

Fig. 6. Comparing candidate windows sent to motion energy classifier and that passing motion 
energy classifier 

In most situations, the motion energy classifier at the first stage of the CSCIME 
classifier can reject most parts of the candidate window. Figure 6 (a) shows the evalu-
ated windows being sent to the motion energy classifier, and Figure 6 (b) shows the 
windows passing the motion energy classifier which will be evaluated by the follow-
ing cascade-structured intensity classifier. Obviously, the motion energy classifier 
accelerates the evaluation procedure by rejecting most of the candidate windows. 
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4.4   Dynamic Detector 

If the current state is the face presenting state, or evident change occurs in the back-
ground state, we will detect the image with the dynamic detector. First, we obtain the 
motion image by image difference and threshold. As shown in Figure 7, if the current 
state is the face presenting state, we divide faces presented in pre-image into still 
faces and moving faces according to their motion energy in current motion image. 
The still faces are kept and merged in the final results. For moving faces, according to 
their motion energy, we divide the whole image into a thoroughly searching region 
and a coarsely searching region. For each moving face, we get its thoroughly search-
ing region with the same center by enlarging it with the ratio:  

eR =1+sqrt(E(r))*β ,  (5) 

where E(r) is the motion energy of the face and β  is the controlling parameter.  

 

Fig. 7. Procedure of processing the face presenting state by dynamic detector 
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All the thoroughly searching regions are merged to build a final thoroughly search-
ing region and the other part of the image is set to a coarsely searching region. The 
thoroughly searching region is searched in a refined step (step = 1.2 in the experi-
ments) and the coarsely searching region is searched in a coarse step (step = 1.5 in the 
experiments). All candidate windows of both regions are evaluated by the CSCIME 
classifier. 

If the current state is the background state, we will get the motion image and judge 
if the ratio of moving pixels in the whole image is larger than the thresholdη . If the 

moving ratio is less than η , we regard it that no evident change occurs to the current 

image and return without further operation. Only if the moving ratio of the whole 
image is larger than η do we process the image using the dynamic detector with 

coarsely searching step as we process the coarsely searching region in the face pre-
senting state. 

Notice that the recording image is not always the pre-frame image. Due to the face 
presenting state with still faces, and the background state without evident change, we 
keep the recording image without change. This simple insight can avoid such situa-
tions where continuous small shifts occurring in continuous frames will accumulate to 
a large difference, and if the detector refreshes the recording image at every frame, it 
will not be sensitive to the small shifts and so will keep the detection results of the 
pre-frame only. But after several frames, an error will occur because a large differ-
ence has occurred to the image by the accumulating small ones. 

In the dynamic detector, three integral images are used. The integral image of the 
input image and the squared input image are used to accelerate the cascade-structured 
intensity classifier, and the integral image of the motion image is used to compute the 
motion energy and evaluate the windows using the motion energy classifier. Using the 
integral image, the motion energy can be computed efficiently, and thus the perform-
ance of the whole system is very efficient at computational complexity. 

5   Experiment Results 

We use 8,466 original frontal faces to create 20,000 face patterns with random rotat-
ing, shifting, and mirroring, while 10,000 non-face samples which passed all prior 
stages are used to train the current stage which is called bootstrap. All the samples are 
resized to 24×24. With the training algorithm for building a cascade detector [1], we 
obtain a cascade-structured classifier with 15 stages. Due to each stage in training, the 
hit rate is no less than 0.9995, and the false alarm rate is no more than 0.2.  

After reference to a large number of experiments, parameters of the dynamic detec-
tor are set as follows: γ  in Equation (2) is set to 14, θ  in Equation (4) is set to 0.35, 

β  in Equation (5) is set to 1.2 and threshold η  deciding if evident change occurs to 

the image is set to 0.037. All the following experiments are based on the above pa-
rameters. 

The proposed algorithm has been implemented on a P4 2.53 GHz PC, and the inputs 
are 360x270 pixel images. In order to get the detection ratio and speed of the system, we 
test it in a real situation. The system is tested on ten persons in 16 videos which include 
various motion styles and degrees of movement. There are in all 4,516 images with 
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6,478 faces. The poses of the faces are limited to the following range: out-of-plane 
rotations in [-20, 20], up-down rotations in [-20, 20], and the in-plane rotations in [-10, 
10]. The detection ratio is about 99% at false alarm 1.34E-7. Using the motion energy 
classifier, 60%~95% of the whole candidate windows are rejected by the dynamic de-
tector. The speed of the system is about 6~22ms, which is about 2.6~7 times the speed 
of the system using the intensity detector to process all the frames. If there is only back-
ground in the input, the speed will be about 2ms. The speed of the system depends on 
the size of the face and the change extent of the motion image. 

 

Fig. 8. Examples of detected faces in special situation 

The approach is not limited by the motion patterns of the faces. Shown as Figure 8 
(a), when a face newly appears in the image, the dynamic detector notices the change 
of the new face region, and finds the new face. Multi-face detection results are shown 
in Figure 8 (b). Shown as Figure 8 (c), if the face moves suddenly, which might be 
lost by the tracker in others’ work, our detector can detect the face exactly. When the 
camera is moving, it can also work, but the speed descends, because most of the can-
didate regions are processed. Figure 8 (d) shows an example. The numbers under each 
image are the order of the image in the video. 

The system is very robust in real situations, and we have implemented the ap-
proach to construct a three-route face detection system which is used in a dynamic 
face recognition system and a verification system used to check on work attendance. 
Running on a P4 2.53 GHz PC, with the face presenting state, the three-route system 
speed is about 40~80 ms, costing 50~80% of the CPU computational resource. 

6   Conclusions 

In this paper, we have suggested a fast and robust face detection algorithm in video. 
With motion image and a cascade-structured classifier integrated with motion energy, 
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most of the candidate windows are rejected and computational complexity is greatly 
reduced. Furthermore, the algorithm does not suppose the model of moving patterns, 
so no matter how the faces move, it can work well. Experimental results show that 
newly appearing faces, multi-faces, suddenly moving faces and faces in a moving 
camera can all be detected. 

The method is implemented on a PC, and the performance implies that it is very 
suitable for actual applications. 
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Abstract. This paper presents a novel approach for adaptive online multi-stroke 
sketch recognition based on Hidden Markov Model (HMM). The method views 
the drawing sketch as the result of a stochastic process that is governed by a 
hidden stochastic model and identified according to its probability of generating 
the output. To capture a user’s drawing habits, a composite feature combining 
both geometric and dynamic characteristics of sketching is defined for sketch 
representation. To implement the stochastic process of online multi-stroke 
sketch recognition, multi-stroke sketching is modeled as an HMM chain while 
the strokes are mapped as different HMM states. To fit the requirement of 
adaptive online sketch recognition, a variable state-number determining method 
for HMM is also proposed. The experiments prove both the effectiveness and 
efficiency of the proposed method. 

1   Introduction 

Sketching is a natural input mode to help us convey ideas and guide our thinking 
process both by aiding short-term memory and by helping to make abstract problems 
more concrete [1]. Numerous researchers have been working on the subject of sketch 
recognition for many years either as a natural input modality [2][3][4] or to recognize 
composite sketches [5][6][7]. They can be mainly classified into two categories: 
feature-based and graph-based. Feature-based methods make use of some local or 
global features of sketchy shapes for sketch recognition. For example, Rubine [3] 
defined a gesture characterized by a set of eleven geometric attributes and two 
dynamic attributes. Fonseca et al [5] proposed a method of symbol recognition using 
fuzzy logic based on a number of rotation invariant global features. As one of the 
most prominent approaches to object representation and matching, graph-based 
methods have been recently applied to hand-drawn pattern recognition problems, such 
as in [6][7], where sketch recognition is formulated as a graph isomorphism problem. 
However, the poor efficiency of these recognition engines is always frustrating, 
especially for the newly added users and the multi-stroke sketchers. The difficulty 
comes from the fact that sketching is usually informal, inconsistent and ambiguous 
both in intra-person and inter-person settings in a given situation. To capture a user’s 
sketching habit, adaptive sketch recognition is required [8], where the recognition 
engine should be trainable and adaptable to a particular user’s drawing styles, 
especially for the multi-stroke sketchy shapes. 
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Obviously, one solution for adaptive sketch recognition is to construct appropriate 
classifiers based on machine learning. In our previous researches, we have developed 
an adaptive sketch recognition method based on incremental SVM learning [9]. It can 
actively analyze the users’ incremental data, and can largely reduce the workload of 
artificial labeling and the classifier’s training time. While it has been proven to be 
both effective and efficient in our experiments, it can still deal with only single-stroke 
sketches since the dimension of feature vectors of SVM must be fixed for all shapes.  

Hidden Markov Model (HMM) is one of the most successful stochastic modeling 
tools that have been used in the analysis of non-stationary time series [10]. It has been 
used with great success in the stochastic modeling of speech [10][11] for years. In 
recent years, it has also been widely used in handwriting recognition [12][13][14]. In 
this paper, we will present our experiments in adaptive online multi-stroke sketch 
recognition in terms of HMM, where we view the drawing pattern as the result of a 
stochastic process that is governed by a hidden stochastic model and identified 
according to its probability of generating the output, inspired by its success in speech 
recognition and handwriting recognition.  

The rest of the paper is organized as follows: in Section 2, the principle of our 
method of adaptive online multi-stroke sketch recognition based on HMM is 
introduced in detail, including feature representation for multi-stroke sketchy shape, 
modeling multi-stroke sketching with HMM and determination of HMM state-number 
for adaptive sketch recognition. Some experiment results are evaluated in Section 3 
and conclusions are given in the final section. 

2   Adaptive Sketch Recognition Based on Hidden Markov Model 

2.1   Feature Representation for Multi-stroke Sketching 

There have been many features used for representing the characteristics of a sketchy 
shape, including “Rubine features” [3], “turning function” [8], “curvature” and “pen 
speed” [6], “normalized curvature” [12], “centroidal radius” [5], “intersection type” 
and “number of strokes” [7], and so on. Some of them are prominent in describing the 
local characteristics of graphical symbols, such as “intersection type” and “number of 
strokes”; some are outstanding in outlining the global structure of symbols, such as 
“curvature”; and some may be only adaptable to simple-structural graphics or one-
stroke drawn symbols, such as “Rubine features” and “turning function”. 

During our research experiments [1][7][8][9], we have realized that the sketchy 
shape in multi-stroke sketch recognition is closely related to both the symbol 
structures and peoples’ drawing habits. That is to say, features used to represent 
sketches must include both the geometrical features of symbols and the dynamic 
features of a user’s drawing. Accordingly, we consider the features selected for online 
multi-stroke sketch recognition must satisfy the following three criteria: 

1. the features must contain both geometric (spatial) and dynamic (temporal) 
characteristics of a sketchy shape,  

2. the features must be able to represent the spatial relationships between 
strokes, and 
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3. the features do not need to depict too much detailed local information of 
the symbols.  

To satisfy these criteria, we define a composite feature in a seven-dimension 
vector, as shown in Table 1, which combines a few geometrical and dynamic features 
often used in graphics recognition, such as “centroidal radius”, “curvature”, “speed” 
and their means and standard variances. Each of them is briefly described as follows: 
“Centroidal radius” is the cumulated distances between every point in each of the 
strokes and the centroid of the graphical symbol. It can describe the characters of an 
engineering sketch. In our experiments, we choose only 20 points that are uniformly 
distributed on each of the strokes. “Pen speed” represents the ratio of distance 
between the current point and the previous point to the time spent during drawing the 
two points. “Curvature” indicates the cosine of the corner angle at the current point 
between two lines connected respectively to the previous point and the next point. In 
addition, we define a “pen-direction” with the slope of a virtual line, which connects 
the end-point of the previous stroke to the start-point of the current stroke, as a one-
dimension vector to reflect the tendency of pen-movement between two continuous 
strokes. 

Table 1. Component of our Composite Feature 

Feature Feature Description Feature Characteristics 

f1 Mean of centroid-radius Global Geometric 

f2 Standard deviation of centroid-radius Global Geometric 

f3 Mean of all pen speeds Global Dynamic 

f4 Standard deviation of all pen speeds Global Dynamic 

f5 Mean of all curvatures Global Geometric 

f6 Standard deviation of all curvatures Global Geometric 

f7 Pen-direction between two continuous stokes Local Dynamic 

 

Fig. 1. An example of the definition of our composite feature 

During the training and recognition stage, we extract combined features from each 
of the strokes. The seventh feature is a variable vector according to the stroke type. If 
the stroke is not the last stroke of the sketch, the seventh feature is the “pen-
direction”. On the contrary, the seventh feature is the perimeter ratio of the sketch to 
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its closure. Fig. 1 illustrates the definition of our composite feature. Fig. 1(a) shows a 
sketch drawn by a user. Fig. 1(b) indicates that a sketch is composed of three strokes, 
where the left dashed arrow represents the “pen direction” between the first stroke and 
the second, the bottom dashed arrow represents the “pen direction” between the 
second stroke and the third, and their elevations are  and  respectively. The 
perimeter ratio of the sketch to its closure is defined as . The vector representation of 
the sketch by combined feature is shown in Fig. 1(c). 

2.2   Modeling Multi-stroke Drawing with a Hidden Markov Model 

In Hidden Markov Models, the observed pattern is viewed as the result of a stochastic 
process that is governed by a hidden stochastic model. Each stochastic model 
represents a different class pattern capable of producing the observed output. The goal 
is to identify the model that has the highest probability of generating the output. One 
aspect that distinguishes Hidden Markov Models is their strong temporal 
organization; processes are considered to be the result of time-sequenced state 
transitions in the hidden model and the expectation of a particular observation is 
dictated by the current state in the model and (usually) the previous state. 

In online sketch recognition, drawing sketches, especially drawing multi-stroke 
sketches, can be regarded as a time-sequenced process. Different users have different 
drawing styles. The input sketches for the same shape are quite different from user to 
user (e.g., when drawing a multi-stroke sketch, some users like to draw it in one 
sequence while others like to draw it in another), and even from time to time. 
Therefore, Hidden Markov Models can be used to model different sketches and they 
can easily represent the user’s drawing styles. 

The Hidden Markov Model topology used in pattern recognition can be divided 
into two categories: the chain topology and the network topology. HMM chain is a 
simple structure. It is easy to implement and is widely used in recognizing simple 
symbols, e.g. gesture recognition. An HMM network is constructed by grouping and 
interconnecting HMM chains and is largely used in recognizing handwritten 
characters [14]. To date, there has been no serious study or guidance in the use of 
HMM in sketch recognition, and it is the first time that we have used HMM in multi-
stroke sketch recognition. In this paper, we have selected the simple HMM chain 
topology, as shown in Fig. 2, because it has been shown to be successful in speech 
and handwriting recognition. 

 

Fig. 2. Adaptive Hidden Markov Model Topology 

According to the characteristics of the drawing sketch, the position and structure of 
the current stroke is usually dependent on the previous stroke, and the position and 
structure of the next stroke is dependent on the current stroke. We assume that the 
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stroke of one sketch drawn by a user is only correlated with the previous stroke and 
the next stroke. Therefore, in our approach, we use a first-order left-to-right HMM 
chain, as shown in Fig. 2, to model each sketch. It is strictly causal: the current state 
depends only upon previous states. The experiments in handwriting recognition 
showed that this topology leads to high recognition accuracy. 

In the training stage, we extract all composite features from each of the strokes and 
use the method mentioned in the previous section to determine the HMM state-
number and some other parameters. Models are trained using the well-known iterative 
segmental training method based on Viterbi decoding. The transition probabilities 
indicate the relationships between strokes. The HMM chain can represent the user’s 
drawing habit very well. 

In the recognition stage, the recognizer calculates the probabilities using the trained 
HMM and returns the recognition results in the sequence of probabilities from high to 
low to the user. 

2.3   HMM State-Number Determination for Adaptive Sketch Recognition 

HMM needs enough free parameters to accommodate complexity of target patterns 
and to represent properties of the patterns. However, in practice, available training 
samples are usually limited, so it is often difficult to obtain enough free parameters. In 
our approach, we focus on one design parameter: the number of states in the HMM. 

The number of HMM states is an important design parameter. For instance, a state 
could correspond to a certain phonetic event in a sketch recognition system. Thus, in 
modeling complex patterns, the number of states should be increased accordingly. 
When there are insufficient numbers of states, the discrimination power of the HMM 
is reduced, since more than one signal should be modeled on one state. On the other 
hand, the excessive number of states can generate the over-fitting problem when the 
number of training samples is insufficient compared to that of the model parameters. 

There are two approaches to determining the HMM state-number used in 
handwriting recognition. The first is using a fixed state-number, which means using 
the same HMM state-number while training each category of samples. The second is 
using a variable state-number, which means the handwritten characters are divided 
into sub-components according to some given criterion (usually they are divided by 
strokes). Each subcomponent is modeled by one single HMM state.  

Neither of the two methods mentioned above is fit for online multi-stroke sketch 
recognition because sketch has its own characteristics compared with handwritten 
character. First, the spatial relationships between strokes of a given sketch are more 
complex than that of the handwritten character. If we use a fixed state-number, we 
need to segment the sketch into subcomponents. The spatial relationships between 
strokes, which contain important sketching style information, will be broken, and the 
recognizer cannot capture enough information to represent the user’s sketching habits. 
Obviously, the recognition accuracy will have high sensitivity to the segmentation 
process. Second, a number of standard character databases are present. In addition, in 
the handwritten characters are some fixed, predefined and well-known graphic objects 
among writers and readers, which have strict definition for strokes and stroke-
sequence, so we can analyze all characters in the standard character databases and 
obtain the number of subcomponents, which are often used in different characters. In 
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sketch recognition, there is no such standard database, so we cannot analyze all of the 
sketches and enumerate all of the constitutive subcomponents of sketches, and we 
cannot determine the state’s number according to the number of subcomponents. 

As mentioned above, we must find a new approach to determine the number of 
HMM states in multi-stroke sketch recognition. Although the sketches drawn by 
different users are very different from each other, they are all drawn stroke by stroke, 
which are then joined one by one. The stroke-number of one given sketch is different 
from every other among different sketching styles. Even if the numbers of strokes are 
the same, the structure of each stroke will be different from every other. Stroke is a 
natural representative of a user’s sketching styles. The recognition performance will 
be upgraded if we make better use of the information contained in these strokes. In 
this paper, we proposed an adaptive HMM based on a variable state-number number 
for the purpose of generating a description of a multi-stroke sketch. In this approach, 
the number of HMM states is determined by the structural decomposition of the target 
pattern. Sketch is structurally simplified as a sequence of strokes. 

The main idea behind the proposed approach is to use a single HMM state to 
model each stroke. While collecting samples, the recognition system will 
automatically store the stroke-number of each sample (which is defined to be 
Snumber). Before we train the HMM, we analyze the stored numbers and find out the 
maximum emergent number (which is defined to be Tnumber) for each category of 
sketches. We consider TNumber to be the state-number of HMM, because the samples 
corresponding to TNumber are frequently drawn by the user and they can represent 
the user’s drawing habit. Then we train the HMM as follows:  

i). If Tnumber > SNumber, we segment the last stroke of the sketch into TNumber-
SNumber+1 segments on average, and then model the remaining strokes and these 
segments to TNumber HMM states.  

ii). If Tnumber < SNumber, we group the last SNumber-TNumber+1 strokes to one 
virtual stroke, and then model the remaining strokes and the virtual stroke to 
TNumber HMM states. 

Using this proposed approach to determine the HMM state-number, the inner 
structure of the HMMs is easily altered according to different users. Moreover, the 
approach does not need too much intervention by the user. After the user has become 
familiar with the input environment and the structure of sketches they usually draw, 
the user will draw one given sketch almost in the same style, and the stroke-number 
will become equal to TNumber. The recognizer will then seldom segment the sketch 
drawn by the user. Compared with other approaches, our approach is fit for online 
multi-stroke sketch recognition.  

3   Experiment Results and Evaluation 

The purpose of our experiments is to evaluate the effectiveness and efficiency of the 
recognition approach we have proposed above. In order to evaluate our proposed 
state-number determination approach, we carry out experiments for comparing the 
performance of variable state-number with that of fixed state-number. We also 
perform experiments to evaluate the performance of an adaptive online sketch 
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recognition method based on our designed HMM. Our experiment environment is 
Pentium 4 1.6G CPU, 256MB memory, Windows 2000, Visual C++ 6.0. 

By analyzing users’ input strokes and some familiar graphics-based design 
software, we have set 9 classes of sketch, including straight line, arc, ellipse, poly-line 
1, poly-line 2, poly-line 3, triangle, quadrangle and  pentagon, as shown in Fig. 3. 
These are the most commonly used classes of sketch in the sketching process. 

 

Fig. 3. All Nine Classes of Sketches 

For the data collection, we collected two users’ samples of these sketches. When 
using some present sketch recognition systems, the users are forced to draw only one 
stroke for simple shapes. However, a successful system should not restrict the user’s 
drawing styles. For comparison, we asked the first user to draw these sketches in one-
stroke and the second user to draw these sketches freely. The numbers of each class of 
sample are listed in Table 2. 

Table 2. Number of samples collected from User 1 and User 2 

Types Straight Line Arc Poly-line 1 Poly-line 2 Poly-line 3 

User 1 801 800 800 800 800 

User 2 811 820 798 851 802 

Types Triangle Quadrangle Pentagon Ellipse Total 

User 1 800 800 800 801 7,203 

User 2 848 846 817 815 7,408 

3.1   Comparison Between the Fixed and Variable State-Number HMM 

In the previous section, we considered that variable state-number HMM is better than 
fixed state-number HMM in sketch recognition. The experiment in this section will 
confirm the conclusion. Because sketches, which have a greater number of strokes 
can easily lead to a multi-drawing-style, we choose polygon samples drawn by User 2 
for the experiment. From the samples drawn by the second user, we obtain their 
drawing habits in the form of stroke-sequences, as shown in Fig. 4. 

 

 

Fig. 4. Polygon Drawn by User 2 
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In the fixed state-number experiment, given the state-number to be 1, 2, 3 and 4, 
we obtain four different recognition precisions. In the variable state-number 
experiment, we use the state-number determining approach mentioned above to 
determine the state-number (in this experiment, the numbers of states are 2, 3 and 4) 
for each class. 

Fig. 5. shows the result of our experiments. As we can see, the red pentagram 
corresponds to the precision of triangle recognition (using variable state-number), 
while the green one is for quadrangle and the blue one is for pentagon. The other 
points represent results for the fixed state-number experiment. 

 

Fig. 5. Comparison of precisions of the fixed and variable state-number HMM 

From Fig. 5., we can see that the recognition precision of different classes depends 
on state-number when a fixed state-number approach has been used. For one given 
fixed state-number, the recognition precisions of different classes of sketch are 
fluctuant and lower at the same time. Comparatively, when using a variable state-
number approach, the recognition precisions of each class are nearly stable. 
Accordingly, we make a conclusion that a variable state-number approach can adapt 
different drawing styles, and it is better than a fixed state-number approach in on-line 
multi-stroke sketch recognition. 

3.2   Performance of Adaptive HMM-Based Sketch Recognition 

In this experiment, 60% of the first user’s samples are used for training, while 75% of 
the second user’s are used for training, and the remaining samples are used for testing. 
We divide the samples into 30 training sets for each user. The first five training sets 
contain 1%, 1%, 2%, 3% and 3% of the total samples of each user. Each of the 
remaining 25 training sets contains 3.6% of the total samples of each user. The 
experiment results are shown in Fig. 6. 

From Fig. 6., we can see that our proposed method obtains a high performance; in 
multi-stroke sketching (for sketches drawn by the second user), the recognition 
precision reaches 95% after the second training, while in one-stroke sketching 
(sketches drawn by the first user), the recognition precision reaches 95% after the 
seventh training. The results show that our proposed adaptive online sketch 
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recognition method based on HMM has a good performance in adaptation to user’s 
drawing habits, especially under multi-stroke sketch and small training sets. 

 

(a) Recognition precision of adaptive Hidden Markov Model 

 

(b) Training time of adaptive Hidden Markov Model 

Fig. 6. Experiment results of our proposed method 

4   Conclusion 

In this paper, we develop an HMM-based method for multi-stroke sketch recognition, 
where the drawing sketch is viewed as the result of a stochastic process that is 
governed by a hidden stochastic model and identified according to its probability of 
generating the output. To capture a users’ drawing habit, a composite feature 
representation of each stroke is defined. To implement the stochastic process of online 
multi-stroke sketch recognition, multi-stroke sketching is modeled as an HMM chain 
while the strokes are mapped as different HMM states. To cater for the requirement of 
adaptive online sketch recognition, a variable state-number determining method for 
adaptive HMM is proposed. The experiments prove both the effectiveness and 
efficiency of the proposed method. 
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Abstract. To diagnose a slight and incipient fault in a power plant thermal system 
correctly and timely, a new fault recognition approach is put forward by using 
fault symptom zoom technology(SZT) and fuzzy pattern recognition method. By 
studying the rules of the faults pertinent to energy and mass balance in a power 
plant thermal system , a new fault symptom preprocessing method, which is 
called “fault symptom zoom technology”, is put forward to preprocess the fault 
characteristic parameters. The complexity of the thermal system fault knowledge 
library can be effectively reduced and the slight fault recognition ability can be 
greatly enhanced with SZT. The fault fuzzy pattern recognition method is intro-
duced. A new general-purpose fuzzy recognition function is given, which can fit 
for various kinds of fault symptoms and is with favorable fault classifying ability. 
Some examples for incipient and slight fault diagnosis for a power plant thermal 
system are given to verify the effectiveness of the method. 

1   Introduction 

Faults in the thermal system of a power unit or in other similar complex industrial 
process system often experience a gradual change from birth to growth, from slight to 
severe, especially the faults related to energy and mass balance, such as working me-
dium leakage, pipe choke or device performance degradation, et al. During this proc-
ess, the relative fault characteristic parameters will also experience a process from 
initial inconspicuous and incomplete ones to final conspicuous and complete ones.  

It is more meaningful than regular severe fault diagnosis if a fault can be recog-
nized accurately when it hasn’t grown from slight one into severe one yet, which can 
be called slight fault recognition. Similarly, the operators can strive for more time to 
deal with the fault if it can be timely recognized when a fault just arises and the sys-
tem state is not very far away from its normal state yet (thus the fault symptoms are 
incomplete), which is called incipient fault diagnosis.  

Due to the importance of above incipient and slight fault diagnosis problem, by 
taking the power plant thermal system as an example, this paper proposes a new fault 
fuzzy recognition approach to diagnose a slight and incipient fault by joint application 
of fault symptom zoom technology (SZT) and fuzzy pattern recognition. This method 
can also be used for fault diagnosis of other complex industrial process system. 
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2   Flowchart of Incipient and Slight Fault Diagnosis 

The flowchart of the fuzzy recognition approach for an incipient and slight fault is 
shown as Figure 1. It includes following steps: (1) To select the fault characteristic 
parameters from vast operating parameters coming from the DCS system or onsite 
instruments and to preprocess them, which mainly refers to the elimination of the 
signal disturbance and noise with digital filtering method. (2) To set a certain zoom 
factor for these characteristic parameters and calculate the fault symptoms with fuzzy 
knowledge expression method. (3) To recognize the fault with fuzzy pattern recogni-
tion model by using the real-time symptom values and the fault knowledge library. (4) 
To set a different zoom factor and repeat step 2 and step 3 until the optimum diagnos-
tic result is achieved.   

 

Fig. 1. Flowchart of slight and incipient fault diagnosis with fuzzy recognition method 

3   Symptom Zoom Technology 

3.1   Necessity of Symptom Zoom Technology and Its Basic Principle 

As we know, the fault itself is very complex and the degree of a same fault may be 
slight, medium or severe. The fault diagnosis methods that we usually use, including a 
fuzzy recognition method or a neural network method, are substantively a process to 
match the abnormal work condition with the typical fault patterns, which brings diffi-
culty in choosing the standard fault samples in the fault knowledge library. If a severe 
fault is selected as a standard sample the recognition ability for slight fault will de-
crease when the fault knowledge library is used for fault diagnosis. Similarly, if a 
slight fault is select as a standard sample the same problem exists when the actual 
fault is severe.  

The ordinary disposing method is to classify a same fault into several levels and 
treat them as different faults. For example, a fault A can be classified into slight fault 
A, medium fault A and severe fault A, etc. Thus we need at least three samples for a 
fault. For a complex system when many types of faults exist the negative action of 
above measure is apparent. The fault knowledge library becomes so voluminous and 
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complex and the accuracy of the fault diagnostic results may decrease. The diagnosis 
process becomes complex too no matter what fault diagnosis method you use. 

To solve this problem, a new approach called “symptom zoom technology” (SZT) 
is put forward. With this technology only one typical sample is included in the fault 
knowledge library for a fault. If the actual fault degree is either slighter or severer 
than this typical sample, we can find out an optimum match with the typical fault 
sample by changing different zoom factors for the actual fault characteristic parame-
ters. Thus the complexity of the knowledge library induced by the variety of the fault 
degree can be solved. The problem is transformed into a simple process to select the 
zoom factor of the characteristic parameters and to search for the optimum zoom 
value during the fault diagnosis process. 

3.2   Theoretical Foundation of SZT and Its Key Point 

In reference [3] the boiler pipe leakage fault is deeply studied and analyzed. It is 
pointed out that the changes of the characteristic parameters, such as the exhaust gas 
glow, temperature and enthalpy, etc., are monotonic with the increase of the fault 
degree, and the change is approximately linear with the leakage flow. Is this rule also 
true for the faults in other device or system? So In reference [4] we study the faults of 
the high-pressure heater system thoroughly aided by a full-scope simulator of a 
300MW thermal power unit, including heater pipe leakage, water room short circuit, 
heater pipe choke, etc. The result is almost the same. If a fault is limited into a certain 
degree, which will not result in trip or isolate of any facility and thus the system topo-
logical structure keeps no great change, the main fault characteristic parameters will 
change monotonically and approximately linear with the fault degree increase. This 
research result is the theoretical foundation of the symptom zoom technology. 

The sticking point of the SZT is how to choose the zoom factor properly. This is a 
parameter optimization problem. The optimal value should be found by taking the 
fault recognition model and the fault diagnostic result into consideration. The primary 
rule is that the zoom factor should make the diagnostic result have best fault separa-
tion effect. 

4   Fuzzy Calculation for Different Fault Symptoms 

Three types of fault symptoms are often used in thermodynamic system fault diagno-
sis, which include: (1) Parameter increase or decrease; (2) Parameter A greater than 
B; (3) Parameter fluctuation. The first type of symptom can reflects the change scope, 
change rate and change direction of the parameters. It can be further divided into 
semantic symptom and trend symptom. The semantic symptom value expresses the 
changing amplitude and direction of a characteristic parameter, while the trend symp-
tom expresses the changing rate and direction of a characteristic parameter under a 
certain fault. 

The fuzzy expression of the semantic symptom and the trend symptom and their 
synthesizing calculation are thoroughly discussed in reference [4]. The symptom 
transformation from continuous value [-1,+1] to discrete three–value symptom {-1, 0, 
+1} or five-value symptom {-1, -0.5, 0, 0.5, 1} are also discussed.  
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To improve the incipient fault recognition ability and to ensure the stability of the 
fault diagnostic result, above symptom calculation methods are jointly used with 
fuzzy pattern recognition method for slight and incipient fault diagnosis. 

5   Fuzzy Pattern Recognition for Thermal System Fault Diagnosis 

Fuzzy pattern recognition method can be divided into direct method and indirect 
method. During the fault diagnosis of the thermal system facilities, because the object 
to be recognized is usually clear, the direct method with the threshold value rule and 
maximum membership function rule are often used to recognize the fault. Firstly, the 
membership grade values of the symptoms to be recognized upon all typical fault 
patterns are calculated with the predetermined membership function. Then the mem-
bership grade values are compared with the given threshold to judge whether current 
symptom set is healthy. If it is healthy then the maximum membership function rule 
can be used to determine which typical fault is most possible.  

The Fault recognition effect of above direct method heavily depends on the mem-
bership function form. Some rules must be followed to set up the membership func-
tion. (1) The function should have favorable fault separating effect. (2) The function 
should be sensitive to the fault time and the slight fault. (3) The function should avoid 
giving mistaken diagnosis result for normal operating condition when none fault hap-
pens.  

Reference [5] adopts following membership function to diagnose the condenser 
fault: 
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where: di(u0,ui) is a kind of distance between the object to be recognized 
u0=(x1,x2,…,xSmax) and the typical fault pattern ui. D is the maximum distance among 
them. xij is the symptom indices of typical fault pattern ui, and here: i=1,2,…Fmax, 
j=1,2,…. Smax. Fmax, Smax are separately the number of typical fault patterns and the 
number of characteristic parameters. 

To diagnose the faults of the double-channel condenser with (1) shows its fault 
separation degree is distinct. But this function has one shortage. When the system is 
operating normally with none fault happening and all feature indices taking value 0, 
the membership grade values calculated with (1) are not all 0. So it may give mis-
taken diagnosis result for normal operating condition. 

In order to overcome this shortage and to make the membership function fit for dif-
ferent symptom expression forms, such as {-1 0 1} three-value symptom set or 
{-1, -0.5,0,0.5,1}five-value symptom set, etc, a new form of fuzzy membership func-
tion is put forward here, that is:
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It can be seen that all values of di(u0, ui) got from (5) are 1.0 and thus all fault 
membership grade values got from (4) are zero when the system is working normally 
and the fault symptoms xj are all taking value zero.  So the new fuzzy membership 
function (4) overcomes the shortage of (1) and avoids giving a mistaken diagnostic 
result for normal work condition. The new function (4) also has favorable fault sepa-
ration ability and can fit for different symptom expression forms.  

A slight or incipient fault in the thermodynamic system can be diagnosed timely 
and correctly by integrating above fuzzy pattern recognition method with symptom 
fuzzy calculation and symptom zoom technology. 

6   Slight and Incipient Fault Recognition Examples 

The five-value fault fuzzy knowledge library of the high-pressure feedwater heater 
system for a 300MW thermal power unit is summarized in reference [4], in which 19 
typical faults are included and 23 fault characteristic parameters are selected. By 
simulating faults with a 300MW full scope simulator, the fuzzy recognition approach 
for slight and incipient fault diagnosis is verified. 

For the fault of “No.1 high-pressure heater water room short circuit” (u4), of which 
the fault degree of the sample included in the knowledge library is 20% water flow 
leakage, we simulate the slight water room short circuit fault of 2% water leakage 
with the simulator. When the operating state of the system is stable again after several 
minutes we select different parameter zoom factors (from 1 to 20) to diagnose the 
fault with fuzzy pattern recognition method. The results are shown as figure 2. 

From figure 2 we can see, when the zoom factor changes from 1 to 20, the fuzzy pat-
tern recognition model can recognize the possible fault u4 correctly. When the zoom 
factor reaches 10,the u4 gets maximum membership grade value 1.0. From 10 to 17 the 
membership grade value of u4 keeps no change. If the zoom factor is greater than 17 the 
membership degree value begins to decrease. So 10 is the optimum zoom factor. 

Because the fault degree of the typical fault sample is 10 times the actual fault, we 
can judge the fault degree difference between them approximately from the optimum 
zoom factor value 10. 

To test the incipient fault diagnosis ability of the method, we simulate the fault of “ 
No.1 heater tube water leakage 1%, of which the typical sample in the knowledge 
library is 9% water leakage. When the zoom factor takes value 1 and 10 separately, 
the fault diagnostic results with fuzzy pattern recognition method are listed in table 1. 
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Fig. 2. Diagnostic results for “No.1 heater water-room short circuit 2%”(u4) 

Table 1. Diagnostic results for No.1 heater water tubes leakage 1% (u1) 

zoom  factor fault lasting time 
Fault diagnosis results 

(the greatest and secondary 
membership grade values 

first time to give correct result 10s u1=0.455   u9=0.146 zoom factor taking 
value 1.0 (no zoom) time to get stable fault diagno-

sis result 
55s 

 
u1=0.571   u2=0.376 

first time to give correct result 15s u1=0.825   u7=0.251 zoom factor taking 
value 10 time to get stable fault diagno-

sis result 55s u1=0.623   u2=0.529 

 
From table 1 we can see, when the zoom factor takes value 1, the first time of the 

model to correctly recognize the fault is 10s after the fault arises when the trend 
symptom plays main roll. It needs 55s to get a stable and correct result when the se-
mantic symptom begins to play main roll. The thermodynamic system needs about 4 
to 5 minutes to run into another stable condition after the fault have arisen, so the 
model has favorable ability to recognize the incipient fault timely. By comparing the 
two diagnostic results with different zoom times, we can find that the zoom factor has 
less influence upon the timeliness to recognize the fault correctly and its main func-
tion lies in the slight fault diagnosis. 

7   Conclusions 

(1)    A new fuzzy pattern recognition approach to diagnose a slight and incipient fault 
in power plant thermal system is put forward in this paper. By preprocessing the fault 
characteristic parameters with symptom zoom technology, the complexity of the 
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thermal system fault knowledge library can be effectively reduced and the slight fault 
recognition ability can be greatly enhanced.  
(2)    An improved fuzzy membership function is built for fault fuzzy pattern recogni-
tion. The function has favorable fault separation ability and fits for different symptom 
expression forms. 
(3)   It is proved by fault diagnosis examples that the fuzzy pattern recognition ap-
proach is very effective to diagnose a slight and incipient fault in thermal system. This 
method is versatile and can also be used for fault diagnosis of other similar complex 
industrial process system. 
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Abstract. A tone codebook mapping method is proposed to obtain a better 
performance in voice conversion of Mandarin speech than the conventional 
conversion method which deals mainly with short-time spectral envelopes. The 
pitch contour of the whole Mandarin syllable is used as a unit type for pitch 
conversion. The syllable pitch contours are first extracted from the source and 
target utterances. Time normalization and moving average filtering are then 
performed on them. These preprocessed pitch contours are classified to generate 
the source and target tone codebooks, and by associating them, a Mandarin tone 
mapping codebook is finally obtained in terms of speech alignment. Experiment 
results show that the proposed method for voice conversion can deliver a 
satisfactory performance in Mandarin speech. 

1   Introduction 

Voice conversion (speaker conversion) technique makes the speech of one speaker 
sound as if it were uttered by another speaker [1]. This technique has a variety of 
applications including customization of text-to-speech system, voice dubbing in 
movie and radio broadcasts, very low bandwidth speech transmission and 
preprocessing in speech recognition. 

Much work has been directed at this speech technique and many conversion 
methods have been proposed, including VQ-based codebook mapping [2], mixture 
Gaussian mapping [3] etc. To a great degree, however, these algorithms focused on 
the acoustical features such as short-time spectral envelope represented as LPC, LSF, 
MFCC etc; they had few or even no concerns with the super-segmental characteristics 
such as the variations of F0 and duration, which play an important role in determining 
speaker identities. Some of these approaches only assumed a linear mapping method 
that F0 obeys uni-Gaussian distribution and estimated the mean and variance of it and 
performed linear transformation on F0 values between two speakers [4]. Therefore, 
these methods would not describe effectively the locally corresponding relations of 
pitch contours between two speakers. 



G. Zuo et al. 966 

Mandarin Chinese is a tonal language. The phonetics of Mandarin Chinese is 
characterized by clearly demarcated syllables with tonal phonemes [5]. Some results 
from a large number of experiments and investigations suggest that the tones behave 
differently between speech with isolated syllables and continuous speech respectively 
[6]. For the former, the syllables’ pitch contours show a relatively steady state. In the 
continuous context, the tones of the neighboring syllables have an influence on each 
other, which shows the dynamic characteristics of tones. These include continuous 
tonal changes in a continuous speech stream the changes in pitch contour and tonal 
range. The Chinese tones should be described using both the comparative relations 
between syllables and the up-down of pitches within syllables.  

In terms of the phonetics characteristics of Mandarin Chinese, the pitch contour 
(F0 contour) of the whole Mandarin syllable can be used as a unit type for F0  
conversion instead of an isolated F0 value of a frame-length speech, which is 
expected to find a better association in F0s between two speakers’ speech. The F0 
contours of associated syllables in the speech of two speakers are extracted after 
speech alignment for moving average filtering and length normalization. A 
clustering method is used to build the Mandarin tone codebooks for two speakers 
respectively, by which a tone mapping codebook is trained. When the source speech 
is converted into the target one, the converted speech will obtain the expected pitch 
contour by performing easy modification on the tone mode in the tone mapping 
codebook. 

2   Pitch Processing 

The auto-segmentation and pitch marking are conducted on the utterances in speech 
data before learning the tone codebooks of different speakers, which are processed by 
a speech analysis tool. To obtain a high pitch marking precision, the segmentation and 
pitch marking results are manually modified and the original pitch sequence of all the 
syllables in each utterance is obtained. In this preprocessing step, a preprocessing 
method similar to [7] is used to perform length normalization and moving average 
filtering on the original pitch before generating the syllable tone mode codebooks and 
tone mean codebooks of two speakers.  

2.1   Time Normalization  

The length of original pitch sequences varies across a wide range. To meet the 
clustering requirements, the pitch sequences of different lengths are warped to those 
of a normalized length. Assuming the pitch contour can be described as a function 

( )p f t= , stretch the time (length) coordinate by a variable scaling factor k  which 

makes all the normalized pitch sequences to be the same length, and the original 
graph is mapped to ' ( )p f kt= . The thj  pitch value in the normalized sequence can be 

calculated by interpolating several values of the corresponding thi value in the original 
one, if the thi point is not exactly the original point. Repeat the step for all the pitch 
sequences. 

, 
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2.2   Moving Average Filtering 

A moving average filter is used to eliminate the influence of large fluctuant data in a 
short time, by which the changing trend of pitch contour can be obtained. The z-
Transform of a moving average filter using FIR filter structure can be represented as 
follows: 
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in which N  is the integral length for moving average. N  should be a proper number; 
the dynamic influence of data cannot be removed if it is too small, while there will be 
a heavy influence of the filter if it is too big. Given x , the output of a moving 
average filter can be shown as:  
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After time-normalization and moving average filtering, the mean value of every 
pitch sequence is calculated, and subtracted. All the preprocessed pitch sequences are 
used for training the syllable tone codebook. 

3   Learning Mandarin Tone Mapping Codebook  

3.1   Clustering the Source and Target Tone Patterns 

After being preprocessed, the original pitch sequence samples are converted into the 
new samples with the same length suitable for the training process. There are many 
clustering methods which can be used to perform the clustering behaviors, such as K-
means, ISODATA, Max Tree, and SOM etc. We adopt here the LBG algorithm for its 
effectiveness to perform the clustering analysis on the pitch vectors and learn the tone 
codebooks. The similarity measure as follows was given to measure the distance 
between the two pitch sequences denoted by ={ }i ikpp  and ={ }j jkpp : 
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2 2
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= − + − Δ − Δ
 

(3) 

where 
ik

p  is the thk  dimension of the pitch vector ip , L  is the dimensional number 

of pitch vectors, and 0β > . ikpΔ is the first-order difference of ikp , which reasonably 

explains the differences between pitch contours and makes each clustering center 
approximate the real pitch contour’s shape. With the clustering process conducted on 
the source pitch sequence and the target one respectively, a source tone mode 
codebook Ps and a target codebook Pt are obtained (the word tone here is slightly 
different to its conventional four-tone meaning in Chinese phonetics). These tone 
words show the Mandarin tones’ dynamic characteristics in different speech contexts. 
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3.2   Learning the Tone Mapping Codebook 

In voice conversion, the codebook mapping method was first used in spectral mapping 
[2] and this method was also used in segmental F0 conversion [4]. In this section, the 
codebook mapping idea is adopted for performing Mandarin voice conversion. The 
mapping relation between the source tone space and the target one can first be captured 
from the source and target tone codebooks obtained as previously noted. The mapping 
algorithm under discussion assumes that both source and target speakers utter the same 
sentences. The Mandarin tone mapping codebook is introduced as follows: 

step1: For each utterance in the training speech set, the phonetic alignment is 
performed using the marking labels of phones. 

step2: Extract the source and target pitch sequences in each syllable pair using 
syllable alignment results. Perform time warping moving average filtering and zero-
mean normalization on the two pitch contour series. 

step3: After being preprocessed, the pitch sequences are vector-quantified using the 
two tone codebooks. For each syllable pair, the source pitch contour is quantified to 
be the thi  source codeword i

sp  with the corresponding target pitch contour quantified 

to be the thj  target word j
tp . 

step4: Accumulate the histogram ijh  of the two words i
sp  and j

tp .  

step5: Repeat for all the pitch contours in one utterance. 

step6: Repeat for all the utterances and obtain an original mapping matrix
m n

H × , 

where m and n denote the sizes of the source and target codebook respectively. 
step7: For each word i

sp  in the source book, calculate each ijw  corresponding to ijh . 

exp
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ij ij
j

ij

ij ij
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α

α
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⋅

⋅

 
(4) 

where 0α >  is the  weighting factor. 

step8:  Corresponding to each i
sp  in the source book, each word in the mapping 

book for the target speaker can be represented as the linear combination of all the 
codes in the target book using the obtained weights, which is as follows: 

1

n
i j

c t

j

ijw
=

=p p  (5) 

A mapping codebook Pm of the same size as that of the source book can be derived 
from the source and target codebooks using the training set. When the weighting 
factor α  is a small number, the synthesized pitch contour will contain a few more 
words in the mapping book; when α  is set to be a large number, the code in the  
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mapping book is determined by the target word which has the maximum in the 
histogram, i.e., ifα → ∞ , Equ. (5) becomes the following equation:  

i k

m t
=p p , arg max ij

j
k h=  (6) 

3.3   Pitch Conversion 

In the conversion stage, each syllable of the source input speech is preprocessed as 
noted above, and quantified to gets its tone codeword from the source book Ps. The 
target tone is found in the mapping book Pm and inversely warped to the suitable 
length of the synthesized syllable tone using the same time warping method. Thus,  
the final synthesized syllable pitch contour can be generated. The average value of the 
expected pitch contour is expected to have a linear relation to that of syllables in the 
source speech, which is shown as the following equation: 

( )m s s t s tp p μ σ σ μ= − ⋅ +  (7) 

where μ  and σ  are the mean and variance of the average values of syllable pitch 

sequences, and s , t and m denote the source, target and converted utterances 

respectively. The converted pitch is obtained by adding 
m

p  to the converted mapping 

code and the expected pitch contour to be used in synthesis is derived by time 
warping to the output length.  

Fig.1 shows a conversion example of a Mandarin syllable ‘gong1’ from a four-
word phrase ‘gong1 gong4 an1 quan2’. It can be seen that the converted pitch contour 
(dotted line) in the bottom plot fits well with that of the target one in pitch 
developmental trend and pitch values. However, it is also seen that the converted 
pitch contours have some trouble in fully showing the pitch jitter phenomena. 
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Fig. 1. Pitch contours for mandarin syllable ‘gong1’ in a four-word phrase for the source (top), 
target and converted utterances (bottom) 

4    Voice Conversion 

In general, voice conversion is performed in two steps. At the training stage, 
acoustical features of speech signals of both speakers are computed and the mapping 
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relations between two acoustical spaces are obtained. In the conversion stage, the 
target features are converted using the mapping rules. The features to be converted 
include short-time spectral envelope and super-segmental features such as pitch 
contour. Since the spectral features contribute much to the conversion performance 
and are most often used in the conversational voice conversion methods, we 
summarize the spectral conversion algorithm adopted here, and then schematically 
describe the implementation of voice conversion including F0 conversion. 

4.1   Spectral Conversion 

The barked line spectral frequency (LSF) is used as the representation of the spectral 
feature for its efficient interpolating performance. LPC residuals can be obtained by 
the inverse filtering of each frame of speech using the associated LP coefficients.  

In the mixture Gaussian mapping (MGM) method, the joint density approach [8] is 
applied to the density ( , )p x y and predicts the target y from the source x by finding 

E[ | ]y x , the expected value of y given x . In this method, a Gaussian mixture model 

is fit to determine the probability distribution of acoustic features, which is given by: 
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where ),;( μxN denotes a p -dimensional normal distribution with mean vector  μ  

and the covariance matrix , m  denotes the total number of Gaussian mixtures, and 

ia denotes the weight of class i .  

The features of the source speaker are converted into those of the target speaker 
using the mapping function as follows: 
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are the mean vector and covariance matrix of class i. These parameters are trained 
from the joint vectors [ , ]T T T=z x y , which are composed of the time-aligned source 

vectors x  and target vectors y  and probabilistically described by a GMM whose 

parameters are trained by joint density distribution. x
iμ  and y

iμ denote the mean 

vectors of class i for the source and target speakers. xx
i

denotes the covariance matrix 

of class i for the source speaker, and yx
i

 is the cross covariance matrix of class i for 

the source and target speakers. 
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4.2   Implementation of Voice Conversion 

In the training stage, the syllable tone mapping codebook and spectral conversion 
function are trained from the speech data set. In the conversion stage, the source 
speech is divided into overlapped blocks frame by frame in the pitch-synchronous 
way. Each frame speech is analyzed into both LSF spectral features and LPC residual 
signals. The input LSF vectors are mapped into the target vectors through the spectral 
conversion function described by Equation (9) and the output spectra are combined 
with residual signals. By extracting the pitch contour of each syllable, performing 
time normalization, moving average filtering on it, and finding the target tone curve in 
the mapping book, the overlapped frames are added into converted speech and TD-
PSOLA is performed on the residual signals using the converted pitch and the 
expected duration. The residuals are then filtered by the converted spectral parameters 
to generate the converted speech.  

5   Experiments and Results 

5.1   Experiment Data 

The speech of 4-word phrases in the 863DB synthesis corpus was used as the 
experiment data for training tone mapping codebooks. Considering the sandhi 
phenomena in Mandarin speech and the modest scale for experiment, the 1, 2 and 3-
word phrase speech and the whole-sentence speech in the database have not been 
applied to these experiments. The speech of two males (M1 and M2) and two females 
(F1 and F2) were selected for training. All speech of the four speakers contains the 
same text content. 153 utterances from each speaker were used for training spectral 
mapping functions. The test speech came from the close-set data.  

5.2   Experiment Schemes 

The frame-based pitch conversion (FPC) and the tone codeword-based mapping 
method (TCB) were adopted to perform pitch modification. With different amounts of 
training data, the differences of mean pitches between the converted utterances 
respectively by FPC and TCB and those of the target ones were calculated. The male-
to-male conversion (M1-M2) and the male-to-female conversion (M1-F1) were 
performed.  

To evaluate the converted speech’s degree of preference for the target speaker’s 
identity, the ABX test was used as the subjective evaluation method, in which 
excitation X represents the converted speech while A and B denote one of the source 
and target speeches respectively and the speech most similar to X is chosen. ABX was 
performed by 10 listeners, each with 13 utterances. In the experiments, the converted 
speech was respectively generated in the following ways.  

− FPC: frame-based pitch conversion 
− TCB: pitch conversion by Mandarin tone codebook mapping 
− MGM: spectral conversion by mixture Gaussian mapping. 
− VQ: spectral conversion by VQ 
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− MGM/TCB: both spectral conversion by MGM and pitch conversion by TCB 
− VQ/FPC: both spectral conversion by VQ and pitch conversion by FPC 

5.3   Algorithm Evaluations 

To compare VQ with MGM, the maximal 150 utterances were selected for spectral 
mapping and thus for pitch conversion. The comparative results of FPC and TCB 
were listed in Table 1 with different amounts of training data. We can see that before 
pitch conversion, the mean pitch difference between the converted and target pitches 
for M1-M2 conversion is 38.71Hz with 111.23Hz for M1-F1. In comparison, there 
are great decreases in the mean pitch differences by both methods for both 
conversions. However, the mean pitch differences by TCB are less than those by FPC 
at all levels of training data, which shows that TCB can better describe the dynamic 
characteristics of the target tone at the whole utterance level, and thus reduce the 
inherent discrete properties of FPC based on frame speech. It is also found that the 
mean differences have not shown a totally mono relation to the amount of data [2].  

Table 1.  Mean pitch differences with different amount of training data 

  Number of  Utterances (n) 
  n = 0 n = 30 n = 60 n = 90 n = 120 n = 150 

FPC 38.71 14.68 13.42 14.14 13.53 13.75 M1-
M2 TCB 38.71 10.42 9.54 8.47 7.83 8.23 

FPC 111.23 18.43 17.42 16.74 17.22 16.79 
M1-F1 

TCB 111.23 11.92 10.54 11.60 9.43 10.64 

According to the experiment schemes, the subjective evaluation results when using 
the converted speech generated by different methods are shown in Fig.2. When only 
pitch conversions are performed, TCB has a better performance than FPC for both the 
male-to-male and female-to-female conversions. We can see that when the pitch 
conversions are combined with spectral mapping, MGM/TCB behaves a little better 
than VQ/FPC, while nearly the same conversion results for the spectral mapping 
respectively by VQ and MGM only. Although pitch by itself contributes only about 
an average 45% to the listener’s correct response in voice conversion of the same 
gender’s speech, when it is converted with the spectral mapping, it brings 
improvements in the target speaker information in the converted speech. Generally, 
MGM/TCB can achieve the best performance of all the methods 

Fig.2 shows that spectral conversions by both VQ and MGM contribute about 70% 
to the speaker information in the converted speech for the target speakers, which 
explains why the short-time spectral features are dominant factors in current voice 
conversion technology. However, the spectral features can not yet give enough 
reasons to explain the preferences for the target speakers. To obtain the maximal 
speaker recognition rates, it is evident that both spectral and prosodic information 
need to be processed in voice conversion.  
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Fig. 2. Subjective evaluation on the preference performance of the converted speech using 
different ways 

6   Conclusions 

In addition to the short-time spectral envelope, pitch is an indispensable factor in 
identifying a speaker’s individuality. In this paper, the pitch contour of the whole 
Mandarin syllable was selected as a unit type for pitch conversion instead of isolated 
fundamental frequency value of a frame-based speech in voice conversion of 
Mandarin speech. The experiment results showed that a better association can be 
found in fundamental frequencies between two speakers’ speech using the proposed 
tone codebook mapping algorithm which improves the voice conversion performance 
for Mandarin speech.  
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Abstract. We investigate the use of independent component analysis (ICA) for 
speech feature extraction in digits speech recognition systems. We observe that 
this may be true for recognition tasks based on Geometrical Learning with little 
training data. In contrast to image processing, phase information is not essential 
for digits speech recognition. We therefore propose a new scheme that shows 
how the phase sensitivity can be removed by using an analytical description of 
the ICA-adapted basis functions. Furthermore, since the basis functions are not 
shift invariant, we extend the method to include a frequency-based ICA stage 
that removes redundant time shift information. The digits speech recognition 
results show promising accuracy. Experiments show that the method based on 
ICA and Geometrical Learning outperforms HMM in a different number of 
training samples.  

1   Introduction 

Finding an efficient data representation has been a key focus for pattern recognition 
tasks. Popular methods for capturing the structure of data have been principal 
component analysis (PCA), which yields a compact representation, and more recently 
independent component analysis (ICA). In ICA, the data are linearly transformed such 
that the resulting coefficients are statistically as independent as possible. In a 
graphical model framework, the ICA can be regarded as a data generative model in 
which independent source signals activate basis functions that describe the 
observation. The adaptation of these basis functions using ICA has received attention 
since this adaptation leads to a highly efficient representation of the data. Efficiency is 
measured in terms of its coding lengths (bits) per unit. Fewer bits correspond to lower 
entropy of the transformed data. Examples in representing natural scenes include [4 
and 5]. For audio signals, Bell and Sejnowski [3] proposed ICA to learn features for 
certain audio signals. Speech basis functions were also learned for speech recognition 
tasks [6]. Feature extraction for speech recognition aims at an efficient representation 
of spectral and temporal information of non-stationary speech signals. 
Conventionally, speech signals were transformed to the frequency domain by using 
the Fourier transform and then the spectral coefficients are transformed by the 
discrete cosine transform (DCT) to the cepstral domain to remove the correlation 
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between adjacent coefficients. The DCT reduces the feature dimension and produces 
nearly uncorrelated coefficients, which is desirable when back-end speech recognizers 
are based on continuous hidden Markov models (HMMs) using Gaussian mixture 
observation densities with diagonal covariance matrices. The resulting mel frequency 
cepstral coefficients (MFCCs) are one of the most common base features to represent 
spectral characteristics of speech signals. Prior research on using ICA features for 
speech recognition resulted in significant improvements [7] but experiments were 
conducted under constraint settings (small training data). Our goal was to investigate 
this approach without any constraint setting and provide new analysis and options to 
cope with the main problems of the standard ICA features, namely in providing 
features that are phase insensitive and time-shift invariant.  

In this paper, we apply ICA to speech signals in order to analyze its intrinsic 
characteristics and to obtain a new set of features for automatic digits speech 
recognition tasks. We would like to obtain features in a completely unsupervised 
manner since the ICA is a data-driven method. Eventually, digits speech recognition 
based on Geometrical Learning [8][9][10][11][12][14][15][16] is used. Compared 
with the conventional HMM-based method, the ICA and Geometrical Learning-based 
method (ICA-GL) mentioned in this paper has a noticeable advantage when the 
number of training samples is very few. The trend of recognition results shows that 
the difference in recognition rates between these two methods decreases as the 
amount of training increases but the recognition rate of the ICA-GL-based method is 
always higher than that of HMM-based. And both of these recognition rates will reach 
100% if there are enough training samples. The recognition accuracy of the HMM-
based method is lower than that of the HDSCT-based method.This is because ICA-
GL-based method can describe the morphological distribution of the speeches in 
HDS. However, the HMM-based method can only calculate the probability 
distribution of them. 

2   Feature Extraction Based on ICA 

2.1   The Collection and Establishment of the Speech Database 

There are two speech databases. One is spontaneous speech in daily life. It has no 
special preparation in terms of speech pattern. It is always slack, and goes with 
random events (filled pauses etc.). Other is the reading speech database. Its speech 
pattern and speech context should be prepared beforehand and accord with the 
grammar as well. 

The continuous speech database we adopted in this paper lies between the reading 
and the spontaneous speech databases. The context of our database is telephone 
numbers. The read pattern is similar to the spontaneous speech that has some 
background noise (e.g. the hum of cars on the road).  

We segment the continuous speech into syllables by hand and then select the better 
result as “the learning database”. We must point out that these syllable samples are 
different to the isolated samples. They have characteristics of continuous speech. 
Finally, we classify these samples into 11 classes according to their pronunciation in 
Chinese and phoneticize them as shown in Table 1. 
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Table 1. The digits classification of pronunciation in Simplex Chinese 

Digit 0 1 2 3 4 5 6 7 8 9 
Pronunciation 
in Simplex 
Chinese 

ling Yi yao er san si Wu liu Qi ba Jiu 

 
These database items are collected in 8000Hz (the Sample Frequency) and 16bits 

(the Bit Depth).  

2.2   Proposed Method 

Phase sensitivity and time variance seemed to be the most profound factors 
prohibiting the use of the ICA-adapted basis functions for speech recognition tasks. 
We took a log of the obtained coefficients. The coefficients show large correlation 
because ICA was not learned to optimize the independence of the magnitude 
coefficients. Therefore, we apply an additional ICA transformation for the log of the 
spectral coefficients to obtain coefficients that are as independent as possible. The mel 
filter and log operation used in the conventional feature extraction were applied to the 
ICA coefficients in order to reflect the human speech perception characteristics. 
Figure 1 compares feature extraction methods using MFCC and ICA. The ICA in the 
time domain (ICA1) in the proposed method replaces the FFT of the MFCC-based 
method. 

 

Fig. 1. In ICA-based feature method, speech signals are filtered by analytic ICA filters, the 
coefficients are logged as squared magnitude and split into mel frequency bands, and then 
multiple frames are concatenated  

2.2.1   Pre-emphasis and Windowing 
Speech signals are pre-emphasized by using a first-order FIR filter as pre-emphasis 
plays a role in weakening the correlation of speech signals. A stream of speech 
signals is segmented into a series of frames with N samples and each frame is 
windowed by a Hamming window. These two steps are the standard procedure in 
feature extraction for speech recognition. In the following sections, we omit the 
frame index t unless confused, assuming that all processing is done in the frame 
base.  



 Continuous Speech Recognition Based on ICA and Geometrical Learning 977 

 

2.2.2   Analytic ICA in the Time Domain (ICA1) 
We used the Infomax algorithm with the natural gradient extension [1and 2] to obtain 
the basis functions and the corresponding coefficients. To accelerate the convergence, 
we reduced the dimension of the windowed signals x and obtained a sphered signal z 
by multiplying the sphering matrix V1 obtained by eigenvector decomposition of the 
covariance matrix [13]: 

1z V x=  (1) 

where V1 is an M×N matrix and M is the reduced dimension of the input signals. The 
updated unmixing matrix W1 was constrained to an orthonormal matrix [13]. To 
reduce the phase sensitivity, we used the analytic version of the unmixing matrix, 
which was obtained via the Hilbert transform: 

ˆB jBΒ = +  (2) 

where Bi is the Hilbert transform of B in the row direction and 1−=j . By using 

the analytic version of the unmixing matrix, we can obtain a smoother estimate of the 
ith coefficient magnitude m(i), the energy of the windowed signal x: 

2( ) || ||im i x= Β  (3) 

where Bi is the ith row vector of the analytic unmixing matrix.  
The difference from using the conventional FFT is that the ICA here uses the filters 

learned from speech signals which have non-uniform center frequencies and non-
uniform filter weights but the FFT does not consider the fact that input signals are 
speech. Phase sensitivity is a common problem when localized basis functions are 
used to transform speech signals; energy components were used instead of time 
samples of filter outputs when the DWT was used for feature extraction.  

2.2.3   Mel Filter 
Mel band energies were obtained by weighting the magnitude coefficients considering 
the center frequency of the mel bands [6] and the center frequency of the ICA filters. 
This procedure can be formulated as follows: 

  ( ) ( ) , 1... ,fb i F i m i K= =  (4) 

where F(i) is the ith row vector denoting a mel filter whose center frequency is spaced 
in the mel scale and whose coefficients are weighted according to a triangular shape 
[6], and K is the number of the mel bands. Because the center frequencies of the ICA 
filters are different to those of the mel filters, we set the weight for the jth magnitude 
of the ith filter to: 

( , ) ( ) ( ) |
, ( 1) ( ) ( 1)

( 1) ( 1)
ica mel

mel ica mel
mel mel

otherwise

F i j f j f i
f i f j f i

f i f i

ε
= − + ≤ ≤ −

+ − −

 

(5) 
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where fica(j) is the center frequency of the jth ICA filters, fmel(i) is the center frequency 
of the ith mel band, and  is a small constant to prevent underflow in taking the 
logarithm to the next step. The fmel(0) and fmel(M+1) are assumed to be 0 and half of 
the sampling frequency respectively. The center frequency of the ICA filters was 
determined by weighted frequency. The weight was proportional to the energy of each 
frequency component excluding the DC components. The weight of the DC 
component was set to zero. Therefore, we obtain a center frequency even if the basis 
functions have two lobes. 

The logarithm of the resulting coefficients was taken from the fact that the human 
auditory system is sensitive to speech loudness in the logarithmic scale: 

logg fb=  (6) 

The output vector g is used as a base for the following feature transformation stage to 
remove temporal dependencies between frames and obtain components that are as 
independent as possible by using another ICA step. As will be shown later, g has a 
strong conditional dependency between components and thus needs further 
processing.  

2.2.4  Concatenating Multiple Frames 
We concatenate 2 +1 consecutive frames to form a new vector at time t, h(t), 

                      

( )

( ) ( )

( )

g t

h t g t

g t

− Δ

=

+ Δ

M

M

 (7) 

Because the DC component of h does not have a sparse distribution, we subtracted the 
local mean of h [13]. If  is equal to 0, no temporal filtering is done and only spectral 
transformation takes place as the DCT in the MFCC computation.  

2.2.5   Geometrical Learning  
Now, the task of geometrical learning is to cover a given sample set by a chain of 
hyper sausage units with a minimum sum of volumes via determining the end points 
of each line segment and the radius of each hyper-sphere. BBBAs introduced in 
section 2.2 the main idea is similar to finding the center and radius of the outer hyper-
sphere via successive projection from a higher dimensional space to a lower 
dimensional space in the hope of acquiring descriptive high dimensional geometry. 

To simplify implementation, the HSN shape[9] is approximated by the shape (in 
the solid line) that can be computed by the following characteristic function: 
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which contains a radius parameter r  and the distance between X  and the line 

segment 1 2X X as follows: 
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. iven an ordered set of samples 

{ }n

jiixP == . The set is sampled in a certain order, which obeys the rule that the mid 

sample is more like the anterior sample than the latter one. This assures that the set of 
the samples is a continuously mutative chain. We select a parameter, D , the distance 
between the two contiguous selected samples in S . This parameter determines the 

total of the HSN neurons. From P we choose a set }1,),(|{ 1 miDssdsS iii <≤≈+ of 

jn sample support points as the sausage parameters n
ijjj XX =},{ 21 defined by (3) 

such that all the HSN units become overlapped, in aid of the algorithm that follows. 

Let S  denote the filtered set that contains the samples which determine the 
network and X  denote the original set that contains all the samples sampled in order. 

Begin: 
Put the first sample into the result set S  and let it be 

the fiducial sample bs , and the distance between the 

others and it will be compared. Set S ={ bs }. bss =max  and 

0max =d  

If no sample in the original set X , stop filtering. 
Otherwise, check the next sample in X , then compute its 

distance to bs ,i.e., bssd −= . 

If maxdd > , goto step 6. Otherwise continue to step 4. 

If ε<d ,set ss =max , dd =max , goto step 2. Otherwise 

continue to step 5. 
Put  s  into the result set: S = }{sS ∪ , and let 

bs = s , ss =max , and dd =max . Then go to step 2. 

If max 2| |d d ε− > , go to step 2. Otherwise put maxs  into the 

result set: S = }{ maxsS ∪ , and let bs = maxs , maxmax ssd −=  

go to step2. 
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3   Analysis of ICA Basis Functions 

Fig.2 shows the basis functions sorted by the L2 norm and the corresponding 
frequency responses when the frame size is 128 ms and the number of sources is 67. 
The basis functions show an ICA waveform. To obtain these basis functions, we 
updated the ICA filter matrices every 1,000 frames, with the convergence factor, ε , 
linearly decreasing from 0.0001 to 0.000033.  

    

(a)                          (b)                                 (c)                           (d) 

Fig. 2.  Basis functions (a) and their frequency response (without sort order) (b) of  ICA in the 
time domain (without sort order) (c) and their frequency response (d) of ICA in the time 
domain 

4   Experiment and Analysis 

This library includes 2,640 MFCC samples of single digital syllables from 24 people. 
They are divided into 5 groups (Table 1) according to different sample figures. 

Table 2. The modeling samples of different figures 

    Sample distribution 1 2 3 4 5 6 

Each person’s sample 
figure of each class 

1 2 4 5 7 10 

The figure of each 
class’s sample point 

24 48 96 120 168 240 

 

In Chinese continuous digital speech recognition, we need to consider enough of 
the influence of cooperating pronunciation among figures. The influence of a figure’s 
preceding figure is crucial. And the following figure’s influence to the subject figure 
is much lighter. When choosing every class’s digital samples of each group, we 
review the position of every single digital syllable’s modeling sample in 8 bit 
continuous numeric strand and the situation of its former figure. Let every chosen 
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class’s digital sample of each group include the situation that every figure connects 
with its former one. For example, the sample of number 0 in the first group chooses 
11 classes’ numbers that are those 0s that appeared before the 0, and the situation 
appears that the 11 classes’ numbers influence the 0 equably. This sample set includes 
a bigger range and more situations. 

Table 3.  The HMM state figures and hybrid figures in the gauss probability density function 

The sample points’ quantity of each class 10 20 40 

State figures 4 4 5 HMM 

Hybrid figures in the gauss probability 
density function 

2 4 3 

 

Fig. 3. (Left) Result compared with ICA-GL and HMM in the 10 samples of each class.  
(Right) Result compare with ICA-GL and HMM in the 20 samples of each class. 

 

Fig. 4. (Left) Result compare with ICA-GL and HMM in the 40 samples of each class.     
(Right) Recognition Rate compared with ICA-GL and HMM. 

There are 29 persons’ totaling 7,308 single digital syllable samples used to test the 
correctness of the model. Construct each group’s single digital syllable samples’ 
HMM model. Use the HMM model that is from left to right without jumping. How 
many of the hybrid figures in the gauss probability density function have huge 
influence on the recognition?  Adjust the state figures and hybrid figures in the gauss 
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probability density function to let the test set obtain the highest recognition rate 
possible. Through repeated testing, each groups’ states and hybrid figures in the gauss 
probability density function are displayed in Table 2 and each groups’ results of 
recognition are displayed in Table 3. 

Use the same samples to construct digital ICA-GL for 11 classes. Compared with 
the conventional HMM-based method, the trend of recognition results shows that the 
difference in recognition rates between these two methods decreases as the number of 
training samples increases.  

5   Conclusion 

Dividing continuous speech is difficult, and it also directly influences the digits 
speech recognition rate. This paper changes the traditional speech recognition’s 
pattern that says to syncopate first then recognize. Instead, it uses the algorithm with 
ICA-GL and achieves the continuous speech recognition without syncopating. The 
paper derives from the complicated two weights geometrical structure and gives a 
new algorithm in speech with an ICA-GL learning algorithm. We hope it can be used 
in continuous speech recognition of a large vocabulary. 
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Abstract. To recognize an underwater target precisely is always a more difficult 
task for the navy compared to the air force due to the complicated watery envi-
ronment which is very different from the aerial circumstance. Part of the reason is 
that there is much more interference under the sea. Sonar is the most efficient way 
to detect items in the underwater world at the present time. In this paper, a ge-
netic-based classifier system is designed which recognizes targets by sonar fin-
gerprints. This method will, to a certain degree, relieve the sonar man of some of 
his work. Experiments show that the system gains acceptable speed and accuracy 
in the classifying operation. The proposed underwater target classifier system is 
highly automatic, with quite finite hardware requirements for operation. 

1   Introduction 

Surface ships are the core power of a navy; their greatest dangers come from the air and 
the submarine. Detecting the aerial target depends on the radar system, and it works 
based on the electromagnetic wave. Electromagnetic waves spread in the air, and as 
there is less interference than in the underwater world, abundant methods in the area of 
radar target recognition have been put forward. For example, from the Monterey Uni-
versity in California, US, in the period 1983 to 1990, more than 40 papers on recogniz-
ing aerial targets were embodied into the AD Report [9], [11]. But the underwater world 
needs different methods despite the two looking apparently similar. Radar operates over 
high frequency electromagnetic waves, while sonar operates over sound waves. Sonar is 
in a much lower band, about 5kHz—30kHz, and even the latest information shows that 
to detect the most advanced submarine requires infrasound wave [8], [13]. The Signal-
to-Noise of a radar’s echo is normally very high, and the dynamic range is small.  How-
ever, the dynamic range of sonar is large, often between several micro volts to tens of 
volts, and SNR can range from minus decibel to tens of decibel [8]. 

The lack of an advanced method to efficiently recognize marine targets is a ridicu-
lous situation; presently, target recognition still relies on the experienced sonarman’s 
monitoring and listening. How can we trust this man’s reliability? The weapon manu-
facturing technique has gone through its evolution; no country can collect all samples 
in the water. Under this finite condition, the sonar system must obtain the ability to 
classify.  

Sonar fingerprint technique is designed to map sonar echo into fingerprint seg-
ments, which can then identify the original echo uniquely. It’s composed with very 
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limited data. It greatly decreases the difficulty of, and time consumed by, signal proc-
essing. Furthermore, the fingerprint has a thick skin so it can be stored in different 
formats i.e. no matter how the sound clips are stored, perceptual similarity always 
leads to an approximate fingerprint [6].  

This paper describes a valid underwater target recognition system’s architecture 
and working procedure. After focusing on the system’s working precondition, sonar 
fingerprint’s extracting guiding principle and the algorithm in Section 2 and the whole 
system’s architecture in Section 3, we elaborate on the proposed special improve-
ments to the system in Section 4. Experiments, discussion and future work are de-
scribed in the last two sections. 

2   Fingerprint Extraction Algorithm 

Sonar fingerprint intends to capture the relevant perceptual features of echo, quickly 
and easily, and preferably with a small granularity to allow usage in some extreme 
applications (such as the warfare circumstance). 

First, the echo signal is segmented into overlapping frames. For every frame a set 
of features is computed. Preferably the features are chosen such that they are invariant 
to signal degradations. Features that have been proposed are well known audio fea-
tures such as Fourier coefficients [4], Mel Frequency Cepstral Coefficients (MFCC) 
[7], spectral flatness, sharpness, Linear Predictive Coding (LPC) coefficients and 
others [1]. Also items such as derivatives, means and variances of audio features are 
used. Generally, the extracted features are mapped into a more compact representation 
by using classification algorithms, such as quantization [5]. The compact representa-
tion of a single frame will be referred to as a sub-fingerprint. The global fingerprint 
procedure converts a stream of echo into a stream of sub-fingerprints. One sub-
fingerprint usually does not contain sufficient data to identify an echo clip. The basic 
unit that possesses the ability to identify will be referred to as a fingerprint-block. 

The overlapping frames have a length of 0.37 seconds and are weighted by a Ham-
ming window with an overlap factor of 31/32. The extraction scheme extracts 32-bit 
sub-fingerprints for every interval of 11.6 milliseconds. A fingerprint block consists 
of 256 subsequent sub-fingerprints, corresponding to a granularity of only about 3 
seconds. In the worst-case scenario the frame boundaries used during identification 
are 5.8 milliseconds. The large overlap assures that even in this worst-case scenario 
the sub-fingerprints of the echo clip to be identified are still very similar to the sub-
fingerprints of the same clip in the database. Due to the large overlap subsequent sub-
fingerprints have a large similarity and vary slowly in time. 

The most important perceptual features live in the frequency domain. Therefore a spec-
tral representation is computed by performing a Fourier transformation on every frame.  

In order to extract a 32-bit sub-fingerprint value for every frame, 33 non-
overlapping frequency bands are selected. These bands lie in the range from 300Hz to 
2000Hz (most echo sound’s energy lives in this range and it is the most relevant spec-
tral range for the HAS) but not the whole band. They also have a logarithmic spacing, 
in accordance with the HAS’s operating principle. Experimentally, it was verified that 
the sign of energy differences (simultaneously along the time and frequency axes) is a 
property that is very robust to many kinds of processing. 
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Fig. 1. Overview of fingerprint extraction scheme 

If we denote the energy of band m of frame n by E(n ,m) and the m-th bit of the 
sub-fingerprint of frame n by F(n, m), the bits of the sub-fingerprint are formally 
defined as: 
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The computing resources needed for the proposed algorithm are limited. Since the 
algorithm only takes into account frequencies below 2 kHz the echo is first down 
sampled to a mono stream with a sampling rate of 5 kHz. The sub-fingerprints are 
designed to be innately robust against signal degradations, therefore very simple 
down sample filters can be used. In the experiments, a 16-tap FIR filter is used to 
realize the operation mentioned above. The most computationally demanding opera-
tion is the pretreatment of the sound, i.e. the overlapped frame generating operation 
and Fourier transformation of every frame. In the down sampled signal a frame has 
a fixed length of 2,048 samples. 

Figure 2 shows an example of 256 subsequent 32-bit sub-fingerprints  (i.e. a fin-
gerprint block), extracted with the above scheme from an echo of a submarine. A 
‘1’ bit corresponds to a white pixel and a ‘0’ bit to a black pixel. Figure 2a and 
Figure 2b show a fingerprint block from an original echo sound and the compressed 
version of the same excerpt, respectively. The usage of a compressed version is to 
symbolize the degradation of the echo caused by the watery environment. Ideally 
these two figures should be identical, but due to the compression (corresponding to 
the attenuation in the water) some of the bits are retrieved incorrectly. These bit 
errors, which are used as the similarity measure for our fingerprint scheme, are 
shown in black in Figure 2c.  
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      Original      Compressed      Bit Errors 
     B31..............B0       B31…..…….B0        B31…….…..B0 

       
            (a)                  (b)                   (c)` 

Fig. 2. (a) Fingerprint block of original echo clip, (b) fingerprint block of a compressed version, 
(c) the difference between (a) and (b) showing the bit errors in black (BER=0.034) 

3   The Classifier System Architecture 

In order to identify the correct class of a target, a well-designed classifier is necessary. 
The classifier receives the fingerprint information and can tell which class the current 
target belongs to by comparison with the well-trained fingerprint-rule set. 

In this application, a well-defined system has the modules shown below in Figure 3: 

 

Fig. 3. Classifier System Architecture 

Firstly, the detector distils the sonar fingerprint according to the CS’s require-
ments, and once the information is sent to the CS, it becomes encoded environmental 
information, i.e. a piece of message is delivered to the message queue, and maybe it 
will trigger the rule (it is the so-called classifier). A rule’s form is shown here [2]: 
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This means the rule will act when the condition is met. The triggered classifier will 
send a message to the message queue, and the message will probably trigger another 
classifier or bring an action (where there is no more classifier to be triggered). Finally 
the action will act on the environment. That is: 

<environment information>  <classifier1>:<message1> …  <classi-
fier n>:<message n>  <action> 

(3) 

Now five main components included in this system will be elaborated. 

3.1   Detector (Fingerprint Extractor) 

The detector is the interface of the system which deals directly with the echoes. It 
extracts the sonar fingerprint and encodes it like this: 

],[ iii yxM =  (4) 

Every piece of message is a dualistic group. In this formula, ‘i’ is the sequence 
number of the message, ‘x’ is the condition part (it contains the codes which embody 
all the classifying information), nix }1,0{∈ , ‘y’ is the conclusion part, and miy }1,0{∈  

(the class of the object), is added manually for training after encoding. For example, 
[(10001011), (1011)] is a piece of message which is composed by an 8-bit condition 
and a 4-bit conclusion. 

3.2   Message List 

The message list is the system’s repository as it contains all the messages. It offers the 
raw materials that are needed in the following operation.  

3.3   Classifier System 

Rules are different in form from the environment messages. They should have en-
hanced adaptability, so that they can cover more information. Consequently the condi-
tion part of the rule contains a wildcard ‘#’. This means that a bit can be either ‘0’ or 
‘1’, but it cannot be decided. Enhanced adaptability will lead to an increased rule set. 
In the following procedure a method is designed to avoid the redundancy caused by 
this strategy. 

The classifier is generated by a GA subsystem. There are two kinds of classifier in 
the system, one of which is the working classifier.  When the learning begins, it 
chooses a scheduled number of messages and mutates them to a certain degree. The 
following learning and evolution operation carry and achieve this. The other classifier 
is the refinement classifier.  All the useful rules in the working classifier and the colli-
sion rules obtained from the message list form the refinement classifier. Some mate-
rial handling takes place in it; this can merge the redundant rules. 

Relative to traditional rule, the newly proposed rule is a triplet; its form is as follows: 

],,[ iiii fitnessVUC =  (5) 
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Ui is the condition part, niU }#,1,0{∈ , # is the wildcard, Vi is the conclusion part, 
miV }1,0{∈ ,  fitnessi is a rule’s fitness;  it’s two-tuples itself, and it intakes the form:  

ifitness =[ 2,1 fitfit ]     (6) 

fit1 and fit2 are positive integers; they separately mean the quantity that a piece of 
message matches in the rule’s conclusion or not within the rule’s coverage area. For 
example, [(1##0#0#1), (1011), (20, 4)] means the rule’s condition part (1##0#0#1) 
covered 24 samples and among these, there are 20 samples holding the same conclu-
sion with the rule, and four at variance. 

3.4   Testing List 

All the testing examples make up the testing list. A testing example Ti is like a piece 
of message, and one difference exists in its conclusion part, miy {*}∈ , * meaning it is 

not confirmed yet. After testing by the CS, it will obtain the same form as the mes-
sage and the example itself will turn into a new message. Its conclusion can both act 
on the environment and feedback the new message through the environment, so that 
the system may continue its learning and can better adapt to the environment. 

3.5   Actor 

Actor turns the classifying result to the true output value, and then acts on the envi-
ronment. It’s the reverse process of detector; in fact, it’s a decode course. In our ap-
plication, we can learn from the actor which class an underwater target belongs to 
after the whole training and classifying procedure. 

4   Improvements on Classifier System 

Considering the application the system is likely to be used for, speed and accuracy are 
paramount. Here, the Comparing and Matching Algorithm (CMA), Hyperplasia Op-
erator (HO), Refining Classifier (RC) and alterable mutation probability (Pm) are 
designed to meet these requirements. 

4.1   Comparing and Matching Algorithm 

Compared with the commonly used Bucket Brigade Algorithm (BBA), CMA is more 
convenient for users to acquire the fitness; it invests the fitness value with more   
explicit statistical meaning, and this allows users to explain the rule with background 
knowledge. Furthermore, the fitness which is elicited by the CMA can decide if the 
rule should be merged in the RC. 

The designing idea of the CMA is to match the rules and the messages in the ML 
one by one, which modifies the rule’s fitness based on the success or failure of the 
match. The fitness has been described in Formula 8. The ultimate purpose is to ensure 
the survival of the best rules and the elimination of the worst rules. 
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Here is the approach: 

1. Initialize the rule’s fitness, i.e. fit1  0,fit2  
0; 

2. Select a piece of message from ML; match the rules 
in the working classifier one by one. 

IF both the condition and the conclusion are 
matched,  

THEN    fit1  fit1 + 1; 
IF the condition matches while the conclusion 

not,  
THEN    fit2  fit2 + 1; 
IF the condition doesn’t match,  
THEN    fitness fitness 

Return to Step 2, do the match until the ML is out. 

4.2   Hyperplasia Operator 

The Hyperplasia Operator is designed for the avoidance of the situation where no rule 
matches the current message. Therefore, it gives the system a persistent learning ability. 

Suppose that when the message matches the rule, it is found that there is no rule 
that can distinguish the message; what can be done? Here the HO will generate a new 
rule which can match the message. 

The approach is to mutate the message’s condition part in every bit with a fixed 
probability. While mutating, the 1 or 0 on this bit will be changed into “#”. Make the 
result the condition part of a new rule, and then give a specific class artificially.  

4.3   Refining Classifier 

The purpose of RC (also called Merge Operator) is to reduce the quantity of the re-
dundant rules. The smaller the scale of the rule set, the faster the classification is 
achieved. 

1. For every rule in the original population, if its corresponding fit1 0 and fit2=0, 
the RC will reserve it, otherwise the RC will eliminate it. 

2. Match the reserved rules to each other. Suppose R1 and R2 are two rules that  
survived. 
IF      R1 ⊇ R2 and fit1 R1 = fit1 R2 , 
THEN  keep R2,eliminate R1; 
IF      R1 ⊇ R2 and fit1 R1 > fit1 R2 , 
THEN  keep R1,eliminate R2. 

4.4   Alterable Mutation Probability 

In normal GA, the value of the parameter Pm is invariable. The classifier mutates ac-
cording to the fixed probability from beginning to end. Experiments show that to set 
an alterable mutation probability correctly may increase the speed and the accuracy of 
classification.  

In the prophase of the evolution, all the rules’ fitness are relatively low; high mutation 
probability would probably destroy some potential rules. Lower mutation probability 
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should be used in order to keep the stability of the evolution, and this can speed up the 
evolution. In the anaphase the fitness has already become steady; amplified mutation 
probability will enlarge the variety.  

Furthermore, the training and the testing go hand in hand in the system, known 
from the normal classifier system. In general, the training samples cannot cover all the 
situations in reality, and the proportion of positive and negative samples is difficult to 
predict. However, the policy of simultaneous processing makes the system acquire 
persistent learning ability. Therefore, the samples decide the acquisition procedure, 
and consequently the rules correspond better with reality. 

5   Experiment and Discussion 

The class is specified compulsively when an echo is being used as a training example. 
If the system is well-trained, the recognition time will be swift. In practice, the main 
time consumed is in the processing of the echoes. If the Fourier transformation is 
implemented as a fixed point real-valued FFT, then the fingerprinting algorithm will 
run more efficiently. 

In order to validate the performance, we took eight different kinds of targets for 
identification:  

• submarines or surface ships 
• wood ships 
• buoyages 
• fish torpedoes 
• trail streams 
• submerged rocks or rocky benthal 
• shoals and benthal reverberations or  
• fake echoes.  

Each kind of target contained 50 echoes; we chose 40 randomly as training examples, 
the rest were test examples. The classification result is shown in Table 1. 

Table 1. Result of the classification 

Nr is the rule quantity after training, C is the number of correctly recognized test-
ing targets, TR is the recognition success rate of the training set, TE is the recognition 
success rate of the testing set, Er is the wrongly recognized target, and Er% is the 
error rate. In our opinion, the classification is successful only until TR>95% and 
TE>70%. 

The difference between the improvements supplied and absent is shown in Table 2. 
Without the hyperplasia operation, it is necessary to collect a large number of training 
examples covering all kinds of classes. The hyperplasia operation can generate them 
gradually; therefore the system possesses persistent learning ability.  

Training set Nr TR Testing set C Er Er% TE 
320(40×8) 86 100% 80(10×8) 74 6 7.5% 92.5% 
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Table 2. Improvements can affect the system greatly 

 With RC Without RC 
Alterable  

Pm 
Invariable 

Pm 
Number of 

Rules 
86 231 — — 

Average 
Fitness 

— — 34.3 28.7 

Training 
Time(Minute) 

6 65 6 9 

6   Conclusion and Future Work 

Despite these achievements, there are still some issues requiring future work: 

• Parallel identification. Sonar feedback has particular meaning; it’s the de-
cision support information, and the synthetic information will help to in-
crease accuracy. 

• Concise sonar fingerprint extracting algorithm. In order to reduce unnec-
essary processes and extracting complexity, further study into echo should 
be carried out. 

• Extend the system’s function. It’s a promising idea to store the well-
trained rules and the correlative equipment information in the database. 
Associated information can be shown after a class is recognized. The 
commander would then be able to use the system’s support in making a 
more scientific decision on how to deal with a target. 
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Abstract. We propose a multi-stream articulator model (MSAM) for
audio visual speech recognition (AVSR). This model extends the articu-
lator modelling technique recently used in audio-only speech recognition
to audio-visual domain. A multiple-stream structure with a shared artic-
ulator layer is used in the model to mimic the speech production process.
We also present an adaptive reliability measure (ARM) based on two lo-
cal dispersion indicators, integrating audio and visual streams with local,
temporal reliability. Experiments on the AVCONDIG database shows
that our model can achieve comparable recognition performance with
the multi-stream hidden Markov model (MSHMM) under various noisy
conditions. With the help of the ARM, our model even performs the best
at some testing SNRs.

1 Introduction

Inspired by lipreading, audio visual speech recognition (AVSR) has recently re-
ceived much interest in improving the speech recognition robustness under noisy
conditions. Various audio visual fusion approaches have been proposed, among
which the multi-stream hidden Markov model (MSHMM) [1] has shown superior
performance. Derived from the conventional phoneme-based speech recognition,
this model incorporates two streams of observations each of which represents one
modality of speech (audio and video). The two streams share the same phoneme
state sequence and the observation emission probabilities are integrated by a
pair of stream reliability.

Recent nonlinear phonology has indicated that speech may be better de-
scribed as the output of multiple streams of linguistic features, more specifically
articulators. From the point view of speech production, each sound is originated
from a group of articulators, such as glottis, vocal folds, velum, teeth, lips and
tongue. These facts have motivated many researchers to work on articulator
modelling for speech. Richardson et al [2] proposed a hidden-articulator Markov
model (HAMM), which was actually a factorial HMM directly integrating the
articulator information into speech recognition. Very recently, dynamic Bayesian
networks (DBNs) have been used in articulator modelling due to their great ex-
pressive power. Bilmes et al [3] proposed a prototype of DBN-based articulator

D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 994–1004, 2006.
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model which directly mimics the speech production process for audio speech.
Saenko et al [4] extended their DBN-based articulatory feature model to visual
modality for visual speech recognition; and their experiments have shown that
a recognizer that models the inherent articulatory asynchrony outperforms one
that does not.

In this paper, we propose a novel articulatory approach to integrate both
audio and visual speech. Considering that audio visual speech may be better
modelled in the same articulation process, we present a multi-stream articulator
model (MSAM) for AVSR. This model takes on a DBN structure with two
streams and a shared articulator layer. We also use stream reliability variables
to reflect the confidences of both streams, where an adaptive reliability measure
is proposed to estimate the reliability variables in a local, temporal level.

2 Multi-stream Articulator Model

2.1 Model Structure

Fig. 1 shows the repeating structure of the proposed MSAM which is composed of
5 layers of variables. Similar to that in [3], there is a set of articulator variables
Ψt = {ψ1

t , ψ2
t , · · · , ψD

t } in each time frame t, each of which depends on the
current state variable qt and its own value in the previous frame t− 1. The time
dependency is to model the continuity constraints on articulator values, since
they cannot change from one value to another very different one without going
through some inter-values.

tq

},...,,{ 21 D
tttt ψψψ=

a
to

v
to

1−t t

},{ v
t

a
tt λλ=

Fig. 1. Multi-Stream Articulator Model

Different from [3], our model includes two observation streams (oa
t and ov

t )
each of which describes one modality of speech–audio and video. Since the au-
dio and visual observations are originated from the same articulator source,
only a unique articulator layer is incorporated. However, as visual speech is the
reflection of visible articulators, such as tongue, lips, teeth, visual observation
variables are only up-linked to those visible articulator variables. This structure
not only is intended to mimic the true human speech production process in some
extent but also encapsulates the synchronization between the audio and video.

easureM
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To achieve the best recognition performance, we use a pair of auxiliary stream
reliability variables λs

t , s ∈ {a, v} to reflect the confidence of each stream, where
an adaptive reliability measure is adopted (see Section 3).

2.2 Model Parameters

A DBN specifies a set of variables and a factorization of the joint probability
distribution using conditional probability distributions (CPDs) between vari-
ables. The CPDs are the parameters to be described. In our model, the CPDs
associated with variables for each frame are
– P (qt|qt−1): state transition probability,
– P (ψi

t|ψi
t−1, qt), i = 1, 2, · · · , D: articulator generation probability, and

– P (os
t |Ψs

t , λs
t ), s ∈ {a, v}: audio (visual) observation emission probability.

Since qt and ψi
t are discrete variables, the probabilities P (qt|qt−1) and

P (ψi
t|ψi

t−1, qt) are described in a tabular way, known as conditional probabil-
ity tables (CPTs). P (os

t |Ψs
t , λs

t ) is defined as the following exponential Gaussian
mixture:

P (os
t |Ψs

t , λs
t ) = [P (os

t |Ψs
t )]λ

s
t =

[
K∑

k=1

ωΨs
t kN (os

t ; μΨs
t k,ΣΨs

t k)

]λs
t

s ∈ {a, v}, (1)

where N (os
t ; μΨs

t k,ΣΨs
t k) is a multivariate Gaussian with mean vector μΨs

t k and
covariance matrix ΣΨs

t k, and ωΨs
t k denotes the mixture weight of the kth Gaus-

sian. Stream reliability variables hold that λa
t +λv

t = 1. Each allowed combination
of articulator values is implemented via a Gaussian mixture.

2.3 Articulator Variables

Speech production is a complicated process which involves various articula-
tors. Prior to modelling, we must consider what articulatory configurations
can be encapsulated. Pseudo-articulatory based variables are widely used in the
speech processing literature where statistical classifications are applied to acous-
tic speech, resulting in abstract classes representing typical articulator configura-
tions. We construct our articulator feature set (with discrete values) as follows1:

– voicing: on, off;
– velum: open, closed;
– manner: closure, sonorant, fricative, burst;
– tongueBodyLH: low, mid, mid-high, high;
– tongueBodyBF: back, mid, slightly front, front;
– lipRounding: rounded, slightly rounded, mid, wide;
– lipSeparation: closed, apart, wide apart;
– tongueShow: touching top teeth, near alveolar ridge, touching alveolar,

others;
– teethShow: show, hide.

1 The lipRounding, lipSeparation, tongueShow and teethShow are visible articulator
variables.
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2.4 Model Training

Since the articulator level transcriptions are not available, we use a two-step
parameter training process. Firstly, we train the articulator generation proba-
bilities P (ψi

t|ψi
t−1, qt) using probability factoring and HMM-based articulator

value recognizers; secondly, we train the state transition probabilities P (qt|qt−1)
and observation emission probabilities P (os

t |Ψs
t ) using the EM algorithm with

pre-trained articulator generation probabilities.
In order to constrain the articulator variables to their intended meanings, we

use a probability factoring scheme. We factor P (ψi
t|ψi

t−1, qt) into the following
form:

P (ψi
t|ψi

t−1, qt) =
P (ψi

t|qt)P (ψi
t|ψi

t−1)
N(ψi

t)
. (2)

Thus we build two separate CPTs:

– P (ψi
t|qt): state-to-articulator mapping probability (Abbr. mapping probabil-

ity) and
– P (ψi

t|ψi
t−1): articulator transition probability.

The final CPT of P (ψi
t|ψi

t−1, qt) is constructed by multiplying the appropriate
items in the above two CPTs and normalized by a constant N(ψi

t).
Since we use English phonemes as the linguistic units, we manually examine

each phoneme state’s articulatory characteristics to determine the best mapping
to the articulator values and create a phoneme-state-to-articulators mapping
table [1]. We use an HMM-based method to get reasonable state-to-articulator

tq
i
tψ

iH 0
iH1

iψ

)}({maxarg i
j

j
HP

)|( l
i
j qP ψ

i
tψ

)|( 1
i
t

i
tP −ψψ

Fig. 2. The HMM-based method to get mapping probabilities and transition probabil-
ities. For clarity, we suppose the articulator ψi has only two values (0 and 1).

mapping probabilities and articulator transition probabilities (see Fig. 2). We
train an HMM for each possible value of each articulator ψi

j using the best map-
ping as the transcriptions, which is denoted as Hi

j . Here j denotes a possible
value of articulator ψi. Then each audio snippet of an utterance can be clas-
sified into one of the values of each articulator by an HMM-based recognizer.
Finally the mapping probabilities and articulator transition probabilities can be
determined by counting the resultant recognition results.

Multi-stream Articulator Model with Adaptive Reliability easureM
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2.5 Parameter Reduction

In our model, the observation emission probabilities P (os
t |Ψs

t ) are described by
Gaussian mixtures, and each allowed combination of articulator variable values
Ψs is implemented by a Gaussian mixture. This induces a very large number
of parameters. Specifically in our case, we have to train 24576 and 96 Gaussian
mixtures for audio and video respectively according to the articulator variables
defined in Section 2.3. To avoid the data sparseness and achieve robust parameter
training, we use two parameter reduction schemes.

Physical Constraints. Restricted by the inherent physical constraints of hu-
man articulation system, some combinations of articulator variable values can
never be realized. We use the following rules to reduce the combinations:
– if lipSeperation = closed, then lipRounding �= rounded or wide;
– if lipSeperation = wide apart, then lipRounding �= rounded or wide;
– if tongueShow = touching alv. ridge, then tongueBodyLH = high and

tongueBodyBF �= back ;
– if velum = open, then voicing �= on;
– if velum = open, then tongueBodyBF �= front.

Considering the above constraints, the number of audio and visual Gaussian
mixtures to be estimated will be dramatically reduced to 5120 and 64.

Probability Factorization. To further reduce the audio Gaussian mixtures,
we classify the articulator variables into some reasonable subsets and factor-
ize the probability P (oa

t |Ψa
t ) into terms. Thus the number of mixtures to be

trained is given by the sum of the subset cardinalities, rather than the product
of cardinalities of all articulator variables.

Suppose we can classify Ψ = {ψ1, ψ2, · · · , ψD} (with cardinalities {c1, c2, · · · ,
cD}) into subsets Γ = {U1,U2, · · · ,UM} (with cardinalities {g1, g2, · · · , gM}),
where M < D, Uk ⊂ Γ, and Γ = ∪Uk. We substitute P (oa

t |Ψa
t ) with∏M

k=1 P (oa
t |uk)

N(oa
t )

, (3)

where uk is a value vector of subset Uk, and N(oa
t ) is a normalization constant.

Therefore, the number of mixtures to be estimated will be reduced from
∏

d cd

to
∑

m gm, and
∑

m gm "
∏

d cd. According to the speech organs that the
articulator variables involved, we define the subsets as follows [1]:
– U1 = voicing;
– U2 = velum;
– U3 = manner ;
– U4 = [tongueBodyLH, tongueBodyBF, tongueShow ];
– U5 = [lipRounding, lipSeparation];
– U6 = teethShow.

Therefore, the audio Gaussian mixtures to be estimated will be rapidly reduced
from 24576 to 86. Finally considering the above two parameter reduction schemes
together, we need to estimate only 82 Gaussian mixtures for audio stream.
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3 Adaptive Reliability Measure

We calculate the values of stream reliability variables λs
t using a separate frame

level classification process prior to the recognition process. Since the discrimina-
tive powers of audio and visual signals can vary temporally and real-world noise
may burst dramatically, we propose an adaptive stream reliability measure tech-
nique based on two local dispersion measurements. To the best of our knowledge,
Adjoudani el al [5] first proposed the concept of dispersion for AVSR. Normally,
the dispersion is defined as the variance of the classifier output, as in

D2 =
1

N − 1

N∑
n=1

(Rn − μ)2, (4)

where Rn is the nth output of the classifier, and μ is the mean of all outputs.
Dispersion is a good indicator of stream confidence, where large difference in
classifier outputs indicates a greater confidence [5]. Lucey et al [6] have theoret-
ically proven that dispersion approximately reflects the cepstral shrinkage effect
induced by additive noise. We propose two local dispersion measures to reflect
the temporal reliability of the audio and visual streams. They are presented as
follows.

3.1 Frame Dispersion

Frame dispersion is defined as

Fs
t = D(P (os

t |qs
t )), (5)

where D(·) denotes the dispersion function shown in Eq. 4, and P (os
t |qs

t ) is the
observation emission probability where an HMM-based recognizer is adopted.

We introduce the frame dispersion to describe the temporal discriminative
power of each stream (audio and video). We know that audio speech and visual
speech have quite different discriminative powers on different speech classes (e.g.
phonemes). For example, phoneme [m] is acoustically very close to [n], resulting
in a lower discriminative power on audio recognizer. However, [m] can be easily
distinguished visually from [n] since they are observed as quite different mouth
shapes; phoneme [m] is normally perceived a closed mouth, while [n] induces
an opened mouth. Phoneme pair [p] and [m] has a different story. They both
take on a closed mouth which makes them visually confusable. But they are
quite distinguishable acoustically because they present different acoustic spectra.
Therefore, a reasonable confidence measure is to depict each recognizer (stream)
in short time intervals (such as frames). A higher frame dispersion indicates a
higher frame reliability, while a lower one means a lower confidence. Fig. 3(a)
shows an example of frame dispersion measure, in which a 6-best calculation is
implemented to a fragment of an utterance audio (SNR=30dB, free of acoustic
noise) from the AVCONDIG database [1]. From Fig. 3(a) we can clearly see that
the frame dispersion is changing over time, which demonstrates that the audio
recognizer has different discriminating power in different time depending on the
N -best classification results.

Multi-stream Articulator Model with Adaptive Reliability easureM
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Fig. 3. Local Dispersion Measures. (a) Frame dispersions of a fragment of an utterance
audio from the AVCONDIG database, where 6-best output hypotheses are given on
the top. (b) Average window dispersions calculated on all the utterance audio from the
AVCONDIG database at 8 different SNRs.

3.2 Window Dispersion

Window dispersion is defined as the local envelope of frame dispersions,

Ws
t =

1
k

t+k∑
r=t−k

Fs
r , (6)

where the window length is 2k + 1.
It is evident from the discussion earlier that in clean speech, the frame dis-

persion should be low for acoustically confusable sounds and high for relatively
easily distinguishable sounds. In corrupted speech, however, due to noise the
frame dispersions will vary. Consequently it is hard to judge whether the disper-
sion changes come from the varying discriminative powers of the recognizer or
from the ambient noise presented in the audio channel. Hence, the frame-level
dispersion measure is inadequate to decide the stream reliability. Therefore, we
propose window dispersion to determine the noise level locally. Fig. 3(b) clearly
illustrates the monotone relationship between the window dispersion and the
noise level (SNR), where average window dispersions are calculated on all the
utterance audio from the AVCONDIG database at 8 different SNRs.

3.3 Mapping to Stream Reliability Via MCE

Since we use two local measurements, frame dispersion and window dispersion,
to determine the reliability of both audio and visual streams, that is,

Cs
t = [Fs

t ,Ws
t ], (7)

a mapping from Cs
t to stream reliability λs

t needs to be established. A simple
and reasonable mapping is the following weight function:

λs
t = wsCs

t , (8)

where ws is called mapping weights. We are interested in finding a set of expe-
riential values of ws which leads to an optimal incorporation of the two local
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dispersion measures under some criterion. Since constrains 0 ≤ λs
t ≤ 1 and∑

s λs
t = 1 must be satisfied, we use the following normalized form:

λs
t =

wsCs
t∑

s′ ws′Cs′
t

. (9)

We use minimum classification error (MCE) as the optimal criterion to train
the mapping weights [7]. The goal of MCE is to choose an optimal weighting
vector ŵs that maximizes the frame level classification performance on a training
set T . Suppose that L training sentences (audio and video) O = [O(1), · · · ,O(L)]
of duration Tl(l = 1, · · · , L) are available in T . Given a state sequence x, the
average conditional log-likelihood per frame is given by

L(l)
x =

1
Tl

∑
s=a,v

Tl∑
t=1

λs
t log P (o(l)

st |qs
t ). (10)

Then the misclassification measure for utterance l is defined by

d(l) = −L(l)
F + log

[
1
Nl

N∑
n=1

δRn

F,l exp(L(l)
Rn

)

]
, (11)

where F denotes the state alignment of the correct word sequence Wl, and Rn

denotes the state alignment of nth best hypothesis of the recognizer’s output
WRn

l . Nl =
∑N

n=1 δRn

F,l is a normalization term. If WRn

l �= Wl, δRn

F,l = 1; otherwise
δRn

F,l = 0.
The error function is defined by

ε(l) =
1

1 + exp[−α(d(l) + β)]
, (12)

where α and β are constants and α > 0. We estimate the mapping weights ws

using the following probabilistic gradient descent algorithm:

ws,(k+1) = ws,(k) − ek
∂ε(l)

∂ws,(k)
. (13)

The steps ek > 0 and slowly decrease to 0.

4 Experiments

We have conducted experiments to investigate the performance of the proposed
MSAM and the ARM. We have compared the MSAM with the MSHMM [1].
We have also made comparisons between the grid search (GS) [1] method and
the proposed ARM method. The GS method searches in [0,1] for an optimal
reliability pair which minimizes the word error rates (WERs). Once chosen, the
reliability pair is fixed for all the utterances at the same SNR. Totally we built 4
AVSR systems, namely MSHMM-GS, MSHMM-ARM, MSAM-GS, and MSAM-
ARM. For the 11-word digit vocabulary (one, two,· · ·, zero, oh), we trained state
synchronized MSHMMs for the 22 phonemes with 3 states for each stream. For

Multi-stream Articulator Model with Adaptive Reliability easureM
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all the testing systems, a mixture of five continuous Gaussians was used for each
MSHMM state or each allowed articulator value combination. An audio-only sys-
tem (AO) with conventional left-to-right, three-state, five-continuous-Gaussian-
mixture, phoneme HMMs was also built to benchmark the experiments. For the
systems using ARM, we used two separate HMM-based recognizers for the audio
and visual streams to collect the local dispersion measures before the recognition
process.

The AVCONDIG database [1] was used for for all the experiments, which
consisted of 100 audio visual recordings of a subject uttering strings of connected
English digits. We separated the database into a training set (80 utterances)
and a testing set (20 utterances). A set of 39 MFCCs with their velocity and
acceleration derivatives was used as audio features, and 32 Eigenlip features were
used for the visual stream. To evaluate the systems under various acoustic noise
conditions, we artificially added babble noise into the testing audio at 6 SNRs
from 28dB to 10dB. Table 1 shows the experimental results in terms of WER.

Table 1. Recognition results in terms of WER at 7 SNRs(Clean speech: SNR=30dB)

System 30dB 28dB 25dB 23dB 20dB 15dB 10dB
AO 1.8 19.7 22.7 34.8 48.5 57.6 84.9

MSHMM-GS 1.5 4.6 6.3 6.7 8.7 10.3 12.4
MSHMM-ARM 1.3 3.4 5.2 6.0 6.8 8.5 10.6

MSAM-GS 1.6 4.4 6.3 6.9 8.4 10.0 12.1
MSAM-ARM 1.3 3.0 5.1 6.1 6.8 9.6 11.9

Table 1 shows that the AO system is heavily affected by acoustic noise; and a
2dB small SNR degradation (30dB to 28dB) can result in a 17.9% absolute WER
increase. Detailed analysis unveils that lots of insertion errors occur when speech
is contaminated by the babble noise since the babble noise is also composed of
speech. Not surprisingly, all the testing AVSR systems are able to dramatically
decrease the WERs at noisy conditions. The MSAM-GS system achieve compa-
rable results with the MSHMM-GS system. Moreover, at several testing SNRs
such as 28dB, 20dB, 15dB, and 10dB, the MSAM-GS system even can achieve
lower WERs than the MSHMM-GS system. With the help of the proposed ARM
method, the MSHMM-ARM and MSAM-ARM systems can further decrease the
WERs compared to those systems using the GS method. Also, the MSAM-ARM
system achieve better results than the MSHMM-ARM system when SNR=28dB
and SNR=25dB.

Fig. 4 clearly plots the frame dispersions of both audio and visual streams
varying over time, where calculations are made on an utterance (SNR=30dB,
free of noise) from the testing set. From Fig. 4 we can observe that frame dis-
persions change dramatically over time. In most occasions, frame dispersions of
the visual stream are much lower than that of the audio stream, which indi-
cates that audio speech conveys more information for classification than visual
speech. Surprisingly in most non-speech area, frame dispersions of visual speech
are higher than that of audio speech, especially at the long silence areas of the
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Fig. 4. Frame dispersions of both audio and visual streams for a testing utterance,
whose waveform is shown on the bottom (SNR=30dB)

utterance start and end. This is probably because a fully closed mouth can be
easily distinguished from other mouth shapes, thus providing higher confidence
in making decisions.

Fig. 5 illustrates the window dispersions (SNR=30dB, 25dB and 10dB) of
the same testing utterance. In the speech area, these dispersion curves obviously
reflect the cepstral shrinkage effect. Interestingly in the speech intervals (non-
speech areas), window dispersion curves dilate with the decrease of SNR. It un-
veils that the discriminative distance between classification units (sub-phonemes)
expands with the addition of noise. It might be explained as follows. Under
noise-free conditions, the HMM states of phonemes [sil] and [sp] have greater
probabilities to get their entries into the 6-Best hypothesis list. But the obser-
vation emission probabilities of these states are very close as they are all non-
speech snippets, inducing a lower dispersion. With the addition of babble noise
(actually speech), non-silence phoneme states achieve greater opportunities to
get into the 6-Best list, thus enlarging the distances between the observation
probabilities.
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Fig. 5. Window dispersions of the audio stream for the same testing utterance when
SNR=30dB, 25dB and 10dB
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5 Conclusions

We have proposed a multi-stream articulator model for AVSR. Experiments have
demonstrated that our model can achieve comparable recognition performance
with the conventional phoneme-based MSHMM under various audio SNRs. We
have also presented an adaptive reliability measure to integrate the audio and
visual streams with local, temporal reliability. Experiments have shown that
adaptive stream reliability outperforms the fixed one that maximizes the WER of
the data set. Since our articulatory approach still uses a phoneme-to-articulator
mapping scheme, we are currently trying to realize direct articulator modelling
that totally eliminates the contiguous phoneme line-up structure. Moreover, as
our stream reliability modelling technique is realized in a separate estimation
process which adopts phoneme state emission probability, we are interested
in modelling articulator-related stream reliability explicitly in the recognition
process.
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Abstract. Font recognition is a fundamental issue in the identification, analysis 
and reconstruction of documents. In this paper, a new method of optical font rec-
ognition is proposed which could recognize the font of every Chinese character. It 
employs a statistical method based on global texture analysis to recognize a pre-
dominant font, and uses a traditional recognizer of a single font to identify the font 
of a single character by the guidance of an obtained predominant font. It consists 
of three steps. First, the guiding fonts are acquired based on Gabor features. Then 
a font recognizer is run to identify the font of the characters one by one. Finally, a 
post-processing is fulfilled according to the layout knowledge to correct the errors 
of font recognition. Experiments are carried out and the results show that this 
method is of immense practical and theoretical value. 

1   Introduction 

In addition to the content of characters itself, there is also much layout information in a 
printed document such as the font and size of characters. However, neither keying by 
hand nor using OCR (Optical Character Recognition) system for data entry can extract 
the layout information, which is fatal when the original layout is restructured. So, font 
recognition is a fundamental issue in the identification and analysis of documents.  

So far, most of the papers detailing research on font recognition have assumed that 
the documents are printed in a single predominant font. Khoubyari and Hulf[1] pro-
posed an approach to identify the predominant font printed in a text. Their method has 
an advantage in the fact that most machine-printed documents are printed in a single 
predominant font. Repeated words, such as function words, can provide cues for font 
recognition, and can also be utilized to tackle the problem of noise corruption. Kuhnke 
et al. [2] proposed an approach for distinguishing machine-printed and hand-written 
characters. In their approach, two kinds of features, namely, the line isolation and the 
inner loop isolation, are obtained in the phase of feature extraction. Fan and Wang [3] 
presented a method to classify machine-printed and hand-written text automatically. In 
their proposed method, a run length histogram is constructed to extract the directional 
feature and long stroke ratio, which are both useful in identifying the type of a text 
block image. Their assumption is that machine-printed characters may have more long 
straight strokes than those of hand-written characters, thus the long stroke ratio of the 
machine-printed characters is larger. However, an erroneous result will be obtained if 
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the printed fonts fail in satisfying the above assumption. Such is the case with the fonts 
of Fang-Song and Xing, etc. Zhu et al. [4] and Carlos et al. [5] takes the document as an 
image containing some specific textures and regards font recognition as texture identifi-
cation. They extract digital statistical features through Gabor filters from the texture or 
window analysis, then match them with the template features in one single dictionary by 
calculating the weighted Euclidean distance.  

All of the methods above are based on the hypothesis that most layouts are printed in 
a uniform font. So they can only identify the predominant font of a text paragraph. This 
results in the fatal loss of the font of single characters which is unfortunate because the 
character font has plenty of meaning in many cases. Although some methods of single 
character font recognition are also provided, they can not be applied in practice because 
of their low accuracy [6], [7], [8]. 

In our study, an approach of font recognition of single Chinese characters is devel-
oped which makes use of the predominant font as the guiding font to reduce the com-
plexity of the recognizing algorithm. It consists of the following steps: 

• Predominant font identification by Gabor texture analysis. 
• Font recognition of individual character based on the guiding font. 
• Post-processing based on the typesetting knowledge of the font. 

This paper is arranged as follows: in Section 2 the identification method of pre-
dominant font based on Gabor texture analysis is described. The algorithms of font 
recognition of individual character are discussed and the post-processing rules of font 
recognition are shown in Section 3 and Section 4 respectively. The last two sections 
contain the experiment results and the conclusion for the entire paper. 

2   Predominant Font Identification Based on Gabor Texture 
Analysis 

Because font characteristics are often related to some local region, it is very difficult to 
draw the font features for every single Chinese character. However, according to the 
study conducted by Chang and Chen [9], more than 20% of  Chinese characters in a 
document are predominated by the MFU (most frequently used) font. If the MFU font is 
detected before the OCR technology is employed, an approximate 20% saving in com-
putation time can be expected. In our method, the Chinese characters are put together to 
form a kind of texture that appears as the font feature and a Gabor filter is used for ana-
lyzing this font texture because it can simulate the optical mechanism of a human being, 
and so perfectly obtain local characteristics in spatial and frequency domain at the same 
time. Gabor filters transform the input texture image with a fixed scale window, and the 
statistical value of the result is the texture feature. 

2.1   Parameters Optimization of Gabor Filters 

2D Gabor filters have the following general forms: 
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where 0ω  is the central frequency, 0θ  is the angle of orientation and σ  is the space 

constant of the Gabor envelope.  
Since different combinations of those free parameter values define different Ga-

bor filters, the design of the filters, whose purpose is to extract classing features 
with as few filters as possible, is in essence to select proper parameter values. Di-
mension of the texture feature is related to the number of the filters included in one 
filter group and usually the higher the dimension, the lower the recognition speed, 
but too few filters will result in the loss of this effective feature. So the angle pa-
rameter selection of the Gabor filter is very important when texture features are to be 
extracted with the Gabor filter. 

Although the mentioned methods are different in frequency selection, the orienta-
tion values are all 0º, 45º, 90º, 135º [10], [11], [12], [13]. However, there is a great 
difference between the font texture and the natural texture. The texture features of a 
font may be only affected by the stroke orientation, density distribution and the stroke 
profile in some special degrees, therefore the orientation values should be selected 
strictly. In our method, classical GA (Genetic Algorithm)[14], [15] is employed to 
optimize the orientation set with the known frequency and spatial constant [16], [17]. 

Since the Gabor filters are symmetric and the orientation space covers from 0º to 
180º, the orientation spans are taken as 15º and 5º respectively, thus 12 or 36 bits, 
which represent the corresponding orientation values, is either used or not in each 
orientation set, to form the chromosome in the GA. There are some font textures used 
as classifiers and other textures used as tuningsamples for calculating the font recog-
nition rate. The GA searches for an orientation set that minimizes the number of ori-
entations while maximizing classification accuracy from all possible orientation sets. 
So, the fitness function is designed as follows: 

R

TS A

,
N b

Fitness a
N N

= × +  (2) 

where NR is the number of correctly recognized samples, NTS is the total count of 
samples, NA is the orientation number of an angles set and a and b are constants 
whose value can be drawn by experience. 

When the image on a newspaper is pretreated, text blocks on a natural background 
are arranged in a texture picture of 256x256 pixels as Fig. 1 shows. 

(a)                            (b)                               (c)                          (d) 

Fig. 1. Font Texture samples 
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Details of the genetic algorithm can be found in the related paper[17]. Here, we do 
not intend to repeat what has already been done. 

The experiments show that a high accuracy of classification can be obtained by us-
ing 25º, 55º, and 75º, and the optimized filters can be expressed as: 
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2.2   Font Classification Based on Gabor Filters 

The extraction of features is carried out in a channel that is formed with a pair of 
Gabor filters as shown in Formula 3. The image pi(x,y) is obtained from the font tex-
ture image I(x, y) which is transformed by the channel i (i =1, 2, , m) of the Gabor 
filter. 

2 2( , ) ( , ) ( , )  ,i ie iop x y q x y q x y= +  (4) 

( , ) ( , ) ( , )

( , ) ( , ) ( , ) ,
ie ie

io io

q x y h x y I x y

q x y h x y I x y

= ⊗
= ⊗

 (5) 

where ⊗ is the symbol of convolution. 
Texture features of the same font, even drawn from the same document, are differ-

ent in gray level, the distribution of stroke density and orientation being caused by 
different printing quality and randomly used characters in a document. Thus, one 
single dictionary cannot denote all the textures accurately. To solve this problem, 
several dictionaries are employed to obtain a robust classifier. Although the more 
dictionaries the better the fitness, only 4 feature vector templates =1 4k

jF (j )L for font 

( 1.. )k k K= , which are saved in dictionary
jDic respectively, are set to balance the 

space-time complexity and the performance [9]. Also, the dictionaries are initialized 
with the GA classifier features. 

The Euclidean distance classifier is used to identify the font. Features of an un-
known testing font are compared with the dictionaries’ features. The distance can be 
calculated as: 

2*
2

S S
1

( , ) ( )  ,
I

k k
j i ji

i

D F F F F
=

= −  (6) 

where SF is the unknown font feature vector, and SiF , k
jiF denote the ith feature of the 

vectors respectively. 
Classifying is based on this distance: 

min Smin( ( , )) 1 4, 1 .k
jD D F F j k K= = =L L  (7) 

The font can be decided by the template corresponding to minD . 
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3   Font Recognition of Individual Characters Based on the 
Guidance of the Predominant Font 

As a single-font recognizer adopts the feature dictionary of a certain font, it is ideal 
for recognizing the corresponding font, but totally inadequate for use with other kinds 
of font. This characteristic can be used for discerning fonts. By analyzing the different 
results among these single-font recognizers in identifying the same character, the font 
information can be drawn [19]. The recognition diagram is shown in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The diagram of single font recognition 

Let the feature vector of the unknown character be X (x1  x2  …… xT). The first char-
acter of a text block is recognized by the guidance of the predominant font of the 
block. The matching result is obtained according to the following rules: 

Rule 1. Ri (1 i K) is the corresponding recognizer of the guidance font, and Di (X) is the 
matching result of Ri. If Di (X) < Tmin0, where Tmin0 is a threshold value obtained from the 
experiment, the font of the character is Fi. Otherwise, a new guidance font is chosen to 
recognize the unknown character again with the help of typesetting knowledge. 

Rule 2. Di (X) (1 i K) is the match result of Ri. If Di (X) Tmin0, the recognizing 
result of an unknown character is Dj (X) = min (D1 (X), D2 (X) … ., Dk (X)). If Dj (X)  
Tmin1, where Tmin1 is a parameter measured by experiment, the font of the unknown char-
acter is the corresponding font with Dj (X), otherwise it is the predominant font. 

Rule 3. If the font of the unknown character is Fi ((1 i K), then Fi is the guidance 
font of the next character. 

Rule 4. Assume that the unknown character is an element of the sort L, which has Nl 

standard character templates whose feature vectors are Mi (mi1, mi2, …,miT) 
(1 i Nl), the result of the feature match of X is: 

( ) ( ) ( ) ( )( )1 2min , , , , , ,  .lD X D X M D X M D X M= L  (8) 
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4   Post-processing of Font Recognition 

Inevitably, there exist some errors in the results of font recognition. These errors are 
very harmful and distinct in the reconstructed document. To solve these problems, a 
post-processing section is proposed in this paper to correct the errors with the help of 
typesetting laws as follows: 

• Most documents are printed in a single font.  
• The font change rarely occurs on a single character. 
• Generally, there is punctuation or a blank in the position where the changes 

of font take place. Fig. 3 shows some examples of these changes. 
• The font change usually takes place within a semantic unit. 

Fig. 3. The examples of font changes in layouts 

Rule 5. Let Si(1 i K) be the character set between punctuations (including blanks). 
Assume that Nij is the character number of the jth font in Si . Then the local predomi-
nant font LPFi(1 LPFi K) of Si is finally identified as: 

( )
1,2,...,

max  .i ij ik
k K

LPF j N N
=

= =  (9) 

Rule 6. Let Cij be a character within Si, and F(Cij) be the font of Cij. If F(Cij) LPFi, 
then F(Cij)=LPFi. 

5   Experiment Results 

The fitness of the font recognizer rises remarkably with the decline in the number of 
angles when the Gabor angles are optimized by GA. The highest accuracy can be 
reached by using 45, 90, and 135 degrees with a span of 15 degrees, which reduces 
the dimension of the feature vector and improves the discerning speed. When 80 (20 
pieces of each font) training samples of low quality are selected from recognized 
samples, two angles of 25 and 55 degrees are obtained by GA with a small range 
(such as 60) and a span of 5 degrees, and the accuracy rises to 93%. 

By selecting samples of each kind of font (Song, Kai, Fang Song and Bold font) 
from a newspaper, 10,176 texture images of different fonts are formed. The accuracy 
of recognition using texture feature extracted by the optimized Gabor filter is as per 
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Table 1. It is remarkable that the texture feature drawn by using 25 and 55 degrees is 
more effective and the discernment rate is remarkably improved. 

In the experiment of individual font recognition, four kinds of font are tested. Each 
kind has ten sets of samples, and each set of samples has 4,135 Chinese characters. 
This means that in a test of 40 sets of samples, 165,400 Chinese characters have been 
used. The result is shown in Table 2. In this table, the row represents the sample’s 
actual font, and the column represents the result of the font recognition. 

Table 1. The result of predominant font recognition 

The result from traditional 
methods 

The result from the optimized 
method 

Font Number 
 Correct 
number 

 Recognition 
Rate(%) 

Correct  
number 

Recognition 
Rate(%) 

Song 3,257 2,644 81.18 3,029 92.99 

Kai 3,102 1,955 63.02 3,050 98.32 

Fang 
Song 

2,733 1,967 71.97 2,301 84.19 

Hei 1,084 1,051 96.96 1,078 99.45 

Total 10,176 7,617 74.85 9,458 92.94 

Table 2. The result of single font recognition 

Font Song Kai Fang song Hei 

Song 97.87% 0.10% 0.72% 1.31%

Kai 0.22% 98.37% 1.29% 0.12%

Fang song 0.75% 1.37% 97.45% 0.43%

Hei 1.86% 0.13% 0.58% 97.43%

 

Fig. 4. The exceptional example of font changing 

After the post-processing of font recognition, the average rate of font recognition 
achieves 99.28%, which indicates the validity of this method. 
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There exists an exceptional example shown in Fig.4 in which the font distribution 
is not according to the typesetting laws concluded in Section 4, and which will result 
in an error result of post-processing. In this case, more knowledge, such as the last 
typesetting law in Section 4, should be used to avoid the occurrence of these errors. 

6   Conclusion 

In this paper, an improved font recognition approach of individual character is put 
forward. There are three remarkable characteristics in this method. The first is that the 
single-font recognizer is started by a guidance font, which reduces the random selection 
of the recognizer. The second is that the GA algorithm is used to optimize the Gabor 
filters to obtain the predominant font. Finally, a post-processing step is employed which 
uses a set of rules about typesetting knowledge to improve the accuracy of font recogni-
tion. The results show that the method is of immense practical and theoretical value. 

Our future research is to explore a method for correcting the errors in single font rec-
ognition as shown in Fig. 4. The semantic information is to be used in this work. A 
sentence will be segmented into words by the technique of Chinese word segmentation 
if different fonts of characters exist in it. Then the error correction rules discussed in the 
previous section will be applied to the individual word units. 
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Abstract. Fuzzy integrals have attracted the attention of many researchers as a 
solution for expressing the interactions between classifiers in multiple-classifier 
fusion. In a classifier fusion system based on fuzzy integrals, the fuzzy 
measures will have a major impact on a system’s performance. Much work has 
been carried out by numerous authors on how to determine the fuzzy measures 
to improve results. Our paper presents some new characteristics of multiple-
classifier fusion based on fuzzy integrals. This paper discusses the conditions 
under which the fusion system must give the incorrect classification and that the 
fusion system can give the correct classification even if all classifiers have 
given an incorrect classification. It will be helpful for improving classifier 
fusion systems and designing classifiers in application.  

1   Introduction 

In many classification problems, it is extremely difficult for a single classifier or a 
single algorithm to achieve highly reliable classification due to a number of reasons. 
For example, the common weakness of neural networks is the trap of the local optimal 
in the learning process and the decision tree’s weakness is that the one-step-ahead 
node splitting without backtracking may not be able to generate the best tree. It is 
logical to combine multiple classifiers to achieve higher reliability. A variety of 
schemes have been proposed for combining multiple classifiers. The soft computing 
approaches used most often include the majority vote [1], averaging [2], weighted 
averaging [3], the fuzzy integral [4 - 7], the fuzzy templates [8], the Dempster-Shafer 
theory [9] etc. Among those methods, the value of the fuzzy integral in classifier 
fusion has been well established. The fusion of multiple classifiers is valuable in 
overcoming the inherent ambiguities present in a single classifier and in resolving 
conflicting information from separate classifiers. However, generating the importance 
of each subset of the classifiers in determining a crisp class label is a difficult and 
important task. In the past, many authors have performed much research work in 
determining the importance of each subset of classifiers group [4 –7, 10, 11].  

A large advantage of using fuzzy integrals within classification is due to the unique 
behavioral property of the fuzzy integral. The fusion based on fuzzy integrals can deal 
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with the information from multiple classifiers that may agree or conflict with each 
other. It can combine the objective evidence for a hypothesis with the system’s 
expectation of the importance of that evidence to the hypothesis. And many 
experiences have proved that the fuzzy integral performs well in multiple classifier 
fusion[6,12]. To our knowledge, no paper has reported on the performance of fuzzy 
integral as a method of multiple classifier fusion in theory. This paper will attempt 
to analyze the performance of the fusion from a view other than experience.  

Section 2 reviews the concepts and mathematical properties of fuzzy measure 
and fuzzy integrals. Section 3 contains the formalization of multiple classifier 
fusion based on fuzzy integrals. Section 4 describes our analyses of the performance 
of fusion based on fuzzy integrals and Section 5 presents our conclusion. 

2   Background on Fuzzy Measure and Fuzzy Integral 

In this section we briefly describe the basic concepts of the fuzzy measure and the fuzzy 
integral. Fuzzy measures and fuzzy integrals were first introduced by Sugeno [13]. In 
multi-classifier fusion, measure corresponds to the importance of the subset of a 
classifier group. Fuzzy integral is a nonlinear approach to combining multiple sources of 
uncertain information. In application, the integral is evaluated over the set of outputs of 
classifiers. The function being integrated supplies a confidence value for a particular 
hypothesis from which class the instance to be classified comes.  

2.1   Fuzzy Measures 

Fuzzy measures are the natural generalizations of classical measures. Let X be an 
arbitrary nonempty set and Ω  a sigma-algebra of subsets of X. When X is finite, Ω  
is the power set of X. In information fusion (including fusion of classifiers) fuzzy 
measures are usually regular fuzzy measures. A set function μ : Ω [0, 1] defined 

on Ω  which has the following properties is called a regular fuzzy measure. 

(1) 0)( =∅μ , 1)( =Xμ ; 

(2) If Ω∈BA,  and BA ⊂ , then )()( BA μμ ≤  (Monotonicity); 

(3) If Ω∈nE , for 1 ∞<≤ n , and the sequence { nE } is monotone (in the 

sense of inclusion), then:  

)lim()(lim n
n

n
n

EE
∞→∞→

= μμ  (Continuity). 

Since X is always finite in the fusion of multiple classifiers where X represents the set 
of classifiers, the continuity requirement (the third condition (3)) for μ  is insignificant. 

Then μ satisfying the first two conditions is a fuzzy measure. Fuzzy measure μ  is 

nonadditive in general (i.e. usually )()()( BABA μμμ +≠∪ ∅=∩ BA, ). The 

nonadditivity of μ means that, for the comprehensive numerical evaluation of the 

target, the combined contribution of classifiers in a set may be more or less than the sum 
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of the contributions of each classifier in the set. In general, the measure of the union of 
two disjoint subsets cannot be directly computed by the components’ measures.  

If a fuzzy measure μ  is called −λ fuzzy measure when there exits 1−>λ (for 

regular fuzzy measure) such that:  
∅=∩⊂⊂++=∪ BAXBXABABABA ,,),()()()()( μλμμμμ . 

λ  can be obtained uniquely through the following equation: 

∏
=

+=+
n

i
ix

1

}))({1(1 μλ  

where })({ ixμ  is the fuzzy measure value on the single point of X. The fuzzy 

measure values on the single point are called fuzzy density. The −λ fuzzy measure 
value on the subset of X can be calculated as: 

∏
∈

≠+=
Ax

xA 0})),({1(
1

)( λμ
λ

μ  

0,})({)( ==
∈

λμμ
Ax

xA  

If we know the fuzzy density, we can know the −λ fuzzy measure value on each 
subset of X. So we often use the −λ fuzzy measure in classifier fusion instead. 

2.2   Fuzzy Integrals 

Let X={x1, x2, x3, …, xn} be a finite set and μ is a  fuzzy measure defined on the 

power set of X.  f is a nonnegative function defined on X, ]1,0[: →Xf . 

The Sugeno fuzzy integral of the function f with respect to the fuzzy measure μ  

on X is defined, in symbol μdfs)( , as: 

))](,[min(max

))](),(min[min(max)(

]1,0[
αα

μα

μμ

f

Exfdfs
ExXE

∈

∈⊂

=

=
 (1) 

where αf  is the level set of f: 

},)(|{ Xxxfxf ∈≥= αα  (2) 

The Choquet fuzzy integral of the function f with respect to the fuzzy measure μ  

on X is defined, in symbol μdfc)( , as: 

αμμ α dFdfc
+∞

=
0

)()(  (3) 

where αf  is defined as in formula (2).  
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Let ii fxf =)( , and nfff ≥≥≥ L21  (if not, fi can be rearranged so that this 

relation holds). Then the Sugeno integral of f over X with respect to μ can be 

computed as follows: 

))](),([min(max)(
1

ii
ni

Axfdfs μμ
≤≤

=  (4) 

where },,,{ 21 ii xxxA L= . 

Let ii fxf =)( , and nfff ≥≥≥ L21  (if not, fi can be rearranged so that this 

relation holds). Then the Choquet integral of f over X with respect to μ can be 

computed as follows: 

=
+−−=

n

i
niiii xxxxfxfdfc

1
11 }),,,({)]()([)( Lμμ  (5) 

where 0)( 0 =xf . 

The following properties of the two types of fuzzy integral can be easily proven 

[14]. We denote the two types of fuzzy integral as μdf . We have: 

1. If )()( 21 xfxf ≤ , for all ,Xx ∈ then:  

≤ μμ dfdf 21  (6) 

2. For any measure μ , it holds:  

∈∈
≤≤ )(max)(min xfdfxf

XxXx

μ  (7) 

3   The Model of Multiple Classifiers Fusion 

3.1   Classifier Fusion System 

Let D={O1, O2, …} be a set of instances which come from different classes C1, C2, …, 
Cq. Given an instance, each class Ck will represent a hypothesis that the instance comes 
from class Ck. Let X={x1, x2, … , xn} be a finite set which represents a set of n classifiers 

and kμ be the measure on the power set of X and corresponding class Ck. We denote 

the output of the ith classifier as ],,[ ,,21, qiii hhh L , where jih , is interpreted as the 

degree of “support” given by classifier xi to the hypothesis that an instance comes from 
class Cj.  

The classifier outputs can be organized in a decision profile (DP) as per the 
following matrix [8]. 
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We denote T
jnjj hhh ],,,[ ,,2,1 L (superscript T denotes transpose) as 

jh which can been interpreted as a function ]1,0[: →Xh j , jiij hxh ,)( = , 

ni ≤≤1 . Given an instance Ok , we can obtain the jh  for the class Cj from the 

outputs of  the n classifiers. We can then obtain the overall support from all 

classifiers through calculating the fuzzy integral of jh with respect to the fuzzy 

measure jμ  defined in advance. In this process the objective evidence (i.e. jh ) 

supplied by each classifier  and the expected importance (i.e. the measure jμ  

on the power set of X) of each subset of classifiers are considered at the same 
time. Finally, the class Ct with the largest integral value is chosen as the output 
class. 

)max(arg
1

ii
qi

t dhC μ
≤≤

=  (9) 

where fuzzy integral 
ii dh μ  can be Choquet integral or Sugeno integral. And we 

denote both Choquet integral and Sugeno integral as ii dh μ  in the following 

discussions. 
Fig. 1 is the general frame of a classifier fusion system based on fuzzy integrals. In 

a classifier fusion system based on fuzzy integrals, the outputs of a classifier are 
between 0 and 1. Their sum can be equal to 1, or not. Here, the discussions are limited 
to the fusion process. Other processes of the fusion system are not so relevant to this 
discussion. 

 (8) 
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Fig. 1. A A single classifier in classifier fusion; B Architecture of classifier fusion system 

4   Some New Opinions About the Performance of Fuzzy Integral 
as a Fusion Method  

Definition 1. Given the classification task of q classes with n classifiers x1, x2, … , xn , 
an instance O is called negative fixed point with respect to classifiers x1, x2, … , xn , if 
there exists j, such that:  

,minmax ,
1

,
1

ji
ni

ki
ni

hh
≤≤≤≤

<  qjkj ≤≤≠ 1, , 

where k is the true class label of instance O, and jh is the jth column of the decision 

profile of instance O. 
We can see that for a negative fixed point all classifiers give incorrect 

classification. Now we analyze the performance of a fuzzy integral in classifier fusion 
primarily under the circumstances that for a given instance all classifiers give 
incorrect class labels. The aim of combining multiple classifiers is to overcome the 
conflicts among classifiers and obtain the synthetic evaluation about the true class 
label. Briefly, the ideal result is to obtain correct classification if partial classifiers 
give correct classification. How about the case that all classifiers give incorrect 
classification? In this case, the classifiers can perhaps still give us some useful 
information about the true class label of an instance. It will be better if we can obtain 
the correct class label under the above circumstance. In other words, can we classify 
correctly an instance if all classifications from classifiers are incorrect? This is the 
very question which we will discuss below.  

Example 1. Let instance O1 be from class C2, for a classification task of 3 classes. 
And x1, x2 are two classifiers. Table 1 is the decision profile of instance O1. 
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Table 1. The decision profile of instance O1 

Class  C1 C2 C3 

Classifier x1 0.83 0.25 0.1 

Classifier x2 0.9 0.2 0.12 

Here instance O1 is an example of a negative fixed point. The maximum of 
supports for the true class C2 from all the classifiers is less than the minimum of 
supports for some of the other classes from all the classifiers. That is, the 
maximum of the second column (0.25=max([0.25 0.2]T )) is less than the 
minimum of the first column (0.83=min([0.83 0.9]T)). Then there are no fuzzy 
measures such that the classification after fusion based on fuzzy integrals is 
correct. And this is a reasonable result as it agrees with our reasoning logic. When 
all agrees with one opinion, then the opinion is chosen for the decision. This is 
the first result as follows. 

Proposition 1. For a negative fixed point, there exist no fuzzy measures that make the 
classification after fusion based fuzzy integral, correct. 
Prof. Let k be the true crisp label of instance O and: 

,minmax ,
1

,
1

ji
ni

ki
ni

hh
≤≤≤≤

< qjkj ≤≤≠ 1, . 

We have:  

ni
kikk hdh

≤≤
≤

1
,maxμ ≤<

≤≤
jj

ni
ji dhh μ

1
,min ,  

where kμ  and jμ present any fuzzy measure for class Ck  and class Cj 

respectively. In other words, the class label cannot be k when we determine the 
instance O through the maximum. The classification of the fusion system will 
always be incorrect. 

From another point of view, the error rate of a fusion system will greater or equal 
to the probability of the negative fixed point. It is the best we can obtain when the 
error rate is equal to the probability of the negative fixed point. In experiments, we 
can consider the fusion system effective if the error rate is equal to the probability of 
the negative fixed point. In this condition, we must improve the single classifier to 
obtain a better classification result. 

On the other hand, the fuzzy integral is still able to obtain the correct 
classification by combining the useful information from each classifier when all 
classifiers have misclassified an instance. This an be seen from the following 
example. 

Example 2. There is another instance O2 from class C2 in the same 
classification task of Example 1. The decision profile of instance O2 is shown in 
Table 2. 
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Table 2. The decision profile of instance O2 

Class  C1 C2 C3 

Classifier x1 0.65 0.25 0.1 

Classifier x2 0.9 0.7 0.2 

Let the fuzzy measure 1μ  for class be:  

1}),({,1.0})({})({ 2112111 === xxxx μμμ  ; 

the fuzzy measure 2μ  for class C2:  

1}),({,95.0})({,3.0})({ 2122212 === xxxx μμμ ; 

the fuzzy measure 3μ  for class C3:  

1}),({,4.0})({,2.0})({ 2132313 === xxxx μμμ . 

Thus, the following Table 3 shows us the fusion results by the two types of fuzzy 
integral based on the above fuzzy measures. The values for class C2 are greater than 
the values for all other classes. Fusion system gives the right class label C2, even 
though all classifiers x1 and x2 assign the instance into the wrong class C1. 

Table 3. The values of fuzzy integral with respect to the above fuzzy measures 

Class  C1 C2 C3 

Sugeno integral 0.6 0.7 0.2 

Choquet integral 0.63 0.6775 0.14 

Proposition 2. Given the classification task of q classes with n classifiers x1, x2, … , 
xn and an instance O. If: 

,minmax ,
1

,
1

ji
ni

ki
ni

hh
≤≤≤≤

>  qjkj ≤≤≠ 1, , 

where k is the true crisp label of instance O, jh is the jth column of the decision 

profile of instance O, at least there exists a fuzzy measure such that the classification 
of the fusion system is correct. 

Prof. We denote ki
ni

k hM ,
1
max

≤≤
= , ki

ni
k hm ,

1
min

≤≤
= , ji

ni
j hM ,

1
max

≤≤
= , 

ji
ni

j hm ,
1
min

≤≤
= . kμ  is the fuzzy measure for class Ck , and jμ is the fuzzy measure 

for class Cj. 
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If the fuzzy measure kμ for class Ck satisfies: 

kkkk MXxMxhx =∈= }),)(|({μ  

and the fuzzy measure jμ  for class Cj at the same time satisfies: 

jjjj mXxmxhx =∈> }),)(|'({μ  

then we have:  

≥>≥ jjjkkk dhsmMdhs μμ )()( . 

Thus the value of Sugeno integral for class Ck is greater than the value of Sugeno 
integral for class Cj. 

For Choquet integral, it will be more complicated. Let )1,0(∈δ  such that: 

jk mM >δ , and δμ =∈= }),)(|'({ XxMxhx kkk . 

When jj Mm = , we  have:  

=>−+≥ jjjkkkkk dhcmmMmdhc μδμ )()()(  

for any fuzzy measure jμ . When jj Mm ≠ , the fuzzy measure jμ  satisfying:  

)1,
)1(

min(

}),)(|({
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jkk
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−−+

<
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≥

∈>−+>
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jjjjjj

kkk
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dhc

XxmxhxmMm

mMm
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μ
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μ

)(
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)(
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In summary, there exist fuzzy measures such that the classification of the fusion 
system is correct for an instance satisfying the conditions of Proposition 2.  

Proposition 2 can be extended to −λ fuzzy measure as per the following. 

Proposition 3. Given the classification task of q classes with n classifiers x1, x2, …, xn 

and an instance O. If:  

,minmax ,
1

,
1

ji
ni

ki
ni

hh
≤≤≤≤

>  qjkj ≤≤≠ 1, , 
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where k is the true crisp label of instance O, jh is the jth column of the decision 

profile of instance O, at least there exists a −λ fuzzy measure such that the 
classification of the fusion system is correct. 

5   Conclusions 

In this paper, we analyze the performance of a multi-classifier fusion system based on 
fuzzy integrals. It shows us the limit of error rates of a fusion system that the error 
rate is greater than or equal to the probability of a negative fixed point. This can be 
used to estimate the methods determining fuzzy measures in a fusion system. It is the 
best fusion result through fuzzy integrals that we can obtain when the error rate is 
equal to the probability of the negative fixed point. In experiments, we can consider 
the fusion system efficient if the error rate is equal to the probability of the negative 
fixed point. In this condition, if we want to obtain a better classification rate we must 
improve the single classifier rather than improve the fusion process. On the other 
hand, our analysis indicates the potential of fuzzy integrals in classifier fusion. Under 
some conditions, the classifier fusion system based on fuzzy integral can give a 
correct classification even if all the classifiers misclassify an instance. If the 
classifiers are more diverse, we can obtain even higher correct classification rates 
through fusion. Therefore, it will be helpful in determining fuzzy measures, designing 
classifiers and other applications. 
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Error Concealment Based on Adaptive MRF-MAP 
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Abstract. Error concealment is a post-processing tool at the decoder side to 
recover the lost information of video sequences after transmitting over the 
noisy communication channels. An adaptive error concealment algorithm 
based on Markov Random Field (MRF) - Maximum a Posteriori (MAP) 
framework is proposed. Firstly, Discrimination Analysis is used to detect 
edges. So, edge threshold T for the Huber function of MRF is adaptively ob-
tained, according to the edge or non-edge area that current pixel belongs to. 
Then, in order to eliminate the blocking artifacts, a slope k is also introduced 
to the linear part of the Huber function. Simulation results show that the pro-
posed algorithm can recover images with the higher quality, comparing to the 
existing algorithms. 

1   Introduction 

Recently, there is a great demand on real time video transmission, because of the 
enough bandwidth of communication network and the development of efficient video 
compression techniques. Many video compression standards such as MPEG-2 and 
H.263 use the block-based DCT and motion compensation to eliminate the spatial and 
temporal redundancy. Although these compression techniques reduce the bit rate 
efficiently, the variable length coding is sensitive to the interference in the channel, 
especially the error prone wireless channel. A single bit error can destroy all blocks in 
the slice, and motion compensation method can make the error propagate temporally 
and spatially in the whole video sequence. 

Error concealment by post-processing at the decoder is an efficient method to resist 
the interference in the channel [1]. It takes advantage of the fact that the values of 
temporally and spatially adjacent pixels vary smoothly. Recently an error conceal-
ment technique based on MRF-MAP is proposed. But usually in MRF-MAP method 
[2][3], iterations will cause edge blurring and inaccurate initial solution will cause 
blocking artifacts. 
                                                           
*  This work is supported by the National Natural Science Foundation of China (Grant 

60274006), the National Science Foundation of China for Excellent Youth (Grant 60325310), 
the Natural Science Key Fund of Guangdong Province, PR China (Grant 020826), and the 
Trans-Century Training Programme Foundation for Talents by the State Education Ministry. 
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In this paper, we want to construct a new adaptive Huber function of MRF model, 
which can make up the disadvantage of MRF-MAP method. In the second part of this 
paper, traditional error concealment algorithm based on MRF-MAP is presented. The 
third part proposes a new adaptive edge-preserving error concealment algorithm. The 
simulation results and conclusions are given respectively in the fourth and fifth part. 

2   Traditional Error Concealment Algorithm Based on MRF-MAP 

Assume that matrix X  and Y  represent original image and received damaged image 
of the current frame respectively. They both are modeled by discrete random fields, 
with x  and y  as the realizations of them. Given a prior distribution for x  and the 

received damaged image y , a MAP estimation x̂  of x  is expressed by 

))|((maxargˆ yYxXPx
x

===  (1) 

Note that the received image Y  is the same as the original image X  except the dam-
aged parts. And all of the damaged parts are regarded as to be lost, we have 

≠
=

===
XY

XY
xXyYP

                           0

                            1
)|(  (2) 

Assume that the size of the lost block is NM × . Using equation (1), (2), the Bayesian 
rule and some knowledge of Markov Random Field, we have the following problem 

))((minargˆ
1 1

1

1

1

1= =

+

−=

+

−=

−=
M

i

N

j

i

ik

j

jl
klij

x
xxx ρ  (3) 

where ( )ρ ⋅  is the cost function and people usually appeal to the Huber function first 

introduced in robust statistics. 
Iterated Conditional Modes (ICM) [4] is one of the most famous methods to solve 

this kind of problem. ICM is an iterative method, and it needs initial solution. The 
initial solution can be obtained following temporal error concealment methods [1], 
such as BMA [5]. 

3   New Adaptive Edge-Preserving Error Concealment Algorithm  

In the existing error concealment algorithms [2][3] based on MRF-MAP, the main 
limitation is that the edge threshold T  of Huber function is fixed. If T  is too 
large, the strong edges will be blurred. If T  is too small, new artifacts will ap-
pear. Another limitation is that inaccurate initial solution will cause blocking 
artifacts. 

We want to construct a new adaptive Huber function, which can make up the dis-
advantage of MRF-MAP method. 
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3.1   Pixel’s Membership 

Pixel’s membership is defined as the degree measuring the pixel belonging to edge 
or non-edge area. In fact, it implies the edge detection. In the video sequences,  
we can only use the traditional edge detection operators to process I frames and 
obtain the statistical characteristic of real edges. For the B and P frames, we take  
advantage of the characteristic to detect edges. On one hand, it will save lots of 
computations. On the other hand, it can avoid blocking artifacts influencing on edge 
detection. So, we use Discrimination Analysis to introduce the definition of pixel’s 
membership. 

Discrimination Analysis is a statistical method for judging which type the individ-
ual belongs to. It is also often used in Pattern Recognition. The edge area and smooth 
area in the image are two distinct parts. So, the edge detection can be achieved by 
dividing all pixels into two types, with one coming from edge population 1π  and the 

other coming from non-edge population 2π . This is a discrimination problem of two 

populations and Fisher’s rule [6] will be used to solve it. 

3.1.1   Edge Detection Based on Discrimination Analysis 
Given an arbitrary pixel ijX  ( Mi ≤≤1 , Nj ≤≤1 ) in the image, we use two fac-

tors to decide whether this pixel is an edge point. The two factors are the mean 
and standard deviation of ijX  and its neighboring pixels. Define an arithmetic 

operator  

WXA ij →:  or WAX ij = , (4) 

where W  is a two dimensional vector and identifies pixel ijX , 

( )T
W W Wμ σ= , (5) 

and 

11

1 1

1

9

ji

kl
k i l j

W Xμ

++

= − = −

=  

( )
11 2

1 1

1

8

ji

kl
k i l j

W X Wσ μ

++

= − = −
= −  

(6) 

Firstly, we apply the traditional edge detection operators in I frames. Then the re-
sults of the edge detection will be used to estimate the parameters of the population. 
Denote the numbers of samples belonging to edge population 1π  and non-edge popu-

lation 2π  by 1n  and 2n . The corresponding data matrixes are 

),,,(
1112111 nwwww L= , 

),,,(
2222212 nwwww L=  

(7) 
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Then we have the mean vectors and covariance matrices of the samples 
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=
in
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ik
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i w

n
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1
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 (8) 
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1
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1
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n =

= − −
−

, 2,1=i . (9) 

Supposing the two populations have the same covariance matrix , we can com-

bine 1s  with 2s to obtain an unbiased estimation ps  of  

1 2
1 2

1 2 1 2

1 1 2 2

1 2

( 1) 1

( 1) ( 1) ( 1) ( 1)

( 1) ( 1)
   

( 2)
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n n
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n n
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− + −=
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(10) 

We have the Fisher sample discriminative function 
T T 1

1 2( ) pz l w w w s w−= = − , (11) 

and the estimation of the midpoint m  of the means of two populations 

T 1
1 2 1 2 1 2

1 1
( ) ( ) ( )

2 2 pm z z w w s w w−= + = − + . (12) 

According to Fisher’s rule [6], we have the following discriminative formulas: 

If 0<− mz , the pixel ijx  will be classified into the edge population 1π . 

If 0≥− mz , the pixel ijx  will be classified into the non-edge population 2π .     (13) 

3.1.2   Parameters Updating 
Assume that adding a new sample into the edge population 1π  and it is the 1 1n + th  

sample of 1π . So 1w  and 1s are updated by '
1w  and '

1s  respectively, 

1

'
1 1 1 1, 1

1

1
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1 nw n w w
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+
, (14) 
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Substitute equation (14) into (15), we have 

( )( )
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If 1n  is big enough, 1 1

1 1

1
1

1

n n

n n

−
≈ ≈

+
. Then, equation (14) and (16) can be simplified 

by 
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1 1 1, 1
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We will have similar formulas when adding a new sample into the non-edge popu-
lation 2π . 

3.1.3   Pixel’s Membership Function 
We can find that the values of sample discriminative function distribute on both sides 
of m . The farther from m , the more specific population the pixels belong to. For the 
current pixel ijx , we define pixel’s membership PMD  

%100×−=
m

mz
DPM  (19) 

Combining with equation (4), (11) and (19), we have the pixel’s membership func-
tion 

%100)( ×
−

=
m

mAxl
xD

ij
T

ijPM  (20) 

The PMD  represents the relationship between the pixel and edge population or 

non-edge population. It’s easy to find that ),( ∞−∞∈PMD . 

3.2   Adaptive Edge Threshold T 

Now, we can take advantage of the PMD  to construct an adaptive function for edge 

threshold T . Note that the value of T  is a positive integer and there is an upper limit 
∗T  for it, with the relationship ∗≤ TT . For the current pixel ijx , define a function 

−≤

<<−+
⋅
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1030 Z.-h. Zhou and S.-l. Xie 

where x  rounds x  to the nearest integers larger than x , [ ]x  rounds x  to the nearest 

integers, and )( ijPM xD  is the pixel’s membership. In equation (20) and (21), we can 

find that if the pixel ijx  belongs to the edge area, )( ijPM xD  will become smaller and 

the edge threshold T  will become smaller; if the pixel ijx  belongs to the non-edge area, 

)( ijPM xD  will become larger and the edge threshold T  will become larger. 

3.3   Adaptive Slope k 

Further more, we consider the blocking artifacts problem. To reduce the computa-
tions, BMA [5] and other algorithms are often used to obtain the initial solution of 
ICM method. But these algorithms have limited ability to estimate the motion vectors, 
leading to the appearance of the blocking artifacts. If we take their result as the initial 
solution of ICM, the blocking artifacts will be preserved as edges. 

In order to reduce the blocking artifacts, we introduce a slope parameter k  for the 
Huber function 

m
k

σ−
=

1

1
 (22) 

where σ  and m  are the standard deviation and mean of the pixels over one-pixel 
wide boundary ring of the lost block, respectively. 

 
Using the adaptive threshold T  and slope k , we can construct a new Huber 

function, 

>−+
≤=
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Tuu
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2
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ρ  (23) 

as shown in Fig.1. 

 
(a) Edge threshold T                                      (b) Slope k 

Fig. 1. Adaptive Huber function )(uρ  
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(a) Original image (b) Damaged image 

    

(c) BMA [5] (PSNR 27.27dB) (d) Method in [2] (PSNR 27.4dB) 

    

(e) Method in [3] (PSNR 27.89dB) (f) Proposed method (PSNR 29.29dB) 

Fig. 2. Visual quality comparison by different error concealment algorithms with block lost  
rate 25.3% 
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4   Simulation Results 

We use the YUV ( 176144× ) grayscale video sequences with the block size 88 ×  to do 
the simulations. The recovered images of different error concealment algorithms for the 
91st frame in “Foreman” video sequence are shown in Fig.2. Fig.2 (a) is the original 
undamaged image, (b) is simulated damaged image with block lost rate 25.3%, and (c)-
(f) are the results of BMA [5], non-adaptive MRF-MAP method [2], Zhang’s adaptive 
MRF-MAP method [3], and our proposed method, respectively. Table 1 shows the nu-
merical results of different error concealment methods for 20 frames of different kinds of 
video sequences with block lost rate 20.2%. The value of ∗T  is set to 8 in our simulations. 

Table 1. Multi-frame numerical quality (PSNR dB) comparison for different video sequences 
by different algorithms with block lost rate 20.2% 

Video 
sequences 

BMA [5] Method in [2] Method in [3] 
Proposed 
method 

Foreman 27.17 28.8 28.91 29.34 
Coastguard 21.69 27.6 28.18 28.0 

Claire 30.86 35.6 36.07 36.38 
Carphone 27.02 28.9 29.0 30.28 

5   Conclusions 

Considering that encoded digital video sequences often lose image information after 
transmission in the noisy channel, a new adaptive error concealment algorithm based 
on MRF-MAP is presented in this paper. Usually in the former MRF-MAP method, 
iterations will cause edge blurring and inaccurate initial solution will cause blocking 
artifacts. We construct a new adaptive Huber function in MRF model, which can 
make up the disadvantage of MRF-MAP method. 

Simulation results show that the proposed method in this paper outperforms the ex-
isting error concealment methods. 
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Abstract. Watermarking technology plays an important role in digital rights 
management. Many high performance watermark algorithms have been 
developed. However, most of them focused on image media. This paper 
presents a novel blind video watermarking algorithm based on the stability of 
the direct current (DC) coefficient values in blocks. This algorithm first selects 
some frames by a key, and then embeds watermark into its luminance 
component of each selected frame. The luminance component to be 
watermarked first is divided into sub-blocks with size 8 by 8, and then discrete 
cosine transform (DCT) is used to process each sub-block to get the DC 
coefficients. Rearranging these DC coefficients into sub-sequences with equal 
length, and each such sub-sequence is transformed by DCT and get the highest 
frequency coefficient. Finally, the watermark is embedded in the high 
frequency coefficient array. The correlation metric is used in the detection 
process. The experimental results indicate that the correlation curve peaks emerge 
at the watermarked I frames and P frames which suffered from MPEG-4 and 
H.264 compression. The proposed watermarking method has strong robustness 
against some attacks such as frame deleting, frame inserting, frame shifting, 
frame statistical average and collusion attack.  

1   Introduction 

Digital technology has brought digital media products into our daily life, for example, 
MP3, CD (Compact Disc), VCD (Video Compact Disc), DVD (Digital Versatile 
Disc) and so on. In addition, personal computer and audio/video processing software 
are common used in current environment. Hence, high quality audio/video resources 
can be easily reproduced and distributed. Due to underlying huge profit, the problem 
of illegal copying and distribution of digital contents has become an urgent problem 
in the last decades, which has seriously affected the development of digital content 
industry. Hence, DRM (digital rights management) acts as a rights enforcement 
measure to prevent illegal copying and distribution, and it has attracted many 
researchers’ interests. But it should note that the most important goal of DRM is to 
help legal people to enjoy legal digital contents in more efficient way, for example 
watching movies, listening songs and so on. Watermarking technology is an important 



1034 T. Chen et al. 

part of DRM system. In fact, many commercial products use watermarking 
technology to protect copyright of high value digital contents. Of course, the 
functions of watermark not only include copyright protection but also include other 
many roles, such as providing added-value to content. Nowadays, watermark 
technology can be classified into image watermarking, video watermarking, audio 
watermarking and 3D model watermarking and so on according the type of host 
signal. Although current works are mainly image watermarking, video watermarking 
researches has made a great progress in recent years.  

Video watermarking can be classified into two classes according the domain of 
embedding watermark, namely embedding watermark in the compressed domain  
[1-4] and in the uncompressed domain [5-8].  The typical method [1] of the first class 
embedded the watermark in VLC, which adjusted the VLC pairs to embed watermark 
bits. Some other methods embed the watermark in residual of motion vectors [2, 3], 
and Lagendijk [4] proposed XDEW algorithm to embed watermark both in I-frame 
and P-frame. XDEW algorithm grouped every two blocks into a unit, and it embedded 
a watermark bit into each unit by compared with energy of each block in a unit. For 
example, there exists a unit, and this unit includes block A and B. If the energy of 
block A is larger than one of block B, then algorithm will embed a watermark bit 1, 
otherwise it will embed a watermark 0. If the current watermark bit is 1, but the 
energy of block A is less than one of block B, then it will adjust the energies of these 
two block by cutting some coefficients until the energy of block A is larger than one 
of block B. These methods in compressed domain can gain low computational 
complexity, but they are not robust against some common attacks such as frame 
deleting, and re-compression with a different GOP (Group of Picture) structure. In 
order to improve the robustness of watermarking, the video watermarking methods in 
the uncompressed domain using 3D-DFT [5], 3-D DWT [6] and 3-D DCT [7] are 
proposed. These methods take temporal redundancy into account, but they require too 
high computational complexity to meet the real-time requirement.  In addition, most 
methods embed watermark in spatial domain or transformed domain, and then the 
detecting watermark procedure will be performed in the same domain. And this will 
lead to increase the complexity of extracting watermark. For example, an algorithm 
embedded a watermark into video sequence in spatial domain, but the watermarked 
sequence has been compressed into compressed bitstream. How to detect the 
watermark correctly? What should we do? First, the compressed bitstream is 
decompressed into raw sequence, and then the watermark may be detected.  

Considering these problems, a new method of watermarking is proposed to embed 
watermark into those frames chosen randomly from a raw video in this paper. The 
watermark will be embedded in the spatial domain, and it can be detected correctly from 
the compressed domain. The detecting procedure only needs some additional memory 
to store the DC coefficients. The main reason is that the embedding will consider the 
compatibility with video compression standard. Most video compression standards are 
based on block DCT transform, especially the common size of each block is 8 by 8. 
Hence in order to be compatible with video compression standard, the watermark is 
embedded in the DCT domain of luminance. These frames to be watermarked are first 
divided into 8 by 8 blocks, and then each block is transformed by DCT.  We embed the 
watermark in the high frequency coefficient of some consecutive DC coefficients which 
have been transformed by DCT, because of the stability and the robustness of DC 



 Spatial Video Watermarking Based on Stability of DC Coefficients 1035 

coefficients. Watermark detection is based on the correlation value between the high 
frequency coefficients and watermark without original video sequence. Compared with 
the 3-D DCT, the proposed method maintains the robustness against some attacks such 
as frame deleting, frame inserting, frame shifting, frame statistical average and collusion 
attack while alleviating the computational complexities.  

The rest of this paper is organized as follows: the proposed embedding algorithm is 
presented in section 2. In section 3, the corresponding blind detecting watermark 
procedure is described in detail, and some experimental results for various attacks are 
shown in section 4. Finally, conclusions are obtained in section 5. 

2   Embedding Watermark 

2.1   Generating Watermark 

Suppose watermark be a binary sequence W with size L . Nowadays, security of 
watermark algorithm is an important research topic [9]. In order to improve the 
safeness and robustness [9], the watermark is encrypted by modulating and intensified 
by mapping. Moreover, the logistic chaos map is used to produce modulating 

sequence by key 1K . 

The description of logistic chaos map is: 

( )kkk xxx −=+ 11 ρ  (1) 

When 4=ρ and )1,0(∈kx , it can produce chaos phenomenon. It should note that the 

initial value of kx can not choose the map’s motionlessness points (0.25, 0.5, 0.75). 

We use the key )1,0(1 ∈K  as the initial value to produce a chaos sequence 

kX ),,3,2,1( Lk K= by equation (1), then make it to binary sequence kM by 

equation (2) . The largest advantage of using logistic chaos map is the chaos sequence 
is very sensitive to the initial value. 

,...)3,2,1(      2mod10 =×= nXM k
n

k  (2) 

Then the encrypted watermark 'W can be obtained by XOR operation between  

W and M : 

MWW ⊕='  (3) 

In order to improve the intensity of embedding watermark in this paper, we use a 
simple map to intensify watermark. 

Li
iWHiW

iWHiW
,...,2,1  ,

0)( if  )(

1)( if   )(
'''

'''

=
=−=
==

 (4) 

The encrypted and intensified watermark is denoted by ''W , and its length is L. 
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2.2   Embedding Watermark 

In order to be compatible with video compression algorithm, the watermark is embedded 
in DCT domain. In this paper, we embed the watermark in the high frequency coefficient 
of some consecutive DC coefficients which have been transformed by DCT, because the 
DC coefficients in DCT domain have strong stability and robustness. Let the video frames 
with size of NM × , and then the luminance component of a frame is divided into 

88× blocks and then each block is transformed by 2-D DCT. The DC coefficients are 

scanned from left to right and from top to bottom and form a 1-D sequence S . Then 

n consecutive DC coefficients are selected from S   and transformed by 1-D DCT, We 

get a 1-D DCT coefficients sequence jB . In order to improve the imperceptibility of 

watermark, the highest frequency DCT coefficients are choosen from jB  to embed 

watermark. Therefore the embedded capacity of a frame is 'L bits. 

nNML ×××= 88'  (5) 

The procedure of embedding watermark described as follows: 

Step 1: We use nonnegative integer sequence produced by key 2K as the distance 

between the selected frames to embedded watermark. 
Step 2: The luminance component of each selected frame is partitioned into 

88× blocks, and then every block is transformed by 2-D DCT. The DC 
coefficients are scanned from left to right and from top to bottom, and then 

a 1-D sequence S  is created. The sequence S  is scrambled by key 3K , 

and then a new sequence 'S is created. 

Step 3: We choose n  consecutive DC coefficients from 'S as a sub array and take 

DCT to every sub array, hence, we get 'L  sub arrays 

( )'1,1 LjniBi
j ≤≤≤≤ . 

The highest frequency coefficient of every sub array is selected to embed 
watermark, describe as: 

j
n
j

n
j WBB ''α+=  (6) 

Where n
jB  denotes thn  frequency coefficient of thj sub array, ',...,2,1 Lj = . jW ''  

represents the thj bit of the intensified watermark, α denotes the strength of 

embedding. 

Step 4: We make inverse DCT to every sub array and restore the scrambled 
sequence. Blocks are transformed by inverse DCT, getting the 
watermarked frame. 

Step 5: We repeat steps 2 to 4 to embed watermark in the next selected frame. 
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3   Detecting Watermark 

First, it should note that watermark detection and watermark extraction are different. 
Watermark detection is to determine whether the digital content has been embedded 
watermark, the detection result is a binary answer yes or no. But the watermark 
extraction is different, it not only needs to detect watermark, but also needs to extract 
every bit of the watermark. The detecting process is similar to embedding process. All 
of the highest frequency coefficient of every sub array are reshaped into a sequence, 
then the correlation value between the sequence and the intensified watermark is 
computed to judge whether the frame embed watermark. 

The procedure of detecting watermark is described as follows: 

Step 1. The luminance of a frame is divided into 88× blocks, and transformed by 

DCT. Then all the DC coefficients are formed into a 1-D sequence S . We 

scramble the sequence S by key 3K , and get the sequence 'S . 

Step 2. Divide sequence 'S into 'L  sub arrays. We select the thn  frequency 

coefficient of every sub array to form a new sequence HS .  

Step3. The correlation between the sequence HS and the intensified 

watermark ''W , denoted by imS , is computed by equation (7), and 

compared with the threshold valueT . If imS is larger than the threshold 

value T , we can infer that the frame has been embedded watermark, 
otherwise, the frame is not embedded watermark. The value of T can be 
determined by multiple experimentation. 

''''

''

WW

WS
S H

im ⋅
⋅=  (7) 

4   Experimental Results 

The “CITY” sequence is used to evaluate the performance of proposed algorithm, this 
sequence includes 35 frames with size 576704 ×  pixels per frame, as shown in Fig.1. 
At the same time, the watermark is generated with 792 bits ( 888576704 ××× ) 
according the procedure described in section 2.1. In experiments, we select the 1st, 5th, 
11th, 16th, 20th, 26th and 31st video frame to embed watermark. After the selected frames 
have been watermarked, all the video frames are compressed in MPEG-4 format. For 
example, Fig.2 shows the same frame as the frame shown in Fig.1 of watermarked 
sequence. The MPEG-4 compressing is performed under conditions which frame rate is 
30, I frame interval is 15, and structure of the group pictures is that first frame is I frame 
and other frames are P frames. The watermarked frames consist of two types such as I 
and P frame. 1st, 16th and 31st are I frames, 5th, 11th, 20th and 26th are P frames.  In this 
paper, we will afford the detection results of capability resisting video compression and  
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Fig. 1. A frame of original City sequence 

 

Fig. 2. The same frame of watermarked City sequence as the one in Fig. 1 
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frame operations, for example deleting a frame, shift a frame and so on. Due to the 
limited space, extracting results will discuss in another paper. 

In resisting H.264 compression experiments, we select the 1st, 5th, 10th, 16th, 25th, 
29th and 31st video frame to embed watermark. All the video frames which have been 
embedded watermark are compressed in H.264 format. The H.264 compressed format 
is given that frame rate is 30, I frame interval is 15, and structure of the group pictures 
is IBBPBBPBBPBBPBB, consisting of 15 frames. Then there are three types of 
watermarked frame such as I, P and B frames. 1st, 16th and 31st are I frames, 10th and 
25th are P frames, 5thand 29th are B frames. 

Fig.3 shows correlation value curves between the watermark and the video frames 
which suffered from MPEG-4 compression-decompression with variable bit rate, 
which average bit rate is 4.4 M. It is clear that the correlation values between the 
watermark and the original frames approximate zero, whereas those between the 
watermark and the watermarked frames are much larger than zero. We can see from 
Fig.3 (b), whether the watermark is embedded in I or P frame, the peak values emerge 

at all the watermarked frames. And the correlation value imS of the watermarked I-

frame is obviously larger than the correlation value imS of the watermarked P-frame. 

 

         

      

Fig. 3. Correlation curves between the watermark and the video sequence which suffered 
from MPEG-4 compression-decompression with variable bit rate: (a) the original video 
sequence case; (b) the watermarked video sequence case; (c) deleting the 1st frame of the 
watermarked sequence case; (d) deleting the 15th frame of the watermarked video sequence 
case. 
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The curves shown in Fig.3(c) and Fig.3(d) respectively describe the correlation values 
between the watermark and the watermarked video frames that attacked by deleting 
1st frame (I frame) and 15th frame (P frame).We can see from Fig.3(c) that the peaks 
of correlation values curve emerge at the other watermarked frames when 1st frame 
was deleted. We can see from Fig.3 (d) that the correlation value between watermark 
and the frame before 11th are not changed, but the peaks behind 15th move forward. 

In order to validate the robustness of the watermarking method against MPEG-
4 compression in different bit rate, the watermarked video frames are compressed 
respectively with the constant bit rate of 7Mbps, 5Mbps, 3Mbps and 1Mbps, and 
then decompressed. The correlation values between watermark and decompressed 
frames are shown in Fig.4. It is clear that the watermarked frames can be detected 
clearly. 

 

 

Fig. 4. Correlation cures between the watermark and the video sequences which suffered from 
MPEG-4 compression with constant bit rate: (a) 7Mbps; (b) 5Mbps; (c) 3Mbps; (d) 1Mbps 

And in order to test the robustness of the watermarking method also against H.264 
compression, the watermarked video frames were compressed with average bit rate of 
2.0Mbps. The test results are shown in Fig.5. We can see from Fig. 5(b), the peaks of 
correlation values are larger than threshold at the watermarked frames which are I 
frame or P frame. The result shown in Fig.5(c) describes the correlation values between 
the watermark and the watermarked videos that suffered the attack of deleting 2nd frame. 
We can see from Fig.5(c) that the peaks of correlation values larger than threshold 1 
emerge at the other watermarked frames which is I or P frame when 2nd frame was 



 Spatial Video Watermarking Based on Stability of DC Coefficients 1041 

deleted. The curve shown in Fig.5 (d) describe the correlation values between the 
watermark and the watermarked videos that suffered the attack of shifting 5th frame  
(B frame) to 7th frame (P frame) and shifting 30th frame (B frame) to 31st frame  
(I frame). We can see from Fig.5 (d) that the peaks value is larger than threshold 1 at 
these watermarked frames which is I or P frame when suffered shifting attack. 

 

 

Fig. 5. Correlation curves between the watermark and the video sequence which suffered from 
H.264 compression-decompression with variable bit rate: (a) the original video sequence case; 
(b) the watermarked video sequence case; (c) deleting the 2nd frame of the watermarked video 
sequence case; (d) shifting the 5th frame and 30th frame of the watermarked video sequence 
to7th frame and 31st frame respectively 

When the watermarked video sequence suffered from deleting, inserting or shifting 
attack, the watermark can be detected as long as not all the watermarked frames are 
deleted or shifted to B frame position. As for those frames selected by randomly to 
embed watermark, the watermark method also can resist the static average attack. 

5   Conclusions 

The proposed algorithm takes advantage of the stability of DC coefficient and 
imperceptibility of high frequency coefficient to embed watermark in the spatial 
domain. For the compatibility with most of video compression standards, the 
algorithm considers only those blocks with size 8 by 8, which are common used in 
video standard based on DCT. Hence, the embedded watermark can be detected 
directly from compressed bit-stream with a little improvement. The video frames such 
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as I, P and B frame are selected randomly to embed watermark. When the video 
frames have been detected hiding watermark, we can extract watermark by using the 
source video. The experimental results demonstrate that the watermarking scheme is 
robust against multiple attacks, especially video compression and frame operations. 
The future works will increase the capability resisting trans-coding operations and 
resisting collusion attacks. 
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Abstract. In this paper, we present an efficient learning-based method for the 
detection of point targets in images. In the scheme, the probabilistic visual 
learning (PVL) technique is used for modeling the appearance of point targets 
and constructing a saliency measure function. Based on this function and the 
feature vector extracted at each pixel position and a target saliency map is formed 
by lexicographically scanning the input image. We treat such saliency map as a 
spatially filtered result of input image. Experimental results show that the 
proposed algorithm outperforms other filter-based methods. 

1   Introduction 

Detecting point targets in image data is fundamental to many image processing 
applications including point target detection in airborne infrared (IR) images, medical 
image processing, automatic inspection, and astronomy. In these relevant application 
cases, the searched targets appear as small spots in general with little internal 
structure information in an inhomogeneous background. A number of techniques for 
spatial detection of point targets have been developed in the past decades. The 
techniques developed aim at achieving a high true detection rate and at the same time 
a low false detection rate. Most of existing spatial domain detection methods are 
filter-based approaches. They include: 2-D least mean square (TDLMS) adaptive 
filter [1-2], 2-D normalized LMS (TDNLMS) adaptive filter [3], median subtraction 
(MS) filter [4], morphological filters [4], max-mean filter [5], max-median filter [5], 
and multilevel filter [6]. A standard technique for detecting a specified point target in 
an input image is to derive a matched filter for such object signal. But when 
background or the size, intensity and orientation of point targets are of variety, such 
method will be inefficient. Learning-based detection algorithms can tolerate the 
variance of such four characteristics because the detection is carried out by using the 
models learned from a set of training images, which capture the representative 
variability of object appearance. Recently, the learning-based methods using neural 
network filter [7] and/or support vector machine [8] are proposed for detecting point 
targets. These two methods all require two patterns of training samples: point target 
training samples and non-object training samples. Despite their success, the 
following two problems remain to be resolved: (1) construction of a proper 
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non-object training set, and (2) detection of multiple neighboring point targets. 
Because the space of non-object samples is much larger than the space of point target 
images, it is very difficult to collect a "representative" set of non-object. The second 
problem is caused by interference from neighboring point targets when obtaining the 
subimage using a sliding window. 

In this paper, we describe a learning-based scheme for the detection of point 
targets in image data, which requires only one training set of point target images and 
also solves the second problem well through adopting multiple sliding windows. In 
the scheme, the probabilistic visual learning (PVL) technique is used for modeling 
the appearance of point targets and constructing a saliency measure function. Based 
on this function and the feature vector extracted at each pixel position, a point target 
saliency map is formed by lexicographically scanning the input image. The saliency 
map can suppress clutter greatly and enhance the detectability of point targets at the 
same time.  

The remainder of the paper is organized as follows. Section 2 briefly reviews the 
PVL technique. Section 3 presents the detail of proposed detection method. Finally, 
experimental results conducted on real-world optical and IR image data and 
conclusions are given in Section 4 and Section 5, respectively. 

2   Probabilistic Visual Learning 

Appearance-based models have received a remarkable attention from the computer 
vision community, due to their ability to encode shape, pose and illumination in a 
single, compact representation. PVL, a learning method proposed by Moghaddam 
and Pentland [9], is an efficient probabilistic approach to representing object 
appearance on low dimensional eigenspaces. In a PVL stage, a set of training samples 
is collected in such a manner that these images encompass the appearance of a 
pattern Ω under different orientation, different object intensity, and different size. 

PVL is based on density estimation. Given a training set of feature vectors{ } 1

TN

t t =
x  from 

pattern model Ω  where NR∈x . In order to construct a probabilistic model of such 
pattern, the low-order statistics of the training set of vectors are used, namely, the mean 

vector x  and covariance matrix . For computational convenience, multivariate 

normal pdfs ( ),N x  or mixtures of normal densities are considered, to represent the 

training set of feature vectors. In our case, the likelihood of an input vector x, 
corresponding to the pattern model Ω is expressed as: 

1

1/ 2/ 2

1
exp[ ( ) ( )]

2( )
(2 )

T

N
P

π

−− − −
=

x x x x
x  (1) 

Instead of applying estimation techniques directly to the original high dimensional 
space of the input feature vectors, Principal Component Analysis (PCA) [10], also 
known as the Karhunen-Loeve Transform  (KLT), is used to yield a computationally 
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feasible estimate. The KLT computation involves finding the eigenvectors of training 
samples covariance matrix : 

T=  (2) 

where is the eigenvector matrix of  and  is the corresponding diagonal matrix 
of eigenvalues. 

In PCA, the principal transformation is defined as: 

( )Ty = x - x  (3) 

The partial KLT is defined as: 

( )T
M M= −y x x  (4) 

where M  is a submatrix of containing the principal eigenvectors, which 

correspond to the ( )M M N<<  largest eigenvalues of . The likelihood ( )P x  is 

approximated using the first M principal components: 

2 2

1 1

( ) / 2/ 2 1/ 2

1

exp exp
2 2ˆ( )

(2 )(2 )

M Ni i

i i M
i

M N MM
ii

y y
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λ ρ

πρπ λ

= = +

−

=

− −
=

∏
x  (5) 

where iy  are the components of principal transformation vector y, the iλ  are the 

diagonal elements of matrix  , and the residual reconstruction error 2

1

N

ii M
y

= +
 here 

is calculated as: 

2 2

1 1
( ) ( )

N MT
i ii M i

y y
= + =

= − − −x x x x  (6) 

The first term corresponds to the true marginal density in the principal subspace 

1{ }M
i iF == , whereas the second term is the estimated marginal density in the 

orthogonal complement subspace 1{ }N
i i MF = += . The optimal value of parameter ρ  is 

the average of eigenvalues in the subspace F  : 

1
( )

N

ii M
N Mρ λ

= +
= −  (7) 

3   PVL-Based Point Targets Detection 

3.1   Model-Based Training Set 

For learning the parameters of PVL and extracting feature vectors, a training set of 
point target images should be constructed. In our study, we use the Gaussian point 
target model [11] to generate the training images. The reasons for using model-based 
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image data rather than actual image data are: 1) It is more difficult to construct 
training set with the latter, 2) the actual image data are far from ideal, due to the high 
amount of image clutter [7]. The training images encompass the appearance of point 
target under different orientation, intensity, size, and background illumination. There is 
only one point target at the center of each training image. 

3.2   Extraction of Feature Vector 

Before forming training vectors { } 1

TN

t t =
x  from training images for learning PVL 

parameters and forming test vectors x from a subimage in the detection stage, a 
normalization operation is carried out on such training images and subimages. The 
main purpose of normalization is to limit the illumination variance. Suppose g denotes 
a training image or subimage with size of W W× , the normalization operation is 
implemented according to the following equation, 

( , ) [ ( , ) ] ( )

, 1,2,...,
ng k l g k l

k l W

μ βσ α= − +
=

 (8) 

where gn is the normalized image, μ  is the mean brightness of g, σ  is the standard 

deviation, β is a positive constant, and α a tiny positive constant to avoid dividing by 

zero. In our case, 2.0β = . 

For a normalized training image gn, the training vector tx  or test vector x is 

formed by lexicographic ordering of the pixel values in gn. Once the training vectors 

are gathered, the PVL parameters, i.e., the mean vector x , eigenvalue iλ , 

eigenvectors, and the parameter ρ  can be determined. In our case, we set M=5. The 

first 5 largest eigenvalues account for above 95% of total eigenvalues. Fig. 1 shows 
the plot of eigenvalues spectrum of covariance matrix calculated from the training 
images with size of 11 11× . From the figure and the ratio, it is can be seen that M=5 is 
reasonable. 

 

Fig. 1. Plot of eigenvalues spectrum 
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3.3   Formation of Saliency Map 

The density estimate ˆ( )P x in (5) is used to compute a local measure of point target 

saliency at each spatial position (i, j) in an input image based on the feature vector x 
extracted from the subimage centered at (i, j). For computational efficiency, instead 

of directly using ˆ( )P x  as saliency map, we define saliency map ( , ; )S i j W using 

W W× sliding window as follows: 

2
2

1 1
( , ; ) (1.0 )

M Ni
ii i M

i

y
S i j W yρ ρ

λ= = +
= + +  (9) 

If there are no neighboring point targets in an input image, a single sliding window 
will work well. However, if there are multiple neighboring objects, the saliency value 
at targets may be very small due to the interference from neighboring point targets 
when capturing subimage. For solving such problem, we adopt three kinds of sliding 
windows to obtain subimage, the size of these sliding windows are 5x5, 9x9, and 
13x13, respectively. In accordance, we constructed three independent training sets 
and thus obtained three PVL parameter sets. In our implementation, the saliency 
measure function ( , )S i j , which is used for generating saliency map, is defined as 

follows, 
3

1
( , )= ( , ; )kk

S i j S i j W
=

 (10) 

After getting saliency map, the extraction of small targets can be carried out by 
thresholding such map with a threshold. 

4   Experimental Results 

Proposed detection scheme were tested on lots of real-world optical images and IR 
images. Fig. 2 (a)~(c) show three IR images with size of 240x320, which are 
intercepted from real-world IR video sequences. Fig. 3 shows a real-world optical 
image embedded with 15 point targets. 

 

Fig. 2. Three real-world IR images. (a) with one dim object, (b) with two dim objects, (c) with 
four neighbouring objects in the clutter background. 

To compare proposed method with other filter-based methods for the same test set, 
two techniques are employed to evaluate their detection performances. The first 
technique use the LSBR metric [1-2]. The LSBR here is defined as follows: 
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( 1) / 2 ( 1) / 2
2

10 2 2
( 1) / 2 ( 1) / 2

1
LSBR 10log [ ( , ) ] ( )

H H

b
k H j Hb

I s k r j m dB
H σ

− −

=− − =− −

= − − −  (11) 

where I is the input image, 2
bσ  is the variance and bm  is the mean of the 

background in the window described by the width and height H around the pixel of 
interest (s,r). 

 

Fig. 3. A real-world optical image embedded with 15 point targets 

Table 1 and table 2 show the LSBRs using different algorithms for Fig. 2 
computing at each point target position.  

From the tables, we can see that proposed scheme could get better LSBR Gain. 
Although LSBR does provide an indication of how well the filter has performed, it 
does not tell the whole story. Receiver Operating Characteristics (ROC) is another 
standard technique to evaluate their detection performances, which give us a true 
picture of the performance characteristics of each detection scheme and serve as an  
 

Table 1. Comparison of LSBRs of point targets using different methods for Fig. 2 (a)~(b) 

Fig.(a) Fig.(b) 
Methods/images 

Obj.1 Obj.1 Obj.2 
Unprocessed image 3.86 3.08 4.77 

N=2 4.21 3.99 4.08 Max-mean 
Filter N=4 2.67 2.97 1.87 

N=2 4.23 4.40 5.35 Max-median 
filter N=4 3.59 4.48 3.14 

5x5 4.51 4.50 5.63 Median 
subtraction 3x3 3.99 3.57 4.32 

5x5 1.92 0.63 1.31 TDLMS filter 
75 10μ −= ×  7x7 1.15 0.54 1.10 

Saliency map 10.18 9.09 9.06 
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Table 2. Comparison of LSBRs of point targets using different methods for Fig. 2 (c) 

Fig. (c) Methods/images 
Obj.1 Obj.2 Obj.3 Obj.4 

Unprocessed image 0.56 0.55 0.22 0.77 
N=2 1.72 0.95 1.25 1.25 Max-mean 

filter N=4 1.22 0.46 0.76 0.76 
N=2 1.82 1.21 1.42 1.42 Max-median 

filter N=4 1.47 0.88 1.11 1.11 
5x5 1.25 1.34 1.51 1.43 Median  

subtraction 3x3 1.17 0.96 1.20 1.02 
5x5 0.69 1.01 2.01 1.99 TDLMS filter 

75 10μ −= ×  7x7 0.58 0.99 1.81 1.52 

Saliency map 2.96 3.20 0.95 2.10 

effective metric to compare them [7]. The ROC curves using different methods for Fig. 3 
are shown in Fig. 4. For these four images, it is impossible to detect point targets by 
directly thresholding the original images. Also, the median subtraction, max-mean, and 
max-median filters fail to detect point targets in Fig. 3. 

 

Fig. 4. The ROC curves using different methods for Fig. 3 

From the tables and curves, we can see that the overall performance of proposed 
scheme is superior to the three filter-based methods. 

5   Conclusions 

In this paper we propose an efficient learning-based method for the detection of point 
targets in image data. Such method avoids the problem of constructing proper 
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non-object training set and also successfully solves the problem of detecting multiple 
neighboring point targets taking place in other learning-based detection algorithms. 
Our experiments show that the proposed detection method outperforms several spatial 
filter-based methods for both bright objects and dim objects. 
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Abstract. In this paper a new method for matching contours called CTFDP is 
presented. It is invariant to affine transform and can provide robust and accurate 
estimation of point correspondence between closed curves. This has all been 
achieved by exploiting the dynamic programming techniques in a coarse-to-fine 
framework. By normalizing the shape into a standard point distribution, the new 
method can compare different shapes despite the shearing and scaling effect of 
affine transform. Using the coarse-to-fine dynamic programming technique, the 
shapes are aligned to each other by iteratively seeking correspondences and 
estimating relative transform so as to prune the start points in the dynamic 
programming stage in turn. Experiments on artificial and real images have 
validated the robustness and accuracy of the presented method. 

1   Introduction 

Curve matching has been recognized as one of the most important issues in the 
literature of computer vision, and is useful across various applications, e.g. shape 
retrieval[8], object recognition[2], video tracking[3], etc. 

Recent progress in curve matching[1,4,6,9,10,11,12] is roughly classified into local 
and global methods. The local methods are more efficient, but are not as stable as 
global methods. Global methods are more resistant to noise, but suffer from at least one 
of the following problems:  

• Non-invariance to geometrical transformations. Many curve matching 
methods, if not all, only work well under RST transformations. While 
matching 3D planar curves, invariance to affine transformations is often 
desired. 

• Resolution degradation. Since curves may be sheared or scaled, the points 
sampled along the curve can produce very different representations of the 
same shape. 

• Expensive computational costs. A different starting point hypothesis may 
result in different matches; exhaustive matching processes have to be 
completed in matching two contours. This is obviously very expensive. 

In this paper, an affine invariant curve matching method called CTFDP is proposed 
to solve the above problems. The first two problems are solved by using the shape 
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normalization method. Assuming that the inputs of our algorithm are two contours 
related by an unknown affine transformation and some limited level of noise, we have 
derived a method to remove the effect of shear and scale in this transformation. Our 
method is somewhat similar to the affine invariant shape descriptor proposed by 
Zuliani et al. [12], yet in our formulation the translation is left for further estimations 
and some analysis on the shape normalization technique has been done to provide some 
intuitive insight on this skill. 

Observing that starting point pruning has become a performance bottleneck in 
matching contours, we have developed a multi-scale method to resolve this 
problem by running the curve matching process through dynamic programming 
(DP) at different levels. Unlike most multi-scale matching techniques, if not all, the 
presented method fuses the matching processes into a coarse-to-fine (CTF) framework 
rather than fixing the matching process at a single scale. It not only benefits from great 
reduction of computational costs but also achieves satisfactory robustness and 
accuracy.  

The remainder of this paper is organized as follows. Section 2 introduces the shape 
normalization technique, and some interesting properties of this skill are investigated. 
In Section 3, the dynamic programming algorithm is described, followed by discussion 
of the starting point pruning techniques. Section 4 illustrates some experiment results 
on both artificial and real images to prove the accuracy and robustness of the CTFDP 
method. Section 5 concludes the paper. 

2   Shape Normalization 

It was proposed by Kendall [7] that shape is what is left of the configuration after 
removing the effect of RST transforms. Before proceeding, we firstly introduce the 
definition of normalization of an arbitrary Jordan curve, which factors out affine 
transformations from the original curve: 

Definition 1. Let Γ  be a curve, the shape normalization transform is defined as: 

ΓΣ=Γ
−

2

1

)(T  (1) 

Where Σ  is the covariance matrix of Γ . 
This definition is equivalent to the definition of ‘shape’ proposed by Zuliani et al. 

[13], which factors out shear, scale and translation from the affine transformation. The 
only difference is that translation is left unknown in the normalization stage in our 
algorithm, and it will be estimated in the starting point pruning step in the curve 
matching stage. 

Theorem 1. Let 1Γ  and 2Γ  be curves related by an affine transformation, )(T 1Γ  and 

)(T 2Γ  are related by a rotation and translation transform. 

Proof: Given that 1Γ  and 2Γ  be curves related by an affine transformation, it has been 

proven by [13] that there exists a rotation , so that: 
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( ) ( )222
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It is straightforward to derive that: 
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1
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22

1

2 EREt ΓΣΓΣ −−− −=  (4) 

and we have: 

( ) ( )[ ]tTRT 11 −= ΓΓ  (5) 

Theorem 1 shows that the effect of shear and scale has been factored out from the 
original shape. The following properties provide a more intuitive explanation: 

Theorem 2. The covariance of ( )ΓT  equals a unit matrix for all curves Γ . 

Proof: From the definition of ( )ΓT , we have: 

( ) ΓΣΓΣΓ EEET 2

1

2

1 −−
==  (6) 

Therefore: 

( )[ ] ( ) ( )( ) IT 2

1

2

1

=−=
−−

T

TT EE ΣΓΓΓΓΣΓΣ  (7) 

Therefore, the normalization method can be explained by saying that the point 
distribution of a shape varies with the affiliated geometric transforms. Consequently, 
the effect of shear and scaling can be removed by shaping the inputting contours into a 
standard point distribution. 

3   Coarse-to-Fine Curve Matching Through Dynamic 
Programming 

In the second stage, the algorithm commences by detecting local maximums in 
curvature as feature points, which are connected to generate a polygon to sketch the 
normalized shape at a given scale. At the coarsest scale, all pairs of features are 
hypothesized to be the start point of both curves and are matched through dynamic 
programming. After that, an estimation of the image transform is made and is used to 
prune the starting point at the finer levels. 
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3.1   Matching Features at the Coarsest Scale 

Most dynamic programming methods first interpret the curves into syntactic 
descriptions and seek the minimum editing distance between them. Gdalyahu and 
Weinshall proposed a more flexible method [5] that combines syntactic and metric 
methods to match closed curves. The proposed dynamic programming algorithm is a 
variation of their work. 

In the coarsest level, all the hypotheses of the start points are checked. During each 
matching process, the curves are first aligned to the line segment connecting the 
centroid and the start point of both curves. Subsequently, the curve sketches 
(polygons) are matched through filling a similarity scoring table, each entry )j,i(S  of 
which represents the minimum editing of cost matching the first i+1th and j+1th 
edges of the polygons. Initially, the first row and the first column of the table are 
filled by zeros: 

≤≤=
≤≤=

Mi0   0)0,i(S 

Nj00)j,0(S
 (8) 

Observing that the feature detection process does not guarantee stable extraction of 
feature points, it is necessary to merge continuous short edges into a longer one. 
Therefore, )j,i(S  is determined by taking all possible merging operations into account: 

{ })V,V(similarity)l,k(Smax)j,i(S jlik
jl0,ik0

+=
<≤<≤

 (9) 

where ikV  ( jlV ) are respectively the vector connecting the i+1th and k+1th (j+1th and 

l+1th) vertex. The function )V,V(Similarity 21
 is defined to compare two vectors 

),l(V 111 θ=  and ),l(V 222 θ= : 

)(cos)
l

l
,

l

l
(min)V,(Vsimilarity 21

1

2

2

1
21 θθ −+=  (10) 

When the table has been completed, the maximum similarity gain for matching both 
contours is given by the last entry of the table. It is natural to establish correspondences 
with a backward tracing process. By the end of the first iteration, the set of 
correspondences with the maximum similarity is chosen. 

3.2   Matching Features at a Finer Scale 

At a finer level, the rotation and translation transformation is firstly estimated through a 
maximum likelihood method. The curves are then aligned according to the 
transformation and matched using the dynamic programming method introduced in the 
last section. 

Theorem 3. Given a set of correspondences ( )2
i

1
i ,ΓΓ  where: 

( )11
1
i Y,X=Γ  (11) 
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and: 

( )22
2

i Y,X=Γ  (12) 

The maximum likelihood estimation of rotation and translation is: 
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(13) 

Here “cov” is the covariance operator. 

Proof: As mentioned in earlier sections, the normalization of curves is related by a 
rotation and a transformation: 

εΓΓ +−= )t(R 12  (14) 

where ε  is assumed to be a zero-cross Gaussian noise: 

−=
2

2

2
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2

1
)(g

σ
ε

σπ
ε  (15) 

Therefore, given a set of correspondences ( )2
i

1
i ,ΓΓ , the likelihood function is: 
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Since )t,t,( yxγθ =  is an open set and L is derivable with respect to xt,γ  and yt , the 

parameters that maximize the likelihood function satisfy: 
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Solving equation (18), we have: 
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(19) 

After determining the rotation and translation, the second curve is aligned to the first 
curve and features are detected at a finer scale. The starting point is assumed to be the 
pair of correspondences that best matches the estimated rotation and translation, and 
more correspondences are established by running the dynamic programming algorithm 
described in Section 3.1. 

4   Experiments 

In this section we present experiment evaluations of the CTFDP method. Due to 
space limitation, scale and translation transformations are not shown in the figures. 

In the first experiment, the method is tested on a set of artificial images simply 
related by an affine transform. The input shapes are shown in Figure 1. Figure 2 
shows the results of aligned shapes. From these results, the CTFDP algorithm proves 
to be very accurate after matching normalized shapes at different scales. 

To illustrate how the coarse-to-fine strategy works, Figure 3 depicts details in 
matching the curves shown in Figure 1(b) in the presence of a small level of noise. It 
is observed that, with the scale decreasing and the number of matched features  
 

 

Fig. 1. Contours used in the curve matching experiment. The shapes are related by an affine 
transformation. 
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Fig. 2. Experiment results aligning shapes in Fig. 1. Blue contour: normalized shape in the first 
image. Red contour: aligned shape in the second image. 

 

Fig. 3. The process of matching two contours related by an affine transformation. Each column 
refers to an iterative step in the matching process. The upper line shows registration of input 
contours and the bottom the alignment results. The selected scales are respectively 0.05, 0.25, 
0.15 of the total length of the contours. 

 

Fig. 4. Species of fish used in the object recognition experiments; the upper and bottom images 
are related by a variety of transforms 
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Fig. 5. Results of matching contours in Fig. 5. The shapes are preliminarily normalized. Note 
that, though the shapes are related by perspective distortion, non-rigid motion and external 
noises, the CTFDP method manages to produce very satisfactory results. 

increasing, the alignment estimation is more and more accurate. Note that robust 
estimations can be established even though a small fragment of the features are 
mismatched. 

Finally the CTFDP method is tested on a set of real images, as shown in Figure 4. 
The task of this experiment is to match the silhouette of six different species of fish 
despite significant changes in camera displacement, pose of object and external noise. 
The alignment results are shown in Figure 5. It is believed that the results provide 
considerably objective evidence that the CTFDP method can provide robust 
estimations in the presence of large external noises.  

5   Conclusions 

In this paper, we have presented an affine invariant method - CTFDP, for matching 
contours. We approach this as a two stage process: 

• Normalizing the two inputing shapes to factor out effects of shear and scale. This 
is achieved by shaping the curves into a standard point distribution. 

• Running curve matching processes at different scales through dynamic 
programming in a coarse-to-fine framework so as to resist noise, translation and 
rotation. 

The kernel of the presented method is the invention of a coarse-to-fine(CTF) 
matching framework through dynamic programming(DP). Both a dynamic 
programming based matching algorithm and a maximum likelihood based starting 
point pruning method are developed to realize this idea. Experiment results in artificial 
and real images have shown the robustness and effectiveness of the CTFDP method. 

There is much opportunity for future research. A possible direction is to use the 
CTFDP method in shape retrieval and object recognition systems. By inventing a 
method for selecting optimal parameters, the curve matching algorithm is totally 
automatic, thus what is left for contour based recognition is just equation shuffling, and 
a satisfactory performance is expected because of the low computational cost and good 
capability of alignment estimations observed in experiments. Another example is 
revising the shape normalization method so that the CTFDP method can be reinvented 
to provide resistance to more complex transformations, e.g. perspective distortion, 
non-rigid motions. We will continue to work in these directions. 
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Abstract. An infrared image contrast enhancement algorithm based on discrete 
stationary wavelet transform (DSWT) and non-linear operator is proposed. 
Having implemented DSWT to an infrared image, de-noising is done by the 
method proposed in the high frequency sub-bands which are in the better reso-
lution levels, and enhancement is implemented by combining a de-noising 
method with a non-linear gain method in the high frequency sub-bands which 
are in the worse resolution levels. Experiment results show that the new algo-
rithm can effectively reduce the correlative noise (1/f noise), additive gauss 
white noise (AGWN) and multiplicative noise (MN) in the infrared image while 
also enhancing the contrast of the infrared image. In visual quality, the algo-
rithm is better than the traditional unshaped mask method (USM), histogram 
equalization method (HIS), GWP method and WYQ method. 

1   Introduction 

Today, infrared images are used widely in many domains, however, the inherent char-
acter of infrared detectors and the effect of atmosphere cause bad contrast and high 
noise in the infrared images. It is very important to enhance the contrast of the infra-
red images, which will improve the quality of segmentation and target recognition. 
Algorithms, which are widely used to enhance the contrast in images, are histogram 
equalization, histogram matching, gray level transform and un-sharp mask algorithm. 
The common disadvantage of the above algorithms is that the noise in the image is 
magnified while the contrast is enhanced. Although many enhancing algorithms have 
been proposed[1-9], either noise in the image is not considered[12,4], high image quality 
is demanded[6], or the statistical properties are employed to approximate the de-
noising threshold and the noise in the image is mostly considered to be gauss white 
noise[3]. However, the hypothesis cannot be achieved because, in general, accurate 
statistical properties for noise in the image cannot be obtained in practice. Not only 
white noise, but also correlated noise (1/f noise) corrupts the infrared image. It is very 
useful to reduce the correlated noise in the infrared image which contains faint tar-
gets[10-13]. The correlated noise can be considered to be additive noise[13]. The corre-
lated noise (1/f noise) will not be discussed in detail here. Detailed information for the 
correlated noise in the infrared image can be found in Ref. [10-13]. 

An effective algorithm for enhancing the contrast of an infrared image, which is based 
on DSWT and a non-linear gain operator, is proposed. Because of the shift-invariance of 
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the DSWT, and the fact that the number of wavelet coefficients at all the scales are equal 
to the number of the pixels in the original image, the asymptotic optimal threshold for de-
noising will be assured while excellent visual quality for the reconstructed image can be 
obtained. The infrared image is decomposed by employing the DSWT[14]. Noise is re-
duced directly at the better resolution levels by employing the proposed de-noising algo-
rithm. Contrast enhancement is implemented by combing the de-noising algorithm and 
the non-linear gain operator at the worse resolution levels. Experiment results show that 
the new algorithm can efficiently enhance the global contrast and the local contrast for the 
infrared image while the 1/f noise, gauss white noise and multiplication noise in the image 
can be noticeably reduced. Visual quality of the enhanced image employing the new algo-
rithm is better than the traditional histogram equalization, un-sharpening mask algorithm, 
GWP algorithm and WYQ algorithm[3,5]. 

2   De-noising Principle Based on DSWT 

DSWT has different names due to different applications, such as shift-invariant wave-
let transform, or redundant wavelet transform[14]. Compared with discrete orthogonal 
wavelet transform, the main characters of DSWT are redundancy and shift-invariance 
and its ability to give a more approximate estimation to continuous wavelet transform. 

Mallat and Meyer defined a  series of sub-space jV  of ( )2L R  space in the 

( )2L R space, they are called multi-resolution analyses[15]. The operators T, R and D 

show translation, reproduction and scale operator respectively[14]. In general, we have: 

12,,0,,TRDRD
ij2

k1j1i −=<⊃ −

−

ijkji Lψψ  (1) 

Two different styles can be adopted to segment the space:    

ψψψ 1j1j11j RDRDRD ⊕=− ψψ
2
1

2
1 TRDTRD 1j1j ⊕=  (2) 

The above procedure is repeated and the space is divided into a series of redundant 
sub-spaces. When comparing DSWT with discrete orthogonal wavelet transform, their 
difference is in that the transformed matrix is not a square matrix and transform results 
are no longer orthogonal. A left inverse exists for the transformed matrix and its compu-
tation complexity is )log( NNO . Traditional discrete orthogonal wavelet transform 

is a kind of non-redundant wavelet transform. It is suited to deal with non-correlated 
problems. DSWT is a kind of redundant wavelet transform and is compatible to corre-
lated problems. It is more compatible to use DSWT to enhance the contrast for the infra-
red image because correlation between gray levels occurs in the infrared image. 

3   De-noising Principle Based on DSWT 

Wavelet transform of the correlated noise is non-stationary. The de-noising effect is 
worse if employing traditional “global threshold” to reduce noise in the image.    
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Fortunately, I. M. Johnstone has proven that wavelet transform of the correlated noise 
is still stationary at all scales of every resolution level[9]. Thus de-noising thresholds at 
all scales of every resolution level are calculated respectively so as to reduce noise in 
the image effectively. 

We consider a discrete image model as follows: 

],[],[],[ jijifjig ε+=  (3) 

The above equation can be written as a matrix as follows: 

fg +=  (4) 

Where, jijig ,]},[{=g  is an observation signal, jijif ,]},[{f =  indicates an un-

corrupted original image, jiji ,]},[{ε= NjMi ,,1;,,1 KL ==  is a station-

ary signal. DSWT is applied to Equation (4): 

fSX =  (5) 

SV =  (6) 

gSY =  (7) 

VXY +=  (8) 

where S  shows two-dimensional stationary wavelet transform operator. “Soft-
threshold” function, which was proposed by Donoho, is employed to reduce the noise 
in the image: 

YTY o=  (9) 

]},[{ mmtdiag=T  

≥−
<

= δ
δ

δ ],[,1

],[,0
],[

],[
ji

ji
mmt

ji
Y

Y

Y

 

where, MNmNjMi ,,1,,,1,,,1 LLL === . Similarly, we have: 

XTX o=  (10) 

According to Equations (7) and (9), inverse transformation for input signal is    
written as: 

1 YSg o−=  (11) 

The total operator can be expressed as: 
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gZg o=  (12) 

STSZ 1 oo−=  (13) 

where T  is correlated to threshold δ  and input signal g . If the statistic properties of 

the noise are employed to approximate the optimal threshold δ , standard variance σ  

will be used ]98[ − . This will be almost impossible in practice according to the above 
discussion. Generalized cross validation principle is employed to solve the problem[16]. 

4   De-noising Threshold Employing Generalized Cross Validation 

Let the original signal ],[ jif  be expressed by employing the linear combination of 

its neighbor elements. Consider ],[~ jig  as a linear combination of ],[ lkg , thus 

special noise can be reduced. Because they can be replaced by weighted average val-
ues of their neighbor elements, and the noise in the image will be smoothed in the 
procedure, a cleaner signal can be obtained. 

Revised signal g~  is employed to calculate the de-nosing threshold. ],[ jig , which 

is the ],[ ji  element of g , is replaced by ],[~ jig : 

TNMgjigg ]),[,],,[~,],1,1[(~ KK⋅= Zg  (14) 

We consider the ability 0f ],[~ jigδ  to “predict” ],[ jig  as the standard to deter-

mine the optimal threshold. If the threshold δ  is too small, the main component of 

−],[ jig ],[~ jigδ  is noise. If the threshold δ  is too big, a useful signal will be 

reduced. The same processing is repeated to all the components and proper thresholds 
can be obtained by employing the following equation: 

= =

−=
M

i

N

j

jigjig
MN

OCV
1 1

2]),[~],[(
1

)( δδ  (15) 

The forms of ],[~ jig  are many, here let ],[~],[~ jigjig =δ , and we have: 

],[~1

],[],[
],[~],[

jiz

jigjig
jigjig

−
−

=− δ
δ  (16) 

where, 
],[~],[

],[~],[
],[~

jigjig

jigjig
jiz

δ

δδ

−
−

= ≈
],[

],[
],[

lkg

jig
nmz

∂
∂

=′ δ , 

where, ;,,1, MNnm L= NljMki ,,1,;,,1, LL == . However, in Equation 

(16), ],[ mmz′  is either zero or 1. This will result in Equation (16) not being able to 
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be calculated in practice. Thus a “generalized cross validation” formula in the wavelet 
domain will be given as follows: 

2

2

)(

1

)(
′−

−⋅
=

MN

trace
MNSGCV

ZI

YY
δ  (17) 

where trace  shows the trace of a matrix, ⋅  indicates Euclidean norm based on inner 

product, I  shows unit matrix NM × , and the meaning of other signs is the same as 

stated previously. Let )(minarg δδ MSE=∗ , and )(minarg
~ δδ GCV= , M. 

Jansen has proven that δ~ , which is obtained by “generalized cross validation”, is an 
asymptotic optimal solution[17]. 

5   Non-linear Enhancing Operator 

Next, based on DSWT, a non-linear enhancement operator, which was proposed by 

A. Laine in 1994, is employed to enhance the local contrast for image[18]. For conven-

ience, let us define the following transform function to enhance the high frequency of 

sub-band images in each decomposition level respectively: 

]},[{],[ jifMAGjig =  (18) 

where ],[ jig  is the sub-band image enhanced, ],[ jif  is the original sub-band 

image to be enhanced, MAG  is the non-linear enhancement operator, and NM ,  

are the width and height of the image respectively. 

Let ],[ jif r
s  represent the gray values of pixels in the thr  sub-band in the 

ths  decomposition level, where Ls ,,2,1 L= 3,2,1=r . r
smaxf  is the 

maximum of the gray value of all the pixels in ],[ jif r
s . ],[ jif r

s  can be 

mapped from ],[ r
s

r
s maxfmaxf−  to ]1,1[− . Thus the dynamic range of cba ,,  

can be set respectively. The contrast enhancement approach can be described by: 

[ , ], [ , ]

[ , ] max {sigm[ ( [ , ] )]

sigm[ ( [ , ] )]}, [ , ]

r r r
s s s

r r r
s s s

r r r
s s s

f i j f i j T

g i j a f c y i j b

c y i j b f i j T

<

= ⋅ − −

− + ≥

 
(19) 

r
s

r
s

r
s maxfjifjiy /],[],[ =  (20) 
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6   Total Cost Criterion for Enhanced Image Quality 

A new criterion for evaluating the quality of an enhanced image is proposed to solve 
the above problem. The quality of an enhanced image is evaluated by employing the 
measure function, which was proposed in Ref. [19]: 

2

2

1 1 1 1

1 1
( , ) ( , )

M N M N

contrast
x y x y

C f x y f x y
MN MN= = = =

′ ′= −  (21) 

where M  and N  show the width and height of the original image, and ),( yxf ′  is the 

enhanced image. The higher the value of Equation (4) , the better the image contrast is. 
Combining the ratio of signal-to-noise, a total evaluation criterion is proposed as follows: 

β
snrcontrast

total

CC
C

*
=  (22) 

where snrC  shows the ratio of signal-to-noise for the enhanced image, and β  is a 

constant. It is obvious that the higher the value of Equation (22), the better the total 
visual quality is. 

7   Experimental Results 

The new algorithm is used to enhance three infrared images. In experiments, the three 
infrared images are added additive correlated noise (1/f noise), additive gauss white 
noise and multiplication noise. In order to simplify expression, HIS is employed to 
show histogram equalization, USH shows un-sharpening mask, SWT indicates dis-
crete stationary wavelet transform, GWP shows the algorithm in Ref.[3] and WYQ 
indicates the algorithm in Ref.[5], RN shows correlated noise (1/f noise), GWN indi-
cates additive gauss white noise, and MN shows multiplication noise.  

It is very significant that RN (1/f noise) is reduced for detecting the faint targets in 
the infrared image. Thus for enhancing an infrared image, which is corrupted by RN, 
we select an infrared image, which contains a faint air target, to conduct the experi-
ment. For enhancing the images, which are corrupted by GWN and MN, two infrared 
images, which contain face targets, are selected for the experiment by the new algo-
rithm. In order to prove the efficiency of the new algorithm, we will compare the 
performance between HE, USH, GWP and WYQ. Figure1 shows a non-linear en-
hancing curve, where b=0.15, c=30. Figures 2- (a)-(g) indicate a faint air target image, 
image corrupted by RN (σ =6.36), enhanced image by USH, enhanced image by 
HIS, enhanced image by the new algorithm, enhanced image by GWP algorithm and 
enhanced image by WYQ algorithm respectively. Figure 3 (a) is an infrared tank 
image, Figure 3-(b) is an infrared tank image corrupted by GWN (σ =14.09), and 
Figures 3-(c)-(g) show enhanced images by USM, HIS, the new algorithm, GWP and 
WYQ respectively.  Figure 4-(a) is an infrared hand image, Figure 4-(b) is an  infrared  
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hand image corrupted by MN (σ =0.032), and Figures 4-(c)-(g) show enhanced im-
ages by USM, HIS, the new algorithm, GWP and WYQ respectively. 

 

   Fig. 1. Nonlinear function 

(a) Small infrared target           (b) Image added with RN          (c) Enhancement by USH 

(d) Enhancement by HIS        (e) Enhancement by SWT          (f) Enhancement by GWP 

(g) Enhancement by WYQ               a Infrared car            (b) Image added with GWN 

Fig. 2. Enhanced image added with 1/f noise 
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(c) Enhancement by USH       (d) Enhancement by HIS       (e) Enhancement by SWT 

  
(f) Enhancement by GWP      (g) Enhancement by WYQ             (a) Infrared plane 

Fig. 3. Enhancement results of image added with GWN 

 
(b) Image added with MN     (c) Enhancement by USH          (d) Enhancement by HIS 

 
(e) Enhancement by SWT       (f) Enhancement by GWP         (g) Enhancement by WYQ 

Fig. 4. Enhancement results of image added with MN 

From the experiment results above, the noise in the infrared image is enhanced 
greatly when USM and HIS are used to enhance the image, which is clear in 
Figures 2-(c)-(d), Figures 3-(c)-(d) and Figures 4-(c)-(d). Noise reduction is also 
considered in Ref.[3] and Ref.[5]. The total contrast is better when employing the 
GWP algorithm, however, it is not efficient at reducing the noise in the infrared 
image. From Figure 2- (f), Figure 3-(f) and Figure 4-(f), it is clear that the noise in 
the infrared image is enhanced greatly and the background clutter is also enlarged. 
Especially, for the faint air target in Figure 1, the background clutter has submerged 
the faint target in the infrared image, which will be of no benefit to detect a faint 
target in the infrared image. Although the WYQ algorithm can reduce the noise in 
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the infrared image effectively, the whole brightness of the image is too high to 
prove some detail in the image from being lost. Especially, in Figure 2-(g), the faint 
target in the infrared image almost disappears completely so as not to be able to 
detect the faint target. Lots of burr is produced around the targets in Figure 3-(g) 
and Figure 4-(g), particularly at  the edges of the car and the plane. Compared with 
the above four algorithms, the new algorithm can efficiently reduce RN, GWN and 
MN in the infrared image while enhancing the contrast for the infrared image effi-
ciently. Further-more, some background clutter is also well suppressed. The new 
algorithm can keep the detail clear in the infrared image. For example, the faint 
target in Figure 2 (e) is extruded clearly.  

In order to prove the effect of the new algorithm, Figures 5-(a)-(c) draw three cost 
curves when RN, GWN and MN corrupt the image respectively. Where the horizontal 
axis shows the standard averaging variance, the vertical axis indicates the total cost of 
the five enhancing algorithms. From Figure 5, it is obvious that the visual quality of 
the enhanced image and robustness to the noise employing the new algorithm is more 
excellent than with the other four algorithms. Thus we can draw the same conclusion 
as from Figures 2, 3 and 4. 

(a)  Image  corrupted by RN     (b) Image corrupted by GWN      (c) Image corrupted by MN 

Fig. 5. Total cost of image added with three kinds of noise 

8   Conclusion 

Experimental results show that the new algorithm can enhance efficiently the contrast 
for the infrared image while reduce well the RN, GWN and MN in the infrared image. 
Employing the new algorithm, the detail in the infrared image can be kept. The visual 
quality of the new algorithm is much better than that obtained when using USM, HIS, 
GWP and WYQ. 
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Abstract.  A new filtering scheme using fuzzy generalized morphological op-
erators is proposed for suppressing speckle noise in images. The algorithm em-
ploys generalized morphological close-open and open-close operations with a 
directional structuring element, and acquires the several filtered versions with 
different directional structure elements respectively, then computes the fuzzy 
membership of the versions’ every pixel according to the designed fuzzy rule. 
The final filtered image is composed of all the pixels with corresponding 
maximal membership. Experiment result shows that performance of the pro-
posed scheme is superior to that of lee’s filter, F.safa’s algorithm and weighted 
morphological filter. 

1   Introduction  

Radar images, SAR images and ultrasonic images are used very widely in remote 
sensing and nondestructive evaluation applications. Such images are often contami-
nated with speckle noise. Speckle noise usually falls into two types, based on the 
method of image formation. The first type involves the random phase variation of the 
wave-front originating from each source point. This occurs when imaging through a 
turbulent medium. The shear beam imaging technique greatly reduces the formation 
of this type of speckle, therefore it was not considered here. The second case involves 
the random interference of the various phasors when they are scattered by the micro-
structure fluctuations on the target’s surface. This type of speckle is predominantly 
present in the current set of images, and usually causes high density spot-like fluctua-
tions in the images, and degrades the quality of the image. Hence it has badly affected 
image interpretation and unscrambling, reduces the ability of human observer to dis-
criminate fine details and decreases the accuracy of automated image classification 
and makes it difficult to identify features of interest. 

For these reasons, many techniques for reducing speckle noise have been pro-
posed in signal and image processing. The most notable include the Lee[1], 
Kuan[2], and Frost[3] filters applicable to SAR data. Meanwhile other filters not 
derived from speckle models, such as the mean filter, median filter[4], geometric 
filter[5], wavelet transform filter[6], and morphological filter[7][8] have also been 
applied for SAR speckle reduction. Evaluations of various filters can also be found 
elsewhere [9]. In recent years, morphological filter have attracted a lot of attention, 
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and several morphological filters for reducing speckle noise have been developed, 
such as the F.Safa algorithm, and weighted morphological filter, etc [7][8]. In this 
paper, we construct a speckle noise suppression scheme based on fuzzy generalized 
directional morphological filter . First, a series of directional structuring elements 
are taken to implement a noise removal algorithm in the processing of speckle noise 
corrupted images. Next, generalized directional morphological filter is described. 
Then, membership function is designed and a combined filter structure is intro-
duced. Finally, comparison is made in speckle noise suppression ability among our 
filter scheme and lee’s filter, the F.Safa algorithm, weighted morphological filter, 
and concluding remarks are given. 

2   Filter Scheme 

2.1   Structuring Elements Selection  

The morphological filters are combinations of two-dimensional morphological openings 
and closings or closings and openings, are not well adapted to the speckle case. This is 
due to the high variability of the speckle and to the tow-dimensional character of the 
structuring element. Even a 3×3 structuring element may contain one or several very 
sharp maxima or minima, so that an opening or a closing with respect to this element 
modifies the local value noticeably. To some degree, these drawbacks can be 
avoided by using linear structuring elements. Thus, In considerations of speckle 
noise removal and detail preserving abilities, our filter scheme is to use the structur-
ing elements p(five pixels) of a size in four directions u1,u2,,u3, u4 (Figure.1) and 
q(seven pixels) of a size in four directions u1,u2,,u3, u4 (Figure.1) in generalized morpho-
logical opening and closing. 

 

(a) 

 

(b) 

Fig. 1. (a) 5 points 4 directional linear structuring elements. (b) 7 points 4 directional linear 
structuring elements. 



1072 L. Jiang and Y. Guo 

2.2   Generalized Directional Morphological Filter 

Let )(nX denotes input image, )(nY denotes output image. Generalized directional 

morphological filter[10] is defined as 
ii qupu BBnXnY •= ))(()( o  ii qupu BBnXnY o))(()( •=  (1) 

Where o  denotes morphological opening operation, •  does morphological closing 

operation, ipuB  does structuring element with length p and direction ui, 
iquB does 

structuring element with length q and direction ui. 
ii qupu BB ⊂ , 2Zn ⊂ . Here, )(nX  

is employed generalized morphological opening-closing operations and closing-
opening operations with respect to 5 points 4 directional and 7 points 4 directional 
linear structuring elements, and acquire the eight filtered versions as 

ii

ii

qupu
j

qupu
i

BBnXnY

BBnXnY

o

o

))(()(

))(()(

•=

•=
                   p=5,q=7,i=1,2,3,4 ,j=i+4 (2) 

The more directions taken, the more details of images will be preserved, but at the 
expense of a degradation of speckle noise removal ability. In consideration of speckle 
noise removal and detail preserving abilities, fuzzy logic will be applied for more 
effectively suppressing speckle noise. 

2.3   Design of Fuzzy System 

One of the key features of fuzzy logic is its ability to deal with the typical uncertainty, 
which characterizes any physical system. In fact, fuzziness really affects many aspects 
of an image process: input signal can be noisy and incomplete. In this section, a new 
inference mechanism using speckle noise removal will be presented. 

Let the directional morphological filtered results )(nYi  be a digitized input signal. 

Let )(nXX n = be the noisy signal at position n, and let }{)( iXnW = be the set  

of neighboring samples, which belong to a window centered on nX . Let 

))(()( nWMeannm =  be the mean of all elements of window )(nW . 

The input variables of the fuzzy system are defined as the amplitude and mean dif-
ferences given by the following relationship: 

)()()( nmnYnS −=  (3) 

Because speckle-imaging model follows )()()()( nXnvnXnY += ( )(),( nYnX are 

output and input signal, respectively, )(nv is a random variable with mean 0 and 

variance 2
vσ ), the smaller the absolute difference between amplitude of the pixel and 

mean of the filtering window, the higher the membership of the pixel. Thus the fuzzy 
set can be based on the following rules: 

IF the absolute difference between amplitude of the pixel and its mean of all pixel 
amplitude in the filtering window is very large (e.g. larger than σ  which is the stan-
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dard variance of the amplitude in window )(nW ), THEN the membership of the pixel 

is very low. 
IF the absolute difference between amplitude of the pixel and mean of all pixel 

amplitude in the filtering window is very small (e.g. smaller than σ ), THEN the 
membership of the pixel is very high. 

Therefore, we use triangular-shaped fuzzy set by one parameter u for the pur-
pose of reducing speckle noise: here u represents the width of the fuzzy set, and 
u can be associated with the standard variance σ . In particular, we adopt three 
fuzzy sets labeled small (SM), medium (ME), and large (LA) (Fig.2) for the 

purpose of reducing speckle noise and image enhancement. There, uv ≥ . 

While the mean is small, fuzzy set labeled SM in Fig.2 is adopted, which the 
negative difference ( )(nS ) has higher membership than the corresponding posi-

tive difference. While the mean is large, fuzzy set labeled LA in Fig.2 is 
adopted, which the positive difference ( )(nS ) has higher membership than the 
corresponding negative difference. 

According to these fuzzy sets, we can estimate the membership )(nC
iY of )(nYi  

( 8,,2,1 L=i ) with respect to the filtering window )(nW . The fuzzy membership 

of every pixel is computed in the eight filtered visions.  Then in the directional mor-
phological filter, the output is modified as 

)()(
~

nYnZ I= with ))(( nCMax
iY

8,,2,1 L=i  (4) 

In some circumstances, )(
~

nZ may coincide with all )(nYi  ( 8,,2,1 L=i ). How-

ever, in the presence of speckle noise, the probability of coincidence will be very low. 
The output )(

~
nZ  can therefore be expected to remove the speckle noise more effec-

tively while edges are preserved. 

 

Fig. 2. Definition of triangular-shaped fuzzy set 

3   Experimental Results 

In this section, the performance of the proposed filter scheme is compared with that of 
Lee filter, F.Safa algorithm and weighted morphological filter. The original image of 
size 271 404(8 bits per pixel) is showed in Fig.3(a). The image Fig.3(b) are cor-
rupted by speckle noise. The image Fig.4(a) is MSTAR(Moving and Stationary  
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Target Acquisition Recognition) data from USA. The images restored by the notable 
Lee filter, F.Safa algorithm, and the weighted morphological filter are showed in 
Fig.3(c), (d), (e) and Fig.4(b), (c), (d), respectively. A 5 5 square window is chosen 
for both Lee filter and the weighted morphological filter. The images restored by the 
proposed filter scheme is showed in Fig.3 (f) and Fig.4(e). Then, performance of 
various filters including Lee’s filter, F.Safa’s algorithm, weighted morphological 
filter and the proposed filter scheme is examined through speckle-index[11] and nor-
malized mean square error (NMSE)[12]. The measured results are showed Table.1. 
The restored images show that Lee’s filter and weighted morphological filter can not 
preserve the geometrical features of images, and the measured results support the fact 
that the speckle noise suppressing performance of the proposed scheme is superior to 
that of F.Safa’s algorithm, weighted morphological filter, and nearly the same as that 
of Lee’s filter. 

                    

   Fig. 3(a). The original image                  Fig. 3(b). Noisy image 

                      

           Fig. 3(c). The image filtered by  
           Lee’s filter 

           Fig. 3(d). The image filtered by  
           F.Safa’s algorithm 

                    

             Fig. 3(e). The image filtered 
             by weighted morphological  

        Fig. 3 (f). The image filtered by  
        the proposed  filter scheme 
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Fig. 4(a). noisy image 

 

Fig. 4(b). The image filtered by Lee’s filter 

 

Fig. 4(c). The image filtered by F.Safa’s 
algorithm 

 

Fig. 4(d). The image filtered by weighted mor-
phological filter 

 

Fig. 4(e). The image filtered by the proposed filter scheme 

Table 1. Speckle-index and NMSE of noisy image and processed image 

Noisy image and algorithm Speckle 
-index 

NMSE Speckle-
index/MSTAR 

Noisy image 0.3032 0.0795 0.1625 

The proposed filter scheme 0.0382 0.0043 0.0364 

Lee’s filter 0.0417 0.0056 0.0358 

F.safa’s algorithm 0.2159 0.0617 0.0961 

Weighted morphological filter 0.0688 0.1534 0.0438 
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4   Conclusions 

We have presented a new filter scheme based on fuzzy morphological filter for reduc-
ing speckle noise in image. Experimental results show the filter scheme not only can 
suppress speckle noise more effectively but also can preserve the geometrical features 
of images. A comparison shows that the filter scheme is superior to lee’s filter, 
F.safa’s algorithm, weighted morphological filter although slightly more computation 
is required. 

Acknowledgements 

This paper is supported by the National Science Fund of China (60373034). 

References 

1. J. S. Lee. Speckle suppression and analysis for synthetic aperture radar. Opt. Eng.,Vol.25, 
No.5,pp.636-643,1986. 

2. D. T. Kuan, A. A. Sawchuk, T. C. Strand, and P. Chavel. Adaptive restoration of images 
with speckle. IEEE Trans. Acoust. Speech Signal Processing, Vol. ASSP-35, No.2,pp.373-
383,1987 

3. V. S. Frost, J. A. Stiles, K. S. Shanmugan, and J. C. Holtzman. A model for radar images 
and its application to adaptive digital filtering of multiplicative noise. IEEE Trans. Pattern 
Anal. Machine Intell., Vol. PAMI-4,No.1,pp. 157-165,1982. 

4. J. W. Tukey. Exploratory data analysis. MA: Addison-wesley, pp.18-68,1997. 
5. T. R. Grimmins. Geometric filter for reducing speckle. Opt. Eng., Vol.25, No.4, pp.652-

654,1986. 
6. Y. Dong, B. C. Forster, A. K. Milne, and G. A. Morgan. Speckle suppression using recur-

sive wavelet transform. Int. J. Remote Sensing, vol.19, no.2, pp.317-310, 1998. 
7. F.Safa, G. Fiouzar. Speckle removal based on mathematical morphology. Signal Process-

ing, Vol.16,No.4,pp.320-333,1989. 
8. M. H. Sedaaghi, Q. H. Wu. Weighted morphological filter. Electronics Letters, Vol.34, 

No.16, pp.1566-1567,1998 
9. J. S. Lee, I. Jurkevich, P. Dewalle, P. Wambacq, and A. Oosterlink. Speckle filtering of 

synthetic aperture radar images: A review. Remote Sensing Rev.,Vol.8, No.4,pp.313-
340,1994. 

10. Zhao ChunHui, Sun ShengHe and Qiao JingLu. A generalized morphological filter based 
on adaptive weighted average. Chinese Journal of Electronics. Vol.6, No.3,pp.76-81,1997. 

11. XiaHua Yang, Peng Seng Toh. Adaptive fuzzy multilevel median filter. IEEE Trans. On 
Image Processing, Vol.4, No.5,pp. 680-682,1995 

12. Dewaele P., Wambacq P, Oosterlinck A, et al.  Comparison of some speckle reduction 
techniques for SAR Images.IGRASS’90,Maryland,USA:the University of Maryland col-
lege Park, 2417~2422 



D.S. Yeung et al. (Eds.): ICMLC 2005, LNAI 3930, pp. 1077 – 1085, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Research of Vehicle License Plate Location Algorithm 
Based on Color Features and Plate Processions 

Yao-Quan Yang, Jie Bai, Rui-Li Tian, and Na Liu 

Faculty of Control Science and Engineering, North China Electric Power University,  
Baoding 071003, China 
yyq2201@163.com 

Abstract. Locating the region of a license plate is the key component of the 
vehicle plate recognition system. A novel method is adopted in this paper to 
replace the traditional method which is based on gray image. The method that 
sufficiently utilizes the color characteristics of the colored image is based on the 
color collocation of the plate’s background and characters combined with the 
plate’s structure and texture to locate the vehicle license plate. The plate’s 
region would then be emended and binarized. The location rate reaches 98% in 
experiments. 

1   Introduction 

Intelligent traffic system is the main direction in the development of traffic 
management, and the technique of automatic vehicle license plate recognition is the 
key component of this system. It plays an important role in the management of city 
streets, ports, airports, highways and parking lots. In the vehicle license plate 
recognition system, the plate location system is the most important part. In the past, 
limited by the speed and memory capacity of the CPU, plate recognition was mainly 
based on the gray image in order to recognize the vehicle plate in real time. But the 
defect of the gray image processing technique is its high error rate when the contrast 
is low or the luminance is unequal, or some other region’s structure and texture are 
similar to the plate’s region. In recent years, computer performance has improved 
significantly, and it is now possible to process a great deal of color information 
quickly and efficiently. Nowadays, more and more scholars locate the plate region by 
the colored image processing technique.  These methods are mainly as follows: 

1. First, segmenting the colors in the image by use of a neural network. 
Second, the horizontal and vertical projections of the plate’s background 
color are calculated. Then, the plate’s region is located using the ratio of the 
plate’s height and width [1].  

2. Based on gray image, template matching is used to find the corner points of 
the plate. If four possible corner points are found, the content of the 
quadrangle is checked on its spatial frequencies. Certain spatial frequencies 
are expected due to the characters in a plate. Only in the case where this 
frequency content confirms its presence, are the four corner points accepted 
as being the corner points of a license plate [2].  
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3. Processing the image’s edge with the distance of color space and similarity, 
and then segmenting the gray image from the candidates of plate region by 
texture to locate the plate [3]. 

The effect of the plate’s location is improved by these methods, but when the 
luminance varied or the plate was oblique in the image, the locating error rates were 
very high. If increased reliability is wanted, then full use should be made of the color 
information provided by the colored image. There is an important attribute of Chinese 
vehicle plates: there are only four plate background colors namely, blue, black, white 
and yellow. And there are only three colors used for the characters on the plate: black, 
red and white. Their collocations are fixed. With this attribute, we can quickly and 
efficiently locate the plate region.  

This paper is organized as follows. In the next section the methods overview is 
presented. The algorithm and other processes are discussed in detail in Section 3. The 
results of experiments are presented in Section 4 and Section 5 is the conclusion. 

2   Methods Overview  

All vehicle plates have the same important attributes such as structure and texture etc. 
These attributes are used to locate the plate’s region where the methods used are 
based on gray images. But there is another important attribute of the vehicle plate, 
which is the color collocation of the plate’s background and the characters. The image 
is made up of pixels. In a colored image, when the color model is RGB, every pixel is 
described by three vectors. They are R (red), G (green) and B (blue). We can find the 
plate’s region in the colored image with the several given colors of the plate’s 
background. But the color of the vehicle plate’s background in different provinces is 
not completely the same. Otherwise, the color of the plate would fade when the plate 
has been used for a long time. The same color’s R, G and B vectors will not be the 
same in luminance, either. To solve this problem, the color model should be 
transformed from RGB to HSV, because each color bolt is continuous in the HSV 
model. But when there are other objects in the image which have the same color as 
the plate’s background, it becomes difficult to locate the plate’s region. So we can 
utilize the color of the plate’s background combined with the characters’ color to 
detect the color edge. There are only five collocations of the plate’s background and 
characters in China:  

1. blue background with white characters on low-power cars;  
2. yellow background with black characters on high-power buses and lorries; 
3. black background with white characters on foreign organizations’ vehicles; 
4. white background with black characters or red characters on military or 

police vehicles.  

When the program is used to detect the color edge, every pixel in the image is 
firstly scanned. If a pixel’s color is found to be the same as a kind of plate’s 
background color or characters’ color, the program will look for the pixel with 
corresponding color around it. If the corresponding color appears on the pixel’s left or 
right, it will be considered to be a horizontal edge point. If the corresponding color is 
under the pixel or above the pixel, it will be considered to be a vertical edge point. 



 Research of Vehicle License Plate Location Algorithm 1079 

The edge points detected by this method are much less than that detected by common 
methods. This will make the location of the plate easier. 

3   Plate Locating Algorithm 

Before detecting the edge, the digital image should be preprocessed to eliminate 
disturbances such as mud or dirt and make the follow steps easier. 

3.1   Transformation of the Color Model 

There are many color models to describe color information such as RGB, HSV, Lab 
and so on. Generally, the image is described by the RGB model, which includes the 
three vectors R, G and B. They represent red, green and blue. The defect of this model 
is that the three vectors would obviously change when the luminance or contrast 
varied slightly.  But in the HSV model, color is presented by Hue (H), Saturation (S) 
and Value (V). The kind of color is decided by vector H, vector S decides the 
brightness of the color and vector V decides the color’s contrast. Color in different 
brightness and contrast can be obtained by adjusting vectors S and V. The formula to 
transform the RGB model to the HSV model is as follows[4]: 
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3.2   Color Edge Detection Based on the Fixed Color Collocation 

We can assume the color pixel that is waiting to be detected as S0 (x, y) = (H (x, y), S 
(x, y), V (x, y)). The H (x, y), S (x, y), V (x, y) in the equation are the hue, saturate 
and value vectors in the HSV color model. Getting pixels from S0’s left, right, up and 
down establishes a 5×5 matrix as figure1 shows (we call the matrix a detection 
matrix). 

Taking plates with a blue background and white characters for example, in order to 
decide whether the point that is waiting for detection is a horizontal edge point, 
vertical edge point or an oblique one; we clip the matrix into two parts in four 
different ways. The cutting lines in this method are the 3rd row, the 3rd column and  
the 45º, 135º diagonal of the matrix. Then setting up 16 variables, they are  
Left_Blue, Left_White, Right_Blue, Right_White, Up_Blue, Up_White, Down_Blue, 
Down_White, LeftUp_Blue, LeftUp_White, LeftDown_Blue, LeftDown_White, 
RightUp_Blue, RightUp_White, RightDown_Blue, and RightDown_White. Let them 
represent the number of the blue pixels and white pixels in the left part, right part, up 
part, down part, left up part, left down part, right up part and right down part. Among 
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them, left and right, up and down, left down and right up, left up and right down make 
up position pairs in order to detect the horizontal edge, vertical edge and 45º, 135º 
oblique edges. When the points that are waiting for detection aren’t blue or white, 
pass it. A corresponding detection matrix will be established if the pixel is blue (or 
white), and then every element in the matrix is scanned. Its position in the matrix 
should be found if an element is white (or blue), and then the corresponding variable 
adds one. For example, S2 is in the matrix’s left part, right part, left up part and right 
up part simultaneously in figure1. If it is blue, the variables Left_Blue, Up_Blue, 
LeftUp_Blue and RightUp_Blue will be added 1. After all the elements in the matrix 
are detected, the difference value between the four position pairs’ blue elements and 
white elements will be calculated. The equations are as follows: 

Vertical=|Left_Blue – Right_Blue| + |Left_White – Right_White| 
Horizon=|Up_Blue – Down_Blue| + |Up_White – Down_White| 
Slope45=|RightUp_Blue – LeftDown_Blue| + |RightUp_White – LeftDown_White| 
Slope135=|LeftUp_Blue – RightDown_Blue| + |LeftUp_White – RightDown_White|  

 

Fig. 1. 25 pixels around S0 make up of the detection matrix 

Because there are absolute value signs in the equations, whether the edge is blue-
white or is white-blue doesn’t have any effect on the difference value. Assuming a 
threshold value, if the difference value of a position pair is bigger than the threshold 
value, S0 is considered to be an edge point. 

3.3   Locating the Plate’s Region by the Plate’s Texture 

The edge points detected by the methods in Section 3.2 are much less than that 
detected by the method of the color space’s distance among the red, green and blue 
vectors. But when the color of the vehicle’s body is the same as the color in the 
several collocations, there will still be many disturbances after edge detection. In 
order to locate the plate’s region correctly, the plate’s structure and texture should be 
utilized. 

Because the number of characters on the plate usually ranges from 7 to 10 
(including Chinese characters, Arab numerals and English letters), the edge points on 
the horizontal direction are regulated and concentrated and the variance ratio of the 
edge points is steady. A threshold value can be assumed so that a region with more 
edge points than the threshold value can be considered as a candidate plate. Then  
the plate can be correctly located from the candidate plates by its variance ratio on the 
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horizontal direction. Through experiments, this method has proven to locate the 
vehicle plate from the colored image very well. It will fail only when there are some 
posters or advertisements that have the same color collocation with the plates in the 
image. But in practical situations, these cases are very few. 

3.4   Line Detection and Plate Emendation 

Restricted by the photo conditions, the image may be slightly oblique, which will make 
the following steps difficult. So, the plate’s region should be emended before the 
recognizing process.  

Because the oblique angle can’t be known beforehand, it is necessary to detect the 
borders of the plate to obtain the oblique angle. Therefore, line detection is important 
for plates’ emendation. Instead of the classic Hough transformations[5], this paper 
applies Random Algorithm to line detection[6]. This method’s advantages are that the 
amount of calculation and storage it needs are much less than when using the Hough 
transformation. The steps of this algorithm are as follows:  

• Detecting the image’s edge and setting up an edge-point-space V(x, y) with all 
the edge points. X and Y are the coordinate of points in edge-point-space. 

• Three points, which are p1(x1, y1), p2(x2, y2) and p3(x3, y3), are chosen at 
random from the edge-point-space then producing a line, L, by two of them. 
The equation of the line is as Equation (5).

baxy += . (5) 

Parameters in Equation (5) can be obtained from two points:  

 )()( ijij xxyya −−= . (6) 

 )()( ijijji xxxyxyb −−= . (7) 

The distance between the third point and the line made by the other two points can 
be obtained by Equation (8). If d is smaller than a certain threshold Td, the three 
points are considered to be on the same line L.  

12 +−−= abaxyd kk
. (8) 

A variable Num is set up to represent the number of edge points, which are on the 
line L. Then the edge-point-space is scanned point by point. If the distance between an 
edge point and the line L were smaller than threshold Td, variable Num would add one. 
After scanning the space V, variable Num and another threshold Ts are compared. If 
Num is bigger than Ts, line L is the plate’s border. All the points on line L will be 
deleted from space V, then go on to detect another border of the plate. If Num is smaller 
than Ts, obtain three other points at random from space V and repeat steps above. 

The oblique cases of the image can be classified into horizontal oblique, vertical 
oblique and horizontal-vertical oblique[7] as figure. 2 shows.  

Based on the slope Ki of the line, which is detected in the steps before, the plate’s 
region can be horizontally emended at first. As figure 3(a) shows, the coordinates of 
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point p0 change from (x0, y0) to (x1, y1), but the distance between point and origin 
doesn’t change.  

α

β

α

β

 

Fig. 2. Three oblique cases: horizontal oblique, vertical oblique and horizontal-vertical oblique 

Based on the slope Ki of the line, which is detected in the steps before, the plate’s 
region can be horizontally emended at first. As figure 3(a) shows, the coordinates of 
point p0 change from (x0, y0) to (x1, y1), but the distance between point and origin 
doesn’t change. 
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Fig. 3. This figure shows how to emendate the image horizontally and vertically 

The horizontal-oblique-angle  in figure 3(a) can be obtained by Equation (9). The 
relation between (x0, y0) and (x1, y1) is as per Equation (10).  
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The vertical-oblique-angle  also can be obtained by Equation (9). The point’s 
ordinate needn’t be changed; its abscissa variance can be obtained by Equation (12).  

)tan(0 βyx =Δ . (12) 

3.5   Vehicle License Plate Binarization 

To recognize the characters on the plate quickly and easily, binarization is necessary. 
This step of the process means the image can have only two colors. They are black 
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and white. One of the difficulties with plate binarization is the plates’ diversification. 
Because there are four types of plates with different colors of background and 
characters, there will be two types of binary image after binarization. For example, a 
plate with a blue background and white characters will be a black background with 
white characters after binarization. But a plate with a yellow background and black 
characters will become a white background with black characters. So they must be 
standardized to one form (black background with white characters) in order to make 
the subsequent steps easy. 

Another difficulty is the selection of the threshold value. The iteration method is 
adopted in this paper to compute the most appropriate threshold value. The basic 
principle of this method is as follows:  
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First, the image should be made into gray. Second, the image’s gray histogram is 
calculated. Third, select the median of the gray value’s scope as the initial threshold 
value (assume that there are L gray levels in all), and then iterate the threshold value 
as Equation (13). 

In Equation (13), hl is the number of the gray level l. The iteration will be over 
when Ti+1=Ti. Making the final Ti is the threshold value T. The initial value of 
parameter K in Equation (13) is 0.6. Then iterate it by Equation (14).  
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The principle is: the ratio between the total number of background pixels and the 
characters’ pixels is fixed (about 2.0). In Equation (14), parameter S represents the 
ratio. Although S will vary a little along with the variation of the characters’ 
complication in the plate (the scope is between 1.8 to 2.5 from experiments), the value 
of S can reflect approximately the correctness of the threshold value. So the parameter 
K should be adjusted on the basis of S every time it iterates as follows:  
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With this method, adjusting the iteration parameter automatically achieves an 
accurate threshold value. Its self-adapting ability is very strong, and the threshold 
value obtained by it is very accurate. 

4   The Result and Analysis of Experiment 

Figure 4 (a) is a blue mini bus with a plate of blue and white collocation. Though the 
vehicle’s body is blue, there are not many blue-white boundaries around the region in 
the image. Therefore, edge points detected by the method of fixed color collocation 
(shown in figure 5 (b)) are much less than that detected by common methods (shown 
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in figure 5 (a)). As figure 5 (b) shows, the plate’s structure and texture are very 
apparent. The vehicle plate can be located easily and quickly as figure 5 (e).  

 
Fig. 4. In this figure are colored vehicle images. The left vehicle in the figure is a mini-bus with 
a plate of blue and white collocation, and the right one is a lorry with a plate of yellow and 
black collocation.  

Figure 4 (b) is a lorry with a plate of yellow and black collocation. The edge points 
detected by the method of fixed color collocation are shown in figure 5 (c). Figure 5 
(d) shows the edge points detected by common methods. The plate’s region is located 
as figure 5 (f) shows. 

 

Fig. 5. This figure shows the comparisons between the result of edge detection used of traditional 
method and fixed color collocation. The plate’s region that is located by the plate’s texture is 
shown in this figure too. 

The method is tested by locating 500 images of each kind of vehicle that were 
taken by digital camera in varying weather, illumination, vehicle speed, perspective 
and geometrical conditions. Each image contains the head of the vehicle, plate and 
natural scenery. In experiments, the program, which is written with Visual C++ 6.0 
and launched on a computer with P4 2.4G CPU and 512M memory, takes 1 to 2 
seconds. This proves that the program based on this method can fulfill the request of 
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real-time. The number of plates located correctly is 491, so the correctly locating rate 
is 98.2%. The images that failed to be located can be categorized as follows: 

1. The faded condition of the plate was so serious that the colors of the plate’s 
background and characters couldn’t be properly distinguished.  

2. The camera was too far from the vehicle, so that the plate in the image was 
too small.  

3. The characters on the plate merged into the plate’s background. In the two 
cases where this occurred, the colors of the characters and background 
were almost the same; corresponding color collocation is not be well 
detected under this circumstance.  

Therefore, the algorithm needs improving to cater for these conditions. 

5   Conclusions 

In this paper, a novel method based on fixed color collocation is put forward to locate 
vehicle plates. This method’s characteristic is to locate the plate quickly and 
efficiently by the color collocation of the plates’ background and characters combined 
with the plates’ structure and texture. In this method, the color information from the 
colored image is reasonably utilized to greatly decrease the edge points. With this 
method, it also eliminates the disturbances of the fake plate’s region whose structure 
and texture are similar to the vehicle plate but don’t match the plate’s fixed color 
collocation. Experiments prove that this method is efficient in locating vehicle plates 
in colored images.  

Instead of the classic Hough transformation, an improved random algorithm for 
line detection is used in vehicle plate emendation to obtain the gradient angle of the 
image. Then the plate’s region is emended and binarized. Experiments prove that the 
efforts are worthwhile. 
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Abstract. To quickly and accurately estimate average size of densely packed 
particles on a fast moving conveyor belt, a new image processing method is de-
signed and studied. The method consists of two major algorithms, one is a one-
pass boundary detection algorithm that is specially designed for the images of 
densely packed particles (the word “particle” is used in a wide sense), and the 
other is average size estimation based on image edge density. The algorithms 
are cooperative. The method has been tested experimentally for different kinds 
of closely packed particle images which are difficult to detect by ordinary im-
age segmentation algorithms. The new method avoids delineating and measur-
ing every particle on an image, therefore, is suitable for real-time imaging. It is 
particularly applicable for a densely packed and complicated particle image 
sequence. 

1   Introduction 

In a quarry, the average size of aggregate particles is not only a quantity to be used for 
evaluating the quality of aggregates, but also important information for adjusting the 
crushers, e.g., their apertures. A main indicator of a normal crusher operation is aver-
age size. In control systems for automatic crushing, a feedback loop involving aver-
age aggregate particle size from real-time processing could mean substantial  
improvement of the crusher stage of the production flow. In this kind of applications, 
a CCD camera should be mounted looking down on a bed of crushed aggregates  
being transported on a conveyor belt from a crusher. Such work was reported in [1-6]. 

The aim of aggregate particle delineation is to measure the different parameters of 
an individual particle. From literature review, there are a large number of publications 
dealing with aggregate (or rock fragmentation) image segmentation and processing 
[1-6]. Since it is difficult to obtain the same type of aggregate images in different 
working environments, the image segmentation algorithms [1-6] should be different. 
In our case, the application properties are: (1) the complexity of images: where parti-
cles are wet and glue together, and the particles on belt surface are looking like clay 
sometimes, an ordinary segmentation algorithm is hard to be used for particle delinea-
tion; (2) image acquisition: ordinary cameras are difficult to close to belt to acquire 



Fast Measuring Particle Size by Using the Information of Particle Boundary and Shape 1087 

high accuracy images, so, the number of pixels is limited for a particle, which causes 
image segmentation difficult too, and (3) speed of image processing: the industry 
manufacture needs an online processing, so, the time consuming and complex image 
processing and segmentation algorithms should not be used. One image example is 
shown in Fig.1, where, the belt moving speed is about 2.5 m per second, the particle 
size is between 0.1 and 3.0 mm, the particles are wet, and the average particle size is 
needed to be estimated online. 

In this paper, we will illustrate a new method for quick estimation of densely 
packed aggregate particles on a fast moving conveyor belt.  The method mainly con-
sists of the two algorithms: (1) the algorithm of one-pixel-wide edge detection in one-
pass (directly thresholded), and (2) the algorithm for directly converting image edge 
density to the average size of the aggregate particles. 

To meet the engineering requirements of online inspection or monitoring, cur-
rently, real time image feature detection is a hot topic [7-8]. To estimate particle size 
based on edges, the similar work was done [1]. To overcome the problems in the 
previous work, new edge detection algorithm was studied. The new algorithm does 
not need any threshold algorithm for image binarisation, and particle size estimation 
can be done directly. The processing speed is suitable for online video image  
sequence. 

Edge density is the percentage of particle boundary area to image area (particle in-
ter area and void space area), and it may reflect average size. The underlying question 
is not whether or not edge density is used for estimating average aggregate size, but 
rather, more generally: is there a reliable short-cut method by which the standard 
procedure of first segmenting the image into aggregate particles and background is 
by-passed, so as to obtain direct estimates of average size? 

A direct approach for estimating edge density may be based on, e.g., an edge detec-
tor. By size of aggregate particles, we mean the diameters or approximate diameters 
of aggregate particles, in what follows. Under the assumption of closely packed ag-
gregates of roughly elliptical-like shape, we show that there is a relation between on 
one hand average size and on the other edge density, an average shape factor, and 
variance of size. If the variation of size is not too large, the edge density and an aver-
age shape factor are sufficient for estimating average size, and the estimation is within 
an accuracy of 5 to 10 percent. The estimation of average size involves average shape 
factor calculations as an intermediate step. We believe that average shape estimation 
could be done in cleverer ways in the future. The approach taken in this paper is just 
good enough to illustrate the usefulness of the edge density-base average size estima-
tion, or, almost equivalently, automatic approximate counting of number of particles 
in an image, from edge density. 

One image example is shown in Fig. 1a, where, belt moving speed is about 2.5 m 
per second, the particle size varies from 0.1 to 1.5 mm, the particles are wet, and the 
average particle size needs to be estimated online. It is impossible to use a traditional 
image segmentation algorithm to delineate an individual particle on this kind of im-
ages (Fig. 1b). To estimate the average size of a mass of aggregate particles, there are 
many ways, such as using the relationship between image grey level and particle 
average size. There is a large grey level variation on a belt even the average size being 
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the same in a sequence of image frames, but the edges of particles may give stable 
information for estimation of the average size of particles. Therefore, the new meth-
ods of edge detection and average size estimation are presented in the following  
sections.  

 
(a)                                                        (b) 

Fig. 1. (a) Particles on a moving belt. (b) A part of the image from the square in (a). 

2   Edge Detection Algorithm 

Edge (or ridge) detection is a fundamental operation in image processing and com-
puter vision, because it is useful for object delineation and recognition. There are a 
huge number of papers dealing with this topic. Marr and Hildreth [9] described a 
method for determining the edges using the zero-crossings of the Laplacian of 
Guassian of an image. Haralick [10] determined edges by fitting polynomial func-
tions to local image intensities and finding the zero-crossings of the second direc-
tional derivative of the functions. Canny [11] determined edges by an optimization 
process and proposed an approximation to the optimal detector as the maxima of 
gradient magnitude of a Gaussian-smoothed image. Clark [12] found a method to 
filter out false edges obtained by the Laplacian of Gaussian operator. Bergholm [13] 
introduced the concept of edge focusing and tracked edges from coarse to fine to 
mask weak and noisy edges. Elder and Zucker [14] determined edges at multitudes 
of scales. For a survey and comparison of the edge detectors, the reader can refer to 
[15]. Among the edge detection methods so far, the Canny edge detector is the most 
rigorously defined operator and is widely used. Canny also implemented a ridge 
detector. However, it is difficult to design a general edge detection algorithm which 
performs well in many contexts and captures the requirements of subsequent proc-
essing stages. Conceptually, the most commonly proposed schemes for edge detec-
tion include three operations: differentiation, smoothing and labeling.  

 The goal of edge detection in our case is to quickly and clearly detect the 
boundaries of particles, it is not necessary to close every particle’s boundary (it is 
too hard), but it should produce less gaps on boundaries and less noise edges on the 
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particles. To reach this goal, we tested several widely used edge detection algo-
rithms for a typical particle image; in Fig. 2, (a) original image (150x240x8 bits), 
(b) Sobel edge detection result that includes too much white noise, (c) Robert edge 
detection result that is mass, (d) Laplacian edge detection result that miss bounda-
ries much, (e) Prewitt edge detection result that is similar to (a), (f) and (g) Canny 
edge detection results which are thresholding value dependent, and (h) the result from 
our developed one-pass boundary detection algorithm (presented in this paper).  By 
comparing results from the seven tests, the new algorithm gives the best edge (bound-
ary) detection result. Our algorithm is actually a kind of ridge detector (or line detector). 

To overcome the disadvantages of the above first six edge detection algorithms, we 
studied a new boundary detection algorithm (Fig. 2 (h)) based on ridge (or valley) 
information. We use the word valley as an abbreviation of negative ridge. The algo-
rithm is briefly described as follows: 

A simple edge detector uses differences in two directions: ( ) ( )yxfyxfx ,,1 −+=Δ  

and ( ) ( )yxfyxfy ,1, −+=Δ , where ( )yxf ,  is a grey scale image. In our valley 

detector, we use four directions. Obviously, in many situations, the horizontal and 
vertical grey value differences do not characterize a point, such as P (in Fig. 3), well.  

 
 (a)  (b)  (c)  (d) 

 
 (e)  (f)  (g)  (h) 

Fig. 2. Testing of edge detection algorithms. (a) Original image; (b) Sobel detection; (c) Robert 
detection; (d) Laplacian detection; (e) Prewitt detection; (f) Canny detection with a high thresh-
old; (g) Canny detection with a low threshold; and (h) Boundary detection result by the new 
algorithm. 
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In Fig. 3, we see that P is surrounded by strong negative and positive differences in 
the diagonal directions: 

045 <∇ , and 045 >Δ , 0135 <∇ , and 0135 >Δ , whereas, 00 ≈∇ , and 00 ≥Δ , 090 ≈∇ , 

and 090 ≈Δ , where Δ are forward differences:  ( ) ( )jifjif ,1,145 −++=Δ , and  

∇  are backward differences: ( ) ( )1,1,45 −−−=∇ jifjif  etc. for other directions. 

We use ( )αα ∇−Δmax  as a measure of the strength of an edge point. It should be 

noted that we use sampled grid coordinates, which are much more sparse than the 
pixel grid nx ≤≤0 , my ≤≤0 . f  is the original grey value image after slight 

smoothing.  

 
(a)                                                                  (b) 

Fig. 3. Examine the point P, determining if it is a valley pixel, or not. Circles in the sparse  
(i, j)-grid. It moves for each P ∈ (x, y)-grid. (a) A grey value landscape over layered with a 
sample point grid. (b) PA-PB section. 

What should be stressed about the valley edge detector is: 

(a) It uses four instead of two directions; 
(b) It studies value differences of well separated points: the sparse 1±i  corresponds 

to Lx ±  and 1±j  corresponds to Ly ± , where 1>>L , in our case, 73 ≤≤ L . In appli-

cations, if there are closely packed particles of area > 400 pixels, images should be 
shrunk to be suitable for this choice of L. Section 3 deals with average size estima-
tion, which can guide choice of L; 

(c)  It is nonlinear: only the most valley-like directional response ( )αα ∇−Δ  is used. 

By valley-like, we mean  ( )αα ∇−Δ  value. To manage valley detection in cases of 

broader valleys, there is a slight modification whereby weighted averages of ( )αα ∇−Δ - 

expressions are used. 
( ) ( ) ( ) ( )ABAB PwPwPwPw αααα ∇−∇−Δ+Δ 1221

, where,
AP  and 

BP  are shown in Fig. 3. 

For example, 21 =w  and 32 =w  are in our experiments. 

(d) It is one-pass edge detection algorithm; the detected image is a binary image, 
no need for further thresholding. 
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(e) Since each edge point is detected through four different directions, hence in the 
local part, edge width is one pixel wide (if average particle area is greater than 200 
pixels, a thinning operation follows boundary detection operation); 

(f) It is not sensitive to illumination variations, as shown in Fig. 4, an egg sequence 
image. On the image, illumination (or egg color) varies from place to place, for 
which, some traditional edge detectors (Sobel and Canny etc.) are sensitive, but the 
new edge detector can give a stable and clear edge detection result comparable to 
manual drawing result.  

The new algorithm includes only some kind of differentiation - one of the three op-
erations (differentiation, smoothing and labeling) by comparing to ordinary edge 
detectors. It is a kind of line detection algorithm, but detecting lines in four directions. 

After boundary detection, the edge density will be counted and converted to parti-
cle size; the next section presents our particle size estimation algorithm. 

3   Size Estimation Based on Edge Density 

Consider the case of an image of closely packed aggregate particles, which can be 
approximated by ellipses in the image plane. The approximation is not done for the 
purpose of describing the shape of individual aggregate particle, but for setting up a 
model for relating edge density to average size. The concept size is defined below. 

The ellipses are indexed 1,2, ,i n= L . Let minor and major axes be iW and iL , 

with i iW L<  and i i ir W L= . Below, we use 
iL  as a measure of size, and call it length. 

Denote area and perimeter by 
iA and

iP , respectively. Assume that there are no 

boundaries in the interior of the ellipses. Define the following edge density concept
*δ : 
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where,  E is the complete elliptic integral. 
The last equality is due to the mean value theorem of integrals: 

( ) ( ) ( ) ( )G x H x dx G H x dxξ= , which also applies to sums if we replace discrete 

functions by continuous step functions 1 2, [1, ]nξ ξ ∈ .The more precisely: 
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Where 1ξ  is a value between 1 and n for which equality holds?  

The value )( 2ξr is by definition a weighted average of 
nrrr ,,, 21 L with 

= niLL ii ,,2,1,22
L  as weights, and 2))1((1 ξr+  is another weighted average, but 

with = niLL ii ,,2,1, L as weights. Note that )()( 21 ξξ rr ≠ , in general. 
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Where L  is average length ( LnL = −1
), and 

2
Lσ  the sample variance of L defined as 

2
Lσ =

21 )( LLn i −−
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The “average shape factor”.(When all ellipses are of  the same form ri =r, ∀ i, it is 

easily seen that ssi =  .) One may note that the shape factor is closely related to com-
pactness P2/A. The approximation 2/)1(5.0)1( 22 xrE +≈− π  comes from Spiegel 

1992, and is fairly well known. 

With known average shape factor = s , average size L  in a single frame can be 
solved from Eq.2, using Eqs.5-6: 

*

2

δ̂
σ s

AP

s

L
L

L ==+       (7) 

We now have a relation between average length L  and a kind of edge density *δ
) . The 

measured edge density in our experiments δ
)

 is related to *δ
)

 by *δ
)

= ·δ
)

 where the 
factor>1 accounts for the empty space between aggregates (not included in A ), as 
discussed earlier. Now, introduce the quantity LLL /~ σσ = , which is a kind of normal-

ized standard deviation. Then, LLLL LL ⋅+=+ 22 ~/ σσ , leading to 

)~1(ˆ 2
L

s
L

σδβ +⋅
=                     (8) 

Of course, we should not expert to be able to calculate the average )( 1ξr  and )( 2ξr  

exactly. An approximation   )( 1ξrrm ≈ , )( 2ξrrm ≈  may be calculated from crudely 
segmented data by using a kind of “equivalent ellipse” concept, yielding an estimate 

mm rrs 21)24( +⋅=       (9) 

As the shape factor we use in the experiments. 
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4   Examples 

Let’s take two examples in the following. The first example is aggregate particles of 
sieving size between 32-64 mm. The images are shown in Fig. 4. The image sequence 
is used and Table 1 displays the results for the first 8 frames of that sequence. In Ta-

ble 1 we can see that the estimate of N, i.e. eN̂ , here only marginally differs from the 

“ground truth” (i.e. counting and segmentation by hand), |ˆ| NNe − <5. The average 

percentage error 100· |ˆ| NNe − /N is about 7%. This demonstrates the utility of using 
edge density (together with the shape factor) for estimating number of aggregate par-
ticles and average size. 

One may also note that average size estimates ( N̂ -estimates) whether based on 
edges are quite stable. A fairly constant level of N in the sequence is reflected in just 

small fluctuations in eN
)

 or iN
)

 in Table 1. 

Table 1. the number estimation of the eight images 

Image 
tote nn=δ̂  new

Mt  eN̂  2±N  

#1 0.1842 18.4 44.6 42 
#2 0.1807 19.7 42.9 44 
#3 0.1818 19.5 43.5 42 
#4 0.1823 18.8 43.7 42 
#5 0.1860 18.6 45.5 42 
#6 0.1882 18.4 46.5 42 
#7 0.1892 18.2 47.0 50 
#8 0.1859 18.6 45.4 46 

 

Fig. 4. The sequence of eight aggregate images. From top-left to the bottom-right, they are 
images #1, #2, …, #8. 
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The second example of aggregates is of particle size between 0.1 and 1.5 mm. The 
original image is on the Figure 1a. In Figure 5, the top image is edge detection result 
by using the above described edge detection algorithm, and bottom image is a semi-
automatic segmentation result which gives average size 0.45 mm (1992 particles), and 
the new method for average size estimation is 0.4396 mm. The two results are very 
close, say, difference is 2.3%. 

For the two examples, we compared the processing speeds between the new 
method and watershed segmentation algorithm (even it doe not correctly delineates 
aggregate particles), the result is that the new method is 500-1000 times fast than 
ordinary segmentation method (image size 512x512 pixels) in a PC (2Ghz) environ-
ment (Windows 2000). 

.  

Fig. 5. Edge detection and image segmentation results on the image. Top image is edge detec-
tion result, and bottom image is segmentation result by a semi-automatic procedure. 

5   Conclusions  

We have presented a method for estimating average size of densely packed particles 
on a moving conveyor belt. The method mainly consists of one-pass valley edge de-
tection (boundary detection) and estimation of particle size, and it is suitable for an 
online system. The algorithms can also be used separately. We have shown the results 
of experiments on image sequences of aggregate particles. For closely packed aggre-
gate particles (difficult to delineate), the use of edge density to estimate the number of 
particles and or average size is a quite reasonable method. The new boundary detec-
tion algorithm detects edges in one-pass (without thresholding and labeling), and the 
algorithm is robust for the images of a mass of particles. Particle size estimation is 
carried out based on edge density and a shape factor. The proposed two algorithms 
can also be used in many other fields where multiple and complicated objects are 
densely packed. 
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Abstract. In this paper, we propose a statistical scheme to judge the ac-
tivity level measurement (ALM) that is based on wavelet-domain hidden
Markov model (WD-HMM) and maximum likelihood (MLK). The source
images are firstly decomposed by the wavelets and only the coefficients
in the high frequency (HH) are utilized. Considering the shift-variance of
wavelets, the merged image is obtained from the source images directly.
The regions of each source image are obtained by the Hough transform
(HT) and their ALM are decided by the ALM of their coefficients in HH
according to MLK. Finally, two multi focus images are merged by our
new framework. The fusion results show the high ability of our scheme
in preserving edge information and avoiding shift-variant.

1 Introduction

Multi focus is an important topic in image fusion, especially in improving the
quality of images in digital camera [1] [5]. The term, image fusion, denotes a
process generating a single image, which contains a more accurate description
of the scene than any of the individual source image. This fused image should
be more useful for human visual or machine perception. The source images in
image fusion are perfectly registered in assumption. In this paper, the term,
“the source images”, denotes the original images that should be fused, and “the
fused image” or “the composite image” denotes the fused image from the source
images.

In multi focus fusion, there are several source images in which some regions
are in focus while others are out of focus. These regions are related to the objects
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that are in focus or out of focus of the lens. The target of multi focus fusion is
to choose the in focus regions from the source images and compose these regions
to a fused image whose regions are all in focus [1] [9]. Since region is a more
reasonable structure in multi focus fusion, the region based scheme is used in
our new framework.

However, most image fusion schemes are based on pixel-level, which require
more complex frameworks to ensure the consistency of fused images [1].

Recently, many researchers recognized that multiscale transforms (MSTs)
are very useful for analyzing the information content of images for the purpose
of fusion [1] [9] [5] [4] . Most Common MSTs include the pyramid transform
(PT), the discrete wavelet transform (DWT) and the discrete wavelet frame
(DWF). The basic idea is to perform a multiscale transform on each source im-
age, and then constructs a composite multiscale representation from the source
images. The fused image is obtained by taking an inverse multiscale transform.
Thus how to overcome the shift-variance of the MSTs becomes a crucial prob-
lem. Although there are some shift-invariant MST techniques, the computation
complexity hampers the applications of them [1].

In addition, traditional MST techniques measure the activity level (MAL) of
an MST coefficient by the local energy in the space spanned by the term in the
expansion corresponding to the coefficients. Although the local energy can partly
show the nature of the coefficient in a simple way, constructing a unified theory
of this measurement is still an unsolved problem. A more reasonable alternative
is statistical techniques, which have not yet been found in literatures.

Most recently, WD-HMMs have been used widely in image processing and
obtained good processing results because of their high ability to capture the
structure information of images even on simple scalar transformation domain
[7][3]. Besides this, WD-HMMs also allow us to utilize the prior information in
a proper way. Therefore we try to set up a new framework based on WD-HMM
to utilize the prior efficiently.

1.1 Some Discussions

The basic ideas to construct the new framework are as follows:

1. The new framework should avoid the shift-variance of wavelets;
2. The new framework should utilize the prior in a proper way;
3. The ALM of coefficients should be decided by the statistical method;
4. The regions should be split according to the nature of the source images;
5. The ALM of regions should be decided on the ALM of the pixels in each

region.

These ideas combined with the nature of multi focus fusion help us to con-
struct a completely different fusion scheme from others.

Although most fusion schemes did not consider the prior, it is fortunate that
the prior can be extracted easily in multi focus applications. The prior can be
obtained from training WD-HMMs. Therefore, two WD-HMMs related in focus
images and out of focus images can be easily acquired.
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Since there are only two types of region in the source images, the judgement
of ALM becomes simple. Then we can obtain some conclusions about the prob-
lem:

1. The difference between two types of region is mainly on high frequency
since out of focus regions are blurred while in focus are not [6] [9]. That is the
reason why wavelets can help us improve the fusion results and why we only select
coefficients of HH in judgement. The contextual HMM, which can efficiently
group the high frequency coefficients, is selected [3] [7].

2. The source images can be split into different regions by HT since the digital
camera can focus on different objects to obtain the source images [8] [11] . In our
scheme, both the source images and HH bands are split to avoid the registration
between wavelet coefficients and the source images.

3. In order to avoid the shift-variant of wavelets, only wavelet decomposition
is used to decompose the source images into different wavelet subbands, while
wavelet reconstruction is not used [9].

4. Since two trained HMMs are obtained previously, the ALM of each pixels
can be determined by the HMMs and MLK; that is, compute the likelihood of
each coefficient in the source image, and then compare the likelihoods of each
coefficient: if the likelihood of out of focus is bigger than the in focus, the coeffi-
cients is out of focus; otherwise, it is in focus. Therefore, each coefficient of the
source images are labelled by the label, whose value is out of focus or in focus [7].

5. Base on the results of discussion 4, the labels of the regions in the source
images are decided in a simple way. Since the source images are also split into
the same regions as in HH, the label of the region in HH can be given to the
relative regions of the source images directly.

Based on the discussion, the basic issues of image fusion are solved completely
and the new framework is set up. The contents of this paper are as follows: in the
next section, we will introduce some backgrounds about our framework; then the
structure of the scheme is discussed step by step; after that, experiment results
will be given; some discussions about the experiments and future work will be
presented finally.

2 Background

In this section, we will introduce some background about our scheme, including
HT, contextual HMMs and likelihoods etc.

2.1 WD-HMM

To accomplish image fusion, we model each wavelet coefficient as a realization
from mixture Gaussian model(MGM), whose parameters should be estimated
using EM algorithm. The estimation of the parameters for a given coefficient is
conditioned on a function of its neighboring coefficients, a method called context
[3], which can group the high frequency coefficients efficiently. Now, given that
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one can estimate the parameters for each coefficient, the final step is to use them
for image processing.

To each wavelet coefficient Wi,j , we associate a discrete hidden state Si,j that
takes on values m = 0, 1, where 0 represents the small state and 1 represents the
large state, with pmf PSi,j (m). Conditioned on Si,j = m, Wi,j is Gaussian with
mean μi,j,m and variance σi,j,m. Thus, overall pdf of the MGM is given by:

fWi,j (ωi,j) =
1∑

m=0

PSi,j (m)fWi,j |Si,j
(ωi,j |Si,j = m) (1)

The context for Wi,j is defined as a length P vector Vi,j = [Vi,j,1, Vi,j,2, , Vi,j,P ]
formed as a function of the wavelet or scaling coefficients. We condition Si,j on
Vi,j to predict the parameters of Wi,j . The idea is for Vi,j to provide supplemen-
tary information to the HMM, so that, given the context, we can treat the wavelet
coefficients as independent. Therefore, the overall pdf of contextual HMM is:

fWi,j (ωi,j) =
1∑

m=0

PSi,j |Vi,j
(m|vi,j)fWi,j |Si,j

(ωi,j |Si,j = m) (2)

In fact, there are several methods which condition Si,j on Vi,j . However, the
idea of context modelling is the same. That is, clustering pixels with similar
context for parameter estimation. The conditioning is based on the context,
and each class is formed by clustering coefficients whose context falls within a
specified range. The distribution parameter is estimated from the coefficients for
each class, which is then used to fuse the image.

In order to clarify our explanation, we show a context parts wavelet coeffi-
cients into two groups in this paper. The context value for Wi,j is defined as:

vi,j =
{∑i+1,j+1

i−1,j−1 ωi,j > δk : vi,j = 1
otherwise : vi,j = 0

where δk is the average energy of the scale.
This simplest context can cluster coefficients into two groups: one is with

small local energy and the other is with large local energy. Since the high fre-
quency is more useful in determining the quality of the source images, only the
coefficients with large local energy are used in judgement. This will be discussed
in detail in subsection 2.3.

In order to utilize the prior, two HMMs are trained using EM algorithm
whose recursive formula are given in [3]. The aim of training is to obtain the pa-
rameters of the contextual HMMs and different observations will lead to different
parameters. From pattern recognition review, the parameters can be considered
as the features and the types of the new observations can be determined by the
“distance” from different types.

In our context, the “distance” is defined as the function of likelihood and the
type is determined as the type of HMM with large likelihood. The details about
likelihood will be discussed in subsection 2.3.



1100 Z.W. Liao et al.

In our applications, two images, one in focus and the other out of focus, are
used to train two HMMs separately. Therefore, we can obtain two different sets
of parameters and these parameters will be used in determining the types of the
coefficients in the source images.

2.2 Hough Transform

The Hough transform is the most popular technique for digital straight line
detection in a digital image. The form proposed by Duda and Hart [10] is

ρ = x cos θ + y sin θ (3)

where ρ is the distance of the point of origin to the line and θ is the angle of the
normal to the straight line with the x-axis.

The (ρ, θ) space is segmented into cells with length Δρ and width Δθ. Each
point in (x, y) space corresponds to a straight line in (ρ, θ) space. Therefore, all
points on the same straight line in (x, y) space will intersect at the same point
of space (ρ, θ) in theory.

Each point in (ρ, θ) space corresponds to a straight line in (x, y) space. The
number of votes of a certain straight line (ρj , θj) is kept in the member of the
accumulation matrix C[i][j].

The initial values of all members of the accumulation matrix are set to zero.
For each feature point (x, y) and for each θj , Equation 3 is used to calculate the
corresponding ρ(θj , x, y). After the ρj , which is the member of the segmentation
set along the ρ-direction that is closest to the calculated ρ, is found, the number
of votes of the cell that corresponds to ρj , θj is incremented by one. A highly
voted cell is an indication of the existence of a digital straight line segment.

2.3 Likelihood

Since the HMMs have been trained, we will discuss the classification method
using the trained HMMs. This is the basic problem for HMMs [2]: Given the
observation sequence O = (o1, o2 · · · oT ), and the model λ, how do we choose a
corresponding state sequence q = (q1, q2 · · · qT ) that is optimal in some sense
(i. e., best “explains” the observation)? This problem is the one in which we at-
tempt to uncover the hidden part of the model- that is, to find the “correct” state
sequence. In our paper, we used the max-likelihood as an optimality criterion.
The parameter λ has been decided by the EM algorithm, where the likelihood
function is defined as:

L(λ) = P (X |λ) =
N∏

k=1

P (xk|λ) (4)

As mentioned in subsection 2.1, the probability distribution function of each
wavelet coefficient is Gaussian mixture distribution conditioned on a context,
and λ is the trained parameters of in focus or out of focus image. The value
of likelihood function of the wavelet coefficients in the source images is used to
decide the quality of the coefficients.
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In multi focus fusion, only the coefficients whose context value Vi,j = 1 is
considered. Therefore all coefficients with large local energy in HH of a source
image can be considered as observation sequence, and the state sequence is
defined as a discrete random vector, whose elements are discrete random variable
with the value: in focus or out of focus. The values of the hidden states are
determined by MLK and the criterion is: if the likelihood of out of focus HMM
is bigger than out of focus’, the hidden state is in focus; otherwise, it is out of
focus. Using this optimality criterion, the wavelet coefficients can be efficiently
grouped to two groups: in focus coefficients and out of focus.

Since the coefficients in HH of the source images are split into mutually
exclusive spatial connected regions using HT, each of the regions should be
assigned a label: out of focus or in focus. The labels can be decided in a simple
way, whose numbers of out of focus coefficients are bigger than the in focus are
assigned as out of focus; while others are assigned as in focus. Therefore, all
regions in HH of the source images are assigned with labels.

Note that the regions in the source images are split and each of them related
to the regions of its HH. Thus, the labels of the regions in HH are assigned to
the regions of the source images.

3 New Framework

In this section, we describe the new image fusion method in detail.

Fig. 1. Diagram on training HMMs

In our scheme, the WD-HMM is trained through EM algorithm in order to
utilize the prior of multi focus fusion. Because there are two types of pixels, in
focus and out of focus, the prior can be extracted easily.

The diagram of training HMM is presented in Fig 1. Two images, one is in
focus and the other is out of focus, are decomposed by wavelets and two HMMs
are trained by the coefficients in HH of two images. Thus, we can obtain two
trained HMMs: one is in focus and the other is out of focus.

Since our scheme is region-based,the source images are split into several re-
gions using HT. With the same reason, the HH of each source image is split into
regions similar to the source image (Fig 2).
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Fig. 2. Diagram on training HMMs

Then the quality of each coefficient with large local energy is determined by
two trained HMMs, who will produce two likelihoods for a coefficient. According
to MLK, the larger one is the quality of the coefficient, named the label, whose
value is in focus or out of focus.

Combining the split regions in HH, we can obtain the labels of the regions in a
simple way. The label of the region is determined by the labels of its coefficients.
If the number of in focus is bigger than the out of focus, the label is in focus;
otherwise, it is out of focus.This step gives a label to each region in HH.

After determining the label of the regions in HH, we can decide the labels
of the regions in the source images by their map. The labels of the regions are
assigned as the labels of related regions in HH. Therefore, the fused image can
be composed to the in focus regions in the source images.

4 Experiment Results

In order to prove the power of our scheme, two 512 × 512 images, clockA and
clockB are used. There are two clocks in each of them. In clockA the big clock
is in focus and the small is out of focus while the small is in focus and the large
is out of focus in clockB and they are shown in Fig 3.

Since HT is very complex in gray images, we compute the context of the
source images and obtain two binary images. Then the HT can split the source
images efficiently and the segmentation results are shown in Fig 4

The HMM is trained with two combined images from clockA and clockB:
all pixels in one are in focus while in the other they are out of focus. Then the
context in HH defined on subsection 2.1 is computed and two binary images are
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Fig. 3. Two resource images: the left is clockA while the right is clockB

Fig. 4. Two segmented resource images: the left is clockA while the right is clockB

Fig. 5. Two segmented contextual images in HH and their likelihoods: the right is
likelihoods while the left is context

obtained. Based on these binary images, two images of segmented regions in HH
using HT are represented in Fig 5. Then the likelihoods of coefficients with large
local energy are computed and the results are in Fig 5(right). From the right of
Fig 5, we can give an obvious conclusion that the right region in HH of clockA is
in focus while the left is out of focus (Fig 4). The fused image is constructed from
the in focus regions of two resource images and shown in Fig 6. It is clear the
fused image is the best one in all of the multi focus fusion frameworks, especially
in preserving edge and avoid shift variant.
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Fig. 6. The fused image

5 Summary and Future Work

The new framework obviously has a better composite image than the traditional
methods. Future works summary as follows:

First, we try to construct a new wavelet or new wavelet domain HMMs to
obtain better results in deciding the quality of the wavelet coefficients in the
source images.

Second, we attempt to use the new framework on another image-fused prob-
lem. Since the wavelet domain HMMs can efficiently decide the different quality
of the wavelet coefficients, we can use the new framework for image-fused prob-
lem, which also needs to decide the quality of the wavelet coefficients.

Third, generalizing the HT to detect simple curves is still an open problem.
We try to construct some new methods to partly resolve this problem, especially
in image fusion.

Finally, we expect wavelet-domain HMMs to be more accurate and sophisti-
cated, yet still tractable, robust, and efficient for image fusion.
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