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Abstract. An agent who bases his actions upon explicit logical formulae has at
any given point in time a finite set of formulae he has computed. Closure or con-
sistency conditions on this set cannot in general be assumed – reasoning takes
time and real agents frequently have contradictory beliefs. This paper discusses a
formal model of knowledge as explicitly computed sets of formulae. It is assumed
that agents represent their knowledge syntactically, and that they can only know
finitely many formulae at a given time. In order to express interesting properties
of such finite syntactic epistemic states, we extend the standard epistemic lan-
guage with an operator expressing that an agent knows at most a particular finite
set of formulae, and investigate axiomatization of the resulting logic. This syntac-
tic operator has also been studied elsewhere without the assumption about finite
epistemic states [5]. A strongly complete logic is impossible, and the main results
are non-trivial characterizations of the theories for which we can get complete-
ness. The paper presents a part of a general abstract theory of resource bounded
agents. Interesting results, e.g., complex algebraic conditions for completeness,
are obtained from very simple assumptions, i.e., epistemic states as arbitrary finite
sets and operators for knowing at least and at most.

1 Introduction

Traditional epistemic logics [11,16], based on modal logic, are logics about knowledge
closed under logical consequence – they describe agents who know all the infinitely
many consequences of their knowledge. Such logics are very useful for many purposes,
including modelling the information implicitly held by the agents or modelling the spe-
cial case of extremely powerful reasoners. They fail, however, to model the explicit
knowledge of real reasoners. Models of explicit knowledge are needed, e.g., if we want
to model agents who represent their knowledge syntactically and base their actions
upon the logical formulae they know. An example is when an agent is required to an-
swer questions about whether he knows a certain formula or not. The agent must then
decide whether this exact formula is true from his perspective — when he, e.g., is asked
whether he knows q∧ p and he has already computed that p∧ q is true but not (yet) that
q ∧ p is true, then he cannot answer positively before he has performed a (trivial) act of
reasoning. Real agents do not have unrestricted memory or unbounded time available
for reasoning. In reality, an agent who bases his actions on explicit logical formulae
has at any given time a finite set of formulae he has computed. In the general case, we
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cannot assume any closure conditions on this set: we cannot assume that the agent has
had time to deduce something yet, nor can we assume consistency or other connections
to reality — real agents often hold contradictory or otherwise false beliefs. The topic of
this paper is formal models of knowledge as explicitly computed sets of formulae.

We represent an agent’s state as a finite set of formulae, called a finite epistemic state.
Modal epistemic logic can be seen not only as a description of knowledge but also as
a very particular model of reasoning which is not valid for resource bounded agents.
With a syntactic approach, we can get a theory of knowledge without any unrealistic
assumptions about the reasoning abilities of the agents. The logic we present here is a
logic about knowledge in a system of resource bounded agents at a point in time. We
are not concerned with how the agents obtain their knowledge, but in reasoning about
their static states of knowledge. Properties of reasoning can be modelled in an abstract
way by considering only the set of epistemic states which a reasoning mechanism could
actually produce. For example, we can choose to consider only epistemic states which
do not contain both a formula and its negation. The question is, of course, whether any-
thing interesting can be said about static properties of such general states. That depends
on the available language.

Syntactic characterizations of states of knowledge are of course nothing new
[7, 11, 12, 17]. The general idea is that the truth value of a formula such as Kiφ, repre-
senting the fact that agent i knows the formula φ, need not depend on the truth value
of any other formula of the form Kiψ. Of course, syntactic characterization is an ex-
tremely general approach which can be used for several different models of knowledge
– including also closure under logical consequence. It is, however, with the classical
epistemic meta language, too general to have any interesting logical properties.

The formula Kiφ denotes that fact that i knows at least φ – he knows φ but he may
know more. We can generalize this to finite sets X of formulae:

�iX ≡
∧

{Kiφ : φ ∈ X}

representing the fact that i knows at least X . In this paper we also use a dual operator,
introduced in [3, 5], to denote the fact that i knows at most X :

�iX

denotes the fact that every formula an agent knows is included in X , but he may not
know all the formulae in X . We call the language the agents represent their knowledge
in the object language (OL). In the case that OL is finite, the operator �i can, like �i,
be defined in terms of Ki:

�iX ≡
∧

{¬Kiφ : φ ∈ OL \X}

But in the general case when OL is infinite, e.g. if OL is closed under propositional
connectives,�i is not definable byKi. We also use a third, derived, epistemic operator:
♦iX ≡ �iX ∧�iX meaning that the agent knows exactly X .

The second difference from the traditional syntactic treatments of knowledge, in ad-
dition to the new operator �i, is that we restrict the set of formulae an agent can know
at a given time to be finite. The problem we consider in this paper is axiomatizing the
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resulting logic. We present a sound axiomatization, and show that it is impossible to
obtain strong completeness. The main results are proof-theoretical and semantical char-
acterizations of the sets of premises for which the system is complete; these sets include
the empty set so the system is weakly complete. In [5] we studied the axiomatization
of a similar logic with the “knowing at most” operator, albeit without the finiteness as-
sumption. Proving completeness (for the mentioned class of premises) turns out to be
quite difficult when we assume that only finitely many formulae can be known, but this
can be seen as a price paid for the treatment of the inherently difficult issue of finiteness.

In the next section, the language and semantics for the logic are presented. In Section 3
it is shown that strong completeness is impossible, and a sound axiomatization presented.
The rest of the paper is concerned with finding the sets of premises for which the system
is complete. Section 5 gives a proof-theoretic account of these premise sets, while a
semantic one consisting of complex algebraic conditions on possible epistemic states is
given in Section 6. The results in Sections 5 and 6 build on results from the similar logic
from [5] mentioned above, presented in Section 4. In Section 7 some actual completeness
results, including weak completeness, are shown, and Section 8 concludes.

2 Language and Semantics

The logic is parameterized by an object language OL. The object language is the lan-
guage in which the agents reason, e.g. propositional logic or first order logic. No as-
sumptions about the structure of OL is made, and the results in this paper are valid for
arbitrary object languages, but the interesting case is the usual one when OL is infinite.
An example of a possible property of the object language, which is often assumed in
this paper, is that it is closed under the usual propositional connectives. Another possi-
ble property of an object language is that it is a subset of the meta language, allowing
e.g. the expression of the knowledge axiom in the meta language: �i{α} → α.

℘fin(OL)

denotes the set of all finite epistemic states, and a state T ∈ ℘fin(OL) is used as a
term in an expression such as �iT . In addition, we allow set-building operators �,	
on terms in order to be able to express things like (�iT ∧�iU) → �i(T � U) in the
meta language. TL is the language of all terms:

Definition 1 (TL(OL)) . TL(OL), or just TL, is the least set such that

– ℘fin(OL) ⊆ TL
– If T, U ∈ TL then (T � U), (T 	 U) ∈ TL

The interpretation [T ] ∈ ℘fin(OL) of a term T ∈ TL is defined as expected: [X ] = X
when X ∈ ℘fin(OL), [T � U ] = [T ] ∪ [U ], [T 	 U ] = [T ] ∩ [U ]. �

An expression like �iT relates the current epistemic state of an agent to the state de-
scribed by the term T . In addition, we allow reasoning about the relationship between
the two states denoted by terms T and U in the meta language by introducing formulae
of the form T

.= U , meaning that [T ] = [U ].
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The meta language EL, and the semantic structures, are parameterized by the number
of agents n and a set of primitive propositionsΘ, in addition to the object language. The
primitive propositions Θ play a very minor role in the rest of this paper; they are only
used to model an arbitrary propositional language which is then extended with epistemic
(and term) formulae. Particularly, no relation between OL and Θ is assumed.

Definition 2 (EL(n, Θ, OL)) . Given a number of agentsn, a set of primitive formulae
Θ, and an object language OL, the epistemic language EL(n,Θ,OL), or just EL, is the
least set such that:

– Θ ⊆ EL
– If T ∈ TL(OL) and i ∈ [1, n] then �iT,�iT ∈ EL
– If T, U ∈ TL(OL) then (T .= U) ∈ EL
– If φ, ψ ∈ EL then ¬φ, (φ ∧ ψ) ∈ EL �

The usual derived propositional connectives are used, in addition to T  U for T �
U

.= U and ♦iφ for (�iφ ∧ �iφ). The operators �i,�i and ♦i are called epistemic
operators. A boolean combination of formulae of the form T

.= U is called a term
formula. Members of OL will be denoted α, β, . . ., members of EL denoted φ, ψ, . . .,
and members of TL denoted T, U, . . ..

The semantics of EL is defined as follows. Again, Θ and its interpretation does not
play an important role here.

Definition 3 (Knowledge Set Structure) . A Knowledge Set Structure (KSS) for
n agents, primitive propositionsΘ and object language OL is an n+ 1-tuple

M = (s1, . . . , sn, π) where si ∈ ℘fin(OL)

and π : Θ → {true, false} is a truth assignment. si is the epistemic state of agent i,
and the set of all epistemic states is Sf = ℘fin(OL). The set of all KSSs is denoted
Mfin . The set of all truth assignments is denoted Π . �

Truth of an EL formula φ in a KSS M , written M |=f φ, is defined as follows (the
subscript f means “finite” and the reason for it will become clear later).

Definition 4 (Satisfaction) . Satisfaction of a EL-formula φ in a KSS M = (s1, . . . ,
sn, π) ∈ Mfin , written M |=f φ (M is a model of φ), is defined as follows:

M |=f p ⇔ π(p) = true
M |=f ¬φ ⇔ M �|=f φ

M |=f (φ ∧ ψ) ⇔ M |=f φ and M |=f ψ

M |=f �iT ⇔ [T ] ⊆ si

M |=f �iT ⇔ si ⊆ [T ]
M |=f T

.= U ⇔ [T ] = [U ] �

As usual, if Γ is a set of formulae then we write M |=f Γ iff M is a model of all
formulae in Γ and Γ |=f φ (φ is a logical consequence of Γ ) iff every model of Γ is
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also a model of φ. If ∅ |=f φ, written |=f φ, then φ is valid. The class of all models of
Γ is denoted mod f (Γ ).

The logic consisting of the language EL, the set of structures Mfin and the relation
|=f can be used to describe the current epistemic states of agents and how epistemic
states are related to each other — without any restrictions on the possible epistemic
states. For example, the epistemic states are neither required to be consistent – an agent
can know both a formula and its negation – nor closed under any form of logical conse-
quence – an agent can know α∧β without knowing β∧α. Both consequence conditions
and closure conditions can be modelled by a set of structures M′ ⊂ Mfin where only
epistemic states not violating the conditions are allowed. For example, we can construct
a set of structures allowing only epistemic states not including both a formula α and ¬α
at the same time, or including β ∧α whenever α∧β is included. If we restrict the class
of models considered under logical consequence to M′, we get a new variant of the
logic. We say that “Γ |=f φ with respect to M′” if every model of Γ in M′ is a model
of φ.

The question of how to completely axiomatize these logics, the general logic de-
scribed by Mfin and the more special logics described by removing “illegal” epistemic
states, is the main problem considered in this paper and is introduced in the next section.

3 Axiomatizations

The usual terminology and notation for Hilbert-style proof systems are used. A proof
system is sound with respect to M′ ⊆ Mfin iff Γ � φ implies that Γ |=f φ wrt. M′,
weakly complete wrt. M′ iff |=f φ wrt. M′ implies that � φ, and strongly complete
wrt. M′ iff Γ |=f φ wrt. M′ implies that Γ � φ.

When it comes to completeness, it is easy to see that it is impossible to achieve
full completeness with respect to Mfin with a sound axiomatization without rules with
infinitely many antecedents, because the logic is not compact. Let Γ1 be the following
theory, assuming that the object language is closed under a �1 operator:

Γ1 = {�1{p},�1{�1{p}},�1{�1{�1{p}}}, . . .}

Clearly, Γ1 is not satisfiable, intuitively since it describes an agent with an infinite epis-
temic state, but any finite subset of Γ1 is satisfiable. However, a proof of its inconsis-
tency would necessarily include infinitely many formulae from the theory and be of
infinite length (if the proof used only a finite subset Γ ′ ⊂ Γ , the logical system would
not be sound since Γ ′ is satisfiable). Another illustrating example is the following the-
ory, assuming that the object language has conjunction:

Γ2 = {�1{α, β} → �1{α ∧ β} : α, β ∈ OL}

Unlike Γ1, Γ2 is satisfiable, but only in a structure in which agent 1’s epistemic state
is the empty set. Thus, Γ2 |=f �1∅. But again, a proof of �1∅ from Γ2 would be
infinitely long (because if would necessarily use infinitely many instances of the schema
Γ2), and an axiomatization without an infinite deduction rule would thus be (strongly)
incomplete since then Γ2 �� �1∅.
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3.1 The Basic System

Since we cannot get strong completeness, the natural question is whether we can con-
struct a weakly complete system for the logic described by Mfin . The answer is pos-
itive. The following system EC is sound and weakly complete with respect to Mfin .
Although it is not too hard to prove weak completeness directly, we will prove a more
general completeness result from which weak completeness follows as a special case –
as discussed in Section 3.2 below.

Definition 5 (EC ) . The epistemic calculus EC is the logical system for the epistemic
language EL consisting of the following axiom schemata:

All substitution instances of tautologies of propositional calculus Prop

A sound and complete axiomatization of term formulae TC

�i ∅ E1

(�iT ∧�iU) → �i(T � U) E2

(�iT ∧�iU) → T  U E3

(�i(U � {α}) ∧ ¬�i {α}) → �iU E4

�i T ∧ U  T → �iU KS

�i T ∧ T  U → �iU KG

and the following transformation rule

φ, φ→ ψ

ψ
MP

�

A sound and complete term calculus is given in the appendix. Γ � φ means that there
exists a sequence φ1 · · ·φl with φl = φ such that each φi is either an axiom, an element
in Γ or the result of applying the rule MP to some φj and φk with j < i and k < i. The
main axioms of EC are self-explaining. KS and KG stand for “knowledge specializa-
tion” and “knowledge generalization”, respectively. It is easy to see that the deduction
theorem (DT) holds for EC .

Theorem 6 (Soundness) . If Γ � φ then Γ |=f φ �

3.2 Extensions

In Section 2 we mentioned that a logic with closure conditions or consistency conditions
on the epistemic states can be modelled by a class M′ ⊂ Mfin by restricting the set
of possible epistemic states. Such subclasses can often be described by axioms. For
example, the axiom

�i{α} → ¬�i {¬α} D

describes agents who never will believe both a formula and its negation.
The next question is whether if we add an axiom to EC the resulting system will be

complete with respect to the class of models of the axiom; e.g., if EC extended with
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D will be complete with respect to the class of all models with epistemic states not
containing both a formula and its negation.

Weak completeness of EC does, of course, entail (weak) completeness of EC ex-
tended with a finite set of axioms (DT). An axiom schema such as D, however, repre-
sents an infinite set of axioms, so completeness of EC extended with such an axiom
schema (with respect to the models of the schema) does not necessarily follow. The
completeness proof, which is constituted by most of the remainder of the paper, is ac-
tually more than a proof of weak completeness of EC : it is a characterization of those
sets of premises for which EC is complete, called finitary theories, and gives a method
for deciding whether a given theory is finitary. Thus, if we extend EC with a finitary
theory, the resulting logic is weakly complete with respect to the corresponding models.

Examples. If we assume that OL is closed under the usual propositional connectives
and the �i operators, some common axioms can be written in EL as follows:

�i {(α→ β)} → (�i{α} → �i{β}) Distribution K

�i {α} → ¬�i {¬α} Consistency D
�i {α} → �i{�i{α}} Positive Introspection 4

¬�i {α} → �i{¬�i {α}} Negative Introspection 5

The system EC extended with axiom Φ will be denoted ECΦ; e.g., the axioms above
give the systems ECK,ECD,EC4,EC5.

4 More General Epistemic States

A semantical structure for the language EL, a KSS, has a finite epistemic state for
each agent. In this section we introduce a generalised semantic structure and some
corresponding results. The generalised semantics and corresponding results are taken
almost directly from a similar logic presented in [5]. Their interest in this paper is as
an intermediate step towards results for KSSs; the results in the two following sections
build on the results for the generalised semantics given below.

Recall that the object language OL is a parameter of the logic. For the rest of the
paper, let ∗ be an arbitrary but fixed formula such that

∗ �∈ OL

In other words, let OL′ be some arbitrary language properly extending OL and let ∗ be
some arbitrary element in OL′ \ OL. It does not matter how ∗ is selected, as long as it
is not a formula of the object language, but it is important that it is selected and fixed
from now on.

The generalised semantic structures are defined as follows.

Definition 7 (General Epistemic States and General Knowledge Set Structures) .
The set of general epistemic states is

S = ℘(OL) ∪ ℘fin(OL ∪ {∗})
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A General Knowledge Set Structure (GKSS) for n agents, primitive propositionsΘ and
object language OL is an n+ 1-tuple

M = (s1, . . . , sn, π) where si ∈ S
and π : Θ → {true, false} is a truth assignment. si is the general epistemic state of
agent i. The set of all GKSSs is denoted M. �

In addition to the finite epistemic states Sf , general epistemic states include states s
where:

1. s is an infinite subset of OL: the agent knows infinitely many formulae, or
2. s = s′ ∪ {∗}, where s′ ∈ ℘fin(OL): the agent knows finitely many formulae but

one of them is the special formula ∗
Observe that Mfin ⊂ M. Interpretation of the language EL in the more general struc-
tures M is defined in exactly the same way as for the structures Mfin (Definition 4).
To discern between the two logics we use the symbol |= to denote the satisfiability
relation between GKSSs and EL formulae, and the corresponding validity and logical
consequence relations, and use |=f for KSSs as before. The class of all general models
(GKSSs) of Γ ⊆ EL is denoted mod(Γ ).

While ∗ �∈ OL, since EL is defined over OL, e.g., �i{∗} is not a well formed
formula. So, informally speaking, the generalised semantics allows an agent to know
infinitely many formulae at the same time, or to know something (the special formula
∗) which we cannot reference directly in the meta language. It turns out that our logical
system EC (Def. 5) is strongly complete with respect to this semantics. A variant of
the following theorem was proved in [5] (for a slightly different logic; the proof is
essentially the same).

Theorem 8 (Soundness and Completeness wrt. GKSSs [5]) . For everyΓ ⊆ EL, φ ∈
EL:

Γ |= φ⇔ Γ � φ �

5 Finitary Theories and Completeness

Since EC is not strongly complete with respect to Mfin , it is of interest to characterize
exactly the theories for which EC is complete, i.e., those Γ where Γ |=f φ ⇒ Γ � φ
for every φ ∈ EL. In this section we provide such a characterization. We define the
concept of a finitary theory, and show that the set of finitary theories is exactly the set
of theories for which EC is complete. The proof builds upon the completeness result
for the more general logic described in the previous section.

Definition 9 (Finitary Theory) . A theory Γ is finitary iff it is consistent and for all φ,

Γ � (�1X1 ∧ · · · ∧ �nXn) → φ for all sets X1, . . . , Xn ∈ ℘fin(OL)
⇓

Γ � φ
where n is the number of agents. �
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Informally speaking, a theory is finitary if provability of a formula under arbitrary upper
bounds on epistemic states implies provability of the formula itself.

We use the intermediate definition of a finitarily open theory, and its relation to that
of a finitary theory, in order to prove completeness.

Definition 10 (Finitarily Open Theory) . A theory Γ is finitarily open iff there exist
terms T1, . . . , Tn such that

Γ �� ¬(�1T1 ∧ · · · ∧ �nTn) �

Informally speaking, a theory is finitarily open if it can be consistently extended with
some upper bound on the epistemic state of each agent.

Lemma 11 .

1. A finitary theory is finitarily open.
2. If Γ is a finitary theory and Γ �� φ, then Γ ∪ {¬φ} is finitarily open. �

PROOF.

1. Let Γ be a finitary theory. If Γ is not finitarily open, Γ � ¬(�1T1∧· · ·∧�nTn) for
all terms T1, . . . , Tn. Then, for an arbitrary φ, Γ � (�1T1 ∧ · · · ∧�nTn) → φ for
all T1, . . . , Tn and thus Γ � φ since Γ is finitary. By the same argument Γ � ¬φ,
contradicting the fact that Γ is consistent.

2. Let Γ be a finitary theory, and let Γ �� φ. Then there must exist terms T φ1 , . . . , T
φ
n

such that Γ �� (�1T
φ
1 ∧· · ·∧�nT

φ
n ) → φ. By Prop we must have that Γ �� ¬φ→

¬(�1T
φ
1 ∧· · ·∧�nT

φ
n ) and thus that Γ ∪{¬φ} �� ¬(�1T

φ
1 ∧· · ·∧�nT

φ
n ), which

shows that Γ ∪ {¬φ} is finitarily open.

It is difficult in practice to show whether a given theory satisfies a proof theoretic condi-
tion such as those for finitary or finitarily open theories, but we have a tool to convert the
problem to a semantic one: the completeness result for GKSSs in the previous section
(Theorem 8). For example, to show that Γ � φ, it suffices to show that Γ |= φ (with
respect to GKSSs). This result can be used to see that the claims of non-finitaryness in
the following example hold.

Example 12 . The following are examples of non-finitary theories (let n = 2, p ∈ Θ,
p ∈ OL, and let OL be closed under the �i operators):

1. Γ1 = {�1{p},�1{�1{p}},�1{�1{�1{p}}}, . . .}. Γ1 is not finitarily open, and
describes an agent with an infinite epistemic state.

2. Γ2 = {¬ �1 T : T ∈ TL}. Γ2 is not finitarily open, and describes an agent which
cannot be at any finite point.

3. Γ3 = {�1T → ¬�2 T
′ : T, T ′ ∈ TL}. Γ3 is not finitarily open, and describes a

situation where agents 1 and 2 cannot simultaneously be at finite points.
4. Γ4 = {�1T → p : T ∈ TL}. Γ4 is finitarily open, but not finitary. To see the

former, observe that if Γ4 � ¬(�1T1 ∧ �2T2) for arbitrary T1, T2 then Γ4 |=f

¬(�1T1 ∧ �2T2) by soundness (Theorem 6) – but it is easy to see that Γ4 has
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models which are not models of ¬(�1T1 ∧�2T2) (take e.g. s1 = [T1], s2 = [T2]
and π(p) = true). To see the latter, observe that Γ4 �� p (if Γ4 � p,∆ � p for some
finite ∆ ⊂ Γ4, which again contradicts soundness) but Γ4 � (�1T1 ∧�2T2) → p
for all T1, T2. �

Theorem 13 . A theory Γ is finitarily open if and only if it is satisfiable in Mfin . �

PROOF. Γ is finitarily open iff there exist Ti (1 ≤ i ≤ n) such that Γ �� ¬(�1T1∧· · ·∧
�nTn); iff, by Theorem 8, there exist Ti such that Γ �|= ¬(�1T1 ∧ · · · ∧ �nTn); iff
there exist Ti and a GKSS M ∈ M such that M |= Γ and M |= �1T1 ∧ · · · ∧ �nTn;
iff there exist Ti and M = (s1, . . . , sn, π) ∈ M such that si ⊆ [Ti] (1 ≤ i ≤ n) and
M |= Γ ; iff there exist si ∈ ℘fin(OL) (1 ≤ i ≤ n) such that (s1, . . . , sn, π) |= Γ ; iff
Γ is satisfiable in Mfin .

Theorem 14 . Let Γ ⊆ EL. Γ |=f φ⇒ Γ � φ for all φ iff Γ is finitary. �

PROOF. Let Γ be a finitary theory and let Γ |=f φ. By Lemma 11.1 Γ is finitarily open
and thus satisfiable by Theorem 13. Γ ∪ {¬φ} is unsatisfiable in Mfin , and thus not
finitarily open, and it follows from Lemma 11.2 that Γ � φ.

For the other direction, let Γ |=f φ⇒ Γ � φ for all φ, and assume that Γ �� φ. Then,
Γ �|=f φ, that is, there is a M = (s1, . . . , sn, π) ∈ mod f (Γ ) such that M �|=f φ. Let Ti
(1 ≤ i ≤ n) be terms such that [Ti] = si. M |=f �1T1 ∧ · · · ∧�nTn, and thusM �|=f

(�1T1∧· · ·∧�nTn) → φ. By soundness (Theorem 6) Γ �� (�1T1∧· · ·∧�nTn) → φ,
showing that Γ is finitary.

Lemma 15 . Let Γ ⊆ EL. The following statements are equivalent:

1. Γ is finitary.
2. Γ |=f φ⇒ Γ � φ, for any φ
3. Γ |=f φ⇒ Γ |= φ, for any φ
4. (∃M∈mod(Γ )M |= φ) ⇒ (∃M∈modf (Γ )M |=f φ), for any φ
5. Γ �� φ⇒ Γ ∪ {¬φ} is finitarily open, for any φ. �

Lemma 15.4 is a finite model property, with respect to the models of Γ .
We have now given a proof-theoretic definition of all theories for which EC is com-

plete: the finitary theories. We have also shown some examples of non-finitary theories.
We have not, however, given any examples of finitary theories. Although the problem of
proving that EC is complete for a theory Γ has been reduced to proving that the theory
is finitary according to Definition 9, the next problem is how to show that a given theory
in fact is finitary. For example, is the empty theory finitary? If it is, then EC is weakly
complete. We have not been able to find a trivial or easy way to prove finitaryness in
general. In the next section, we present results which can be used to prove finitaryness.
The results are semantic conditions for finitaryness, but can only be used for theories
of a certain class and we are only able to show that they are sufficient and not that they
also are necessary.
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6 Semantic Finitaryness Conditions

Epistemic axioms are axioms which describe legal epistemic states, like “an agent can-
not know both a formula and its negation”. In Section 4 we presented the notion of a
general epistemic state, and epistemic axioms can be seen as describing sets of legal
general epistemic states as well as sets of legal finite epistemic states. Although we are
ultimately interested in the latter, in this section we will be mainly interested in the for-
mer – we will present conditions on the algebraic structure of sets of general epistemic
states in mod(Φ) which are sufficient for the axioms Φ to be finitary.

First, epistemic axioms and their correspondence with sets of legal general epistemic
states are defined. Then, conditions on these sets are defined, and it is shown that the
GKSSs of a given set of epistemic axioms – being (essentially) the Cartesian product
of the corresponding sets of legal general states – exhibit the finite model property if
the sets of legal general states fulfil the conditions. The set of axioms is then finitary by
Lemma 15.4.

6.1 Epistemic Axioms

Not all formulae in EL should be considered as candidates for describing epistemic
properties. One example is p → �i{p}. This formula does not solely describe the
agent – it describes a relationship between the agent and the world. Another example
is ♦i{p} → ♦j{q}, which describes a constraint on one agent’s belief set contingent
on another agent’s belief set. Neither of these two formulae describe purely epistemic
properties of an agent. In the following definition, EF is the set of epistemic formulae
and Ax is the set of candidate epistemic axioms.

Definition 16 (EF , EF i, Ax ) .

– EF ⊆ EL is the least set such that for 1 ≤ i ≤ n:

T ∈ TL ⇒ �iT,�iT ∈ EF φ, ψ ∈ EF ⇒ ¬φ, (φ ∧ ψ) ∈ EF

– EF i = {φ ∈ EF : Every epistemic operator in φ is �i or �i} (1 ≤ i ≤ n)
– Ax =

⋃
1≤i≤n EF i

�

An example of an epistemic axiom schema is, if we assume that OL has conjunction,

�i{α ∧ β} → �i{α} ∧ �i{β} (1)

Recall the set S of all general epistemic states, defined in Section 4.

Definition 17 (Mφ, Sφ
i , MΦ, SΦ

i ) . For each epistemic formula φ ∈ EF i,

Mφ = Sφ1 × · · · × Sφn ×Π

whereSφj = S for j �= i and Sφi is constructed by structural induction overφ as follows:

S�iT
i = {X ∈ S : [T ] ⊆ X} S�iT

i = {X ∈ S : X ⊆ [T ]}
S¬ψ
i = S\Sψi Sψ1∧ψ2

i = Sψ1
i ∩ Sψ2

i

When Φ ⊆ Ax then: SΦi = (
⋂
φ∈Φ∩EFi S

φ
i ) ∩ S and MΦ = SΦ1 × · · · × SΦn ×Π �
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In the construction of Mφ we remove the impossible (general) epistemic states by
restricting the set of epistemic states to Sφi . The epistemic states which are not removed
are the possible states — an agent can be placed in any of these states and will satisfy
the epistemic axiom φ.

Given Φ ⊆ Ax , the corresponding KSS models are:

MΦ
fin = MΦ ∩Mfin = (SΦ1 ∩ Sf ) × · · · × (SΦn ∩ Sf ) ×Π

That MΦ and MΦ
fin indeed are the class of GKSS models and the class of KSS

models of Φ, respectively, can easily be shown:

Lemma 18 . If Φ ⊆ Ax , MΦ = mod(Φ) and MΦ
fin = mod f (Φ) �

Thus, the model class for epistemic axioms is constructed by removing certain states
from the set of legal epistemic states. For example, (1) corresponds to removing epis-
temic states where the agent knows a conjunction without knowing the conjuncts.

Note that ∅ is trivially a set of epistemic axioms, and that S∅
i = S and M∅ = M.

6.2 Finitaryness of Epistemic Axioms

Lemmas 15.1 and 15.4 say that Γ is finitary iff mod(Γ ) has the finite model prop-
erty. We make the following intermediate definition, and the following Lemma is an
immediate consequence.

Definition 19 (Finitary set of GKSSs) . A class of GKSSs M′ ⊆ M is finitary iff, for
all φ:

∃M∈M′M |= φ⇒ ∃Mf∈M′fMf |= φ

where M′f = M′ ∩Mfin . �

Lemma 20 . Let Γ ⊆ EL. Γ is finitary iff mod(Γ ) is finitary. �

In the definition of the conditions on sets of general epistemic states, the following two
general algebraic conditions will be used.

Directed Set. A set A with a reflexive and transitive relation ≤ is directed iff for every
finite subset B of A, there is an element a ∈ A such that b ≤ a for every b ∈ B. In
the following, directedness of a set of sets is implicitly taken to be with respect to
subset inclusion.

Cover. A family of subsets of a set A whose union includes A is a cover of A.

The main result is that the following conditions on sets of general epistemic states
are sufficient for the corresponding GKSSs to be finitary (Def. 19), and furthermore, if
the sets are induced by epistemic axioms, that the axioms are finitary. The conditions
are quite complicated, but simpler ones are given below.

Definition 21 (Finitary Set of Epistemic States) . If S ⊆ S is a set of general epis-
temic states and s ∈ ℘(OL), then the set of finite subsets of s included in S is denoted

S|fs = S ∩ ℘fin(s)
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1. For every infinite s ∈ S:
(a) S|fs is directed
(b) S|fs is a cover of s

2. ∀s∪{∗}∈S∀s′∈℘fin (OL)∃α�∈s′ :
(a) ∃sf∈S∩℘(s∪{α})s′ ∩ s ⊆ sf

(b) ∃sf∈S∩℘(s∪{α})sf �⊆ s′

(c) S ∩ ℘(s ∪ {α}) is directed �

The definition specifies conditions for each infinite set in S (condition 1) and each
finite set in S containing ∗ (condition 2). Condition 2 is similar to condition 1, but is
complicated by the fact that, informally speaking, the existence of a proper formula α
to “replace” ∗ is needed. In practice, the simplified (and stronger) conditions presented
in Corollary 24 below can often be used.

The following Lemma is the main technical result in this section. The proof is some-
what involved, and must be left out due to space restrictions. It can be found in [1].

Lemma 22 . If S1, . . . , Sn are finitary sets of epistemic states (Def. 21), then

S1 × · · · × Sn ×Π

is a finitary set of GKSSs (Def. 19). �

Recall that a set Φ of epistemic axioms induces sets of legal epistemic states SΦi (Def.
17).

Theorem 23 . If Φ is a set of epistemic axioms such that SΦ1 , . . . , S
Φ
n are finitary sets of

epistemic states, then Φ is finitary. �

PROOF. Since Φ are epistemic axioms, MΦ = SΦ1 × · · · × SΦn ×Π . Since all SΦi are
finitary, by Lemma 22 MΦ is a finitary set of GKSSs. Since MΦ = mod(Φ) (Lemma
18), Φ is finitary by Lemma 20.

Theorem 23 shows that the conditions in Def. 21 on the set of legal epistemic states
induced by epistemic axioms are sufficient to conclude that the axioms are finitary. In
the following Corollary, we present several alternative sufficient conditions which are
stronger. It can easily be shown that these conditions imply Def. 21.

Corollary 24 . A set of epistemic states S ⊆ S is finitary if either one of the following
three conditions hold:

1. For every s ⊆ OL:
(a) S|fs is directed
(b) S|fs is a cover of s

2. (a) S|fs is directed for every s ⊆ OL
(b) {α} ∈ S for every α ∈ OL

3. (a) S|fs is directed for every infinite s ∈ S
(b) {α} ∈ S for every α ∈ OL
(c) ∀s∪{∗}∈S∀s′∈℘fin (OL)∃α�∈s′s ∪ {α} ∈ S �

S is finitary iff both:
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7 Some Completeness Results

For a given axiom schema Φ, the results from Sections 4, 5 and 6 can be used to test
whether the system ECΦ is weakly complete, henceforth in this section called only
“complete”, with respect to mod f (Φ) ⊆ Mfin . First, check that Φ is an epistemic
axiom schema (Def. 16). Second, construct the GKSS (see Sec. 4) models of Φ, MΦ =
SΦ1 ×· · ·SΦn ×Π = mod(Φ) (Def. 17, Lemma 18). Third, check that each SΦi is finitary
(Def. 21) – it suffices that they each satisfy one of the simpler conditions in Corollary
24. If these tests are positive, ECΦ is complete with respect to MΦ

fin = mod f (Φ), the
KSSs included in MΦ, by Theorems 23 and 14. The converse does not hold; MΦ

fin

is not necessarily incomplete with respect to the corresponding models if the tests are
negative. Many of the properties discussed in Section 5 can, however, be used to show
incompleteness.

These techniques are used in Theorem 25 below to prove the assertion from Section
3 about weak completeness of EC , in addition to results about completeness of the sys-
tems ECK, ECD, EC4 and EC5 from Section 3.2. For the latter results it is assumed
that OL is closed under the usual propositional connectives and the �i operators.

Theorem 25 (Completeness Results) .

1. EC is sound and complete with respect to Mfin

2. ECK is sound and complete with respect to MK
fin

3. ECD is sound and complete with respect to MD
fin

4. EC4 is not complete with respect to M4
fin

5. EC5 is not complete with respect to M5
fin �

PROOF. Soundness, in the first three parts of the theorem, follows immediately from
Theorem 6 and the fact that K and D are valid in MK

fin and MD
fin , respectively. The

strategy for the completeness proofs, for the first three parts of the theorem, is as out-
lined above. (Weak) completeness of EC can be considered by “extending” EC by the
empty set, and attempting to show that the empty set is a finitary theory. The empty
set is trivially a set of epistemic axioms, and the axiom schemas K and D also both
represent sets of epistemic axioms, with GKSS models constructed from the following
sets of general epistemic states respectively:

S∅
i = S
SK
i = S \ {X ∈ S : ∃α,β∈OLα→ β, α ∈ X ;β �∈ X)}
SD
i = S \ {X ∈ S : ∃α∈OLα,¬α ∈ X}

We show that these sets all are finitary sets of epistemic states by using Corollary 24. It
follows by Theorem 23 that the theories ∅, K and D are finitary theories, and thus that
EC , ECK and ECD are (weakly) complete by Theorem 14. For the two last parts of
the theorem, we show that 4 and 5 are not finitary theories; it follows by Theorem 14
that EC4 and EC5 are incomplete.

1. Corollary 24.1 holds for S∅
i = S: Let s ⊆ OL. S|fs = S ∩ ℘fin(s) = ℘fin(s).

℘fin(s) is directed, because for every finite subset B ⊂ ℘fin(s), ∪s′∈Bs′ ∈
℘fin(s). ℘fin(s) is a cover of s, because s ⊆ ⋃

℘fin(s).
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2. Corollary 24.3 holds for SK
i :

Corollary 24.3.(a): It must be shown that SK
i |fs is directed for infinite s ∈ SK

i .
Let s′, s′′ ∈ SK

i ∩ ℘fin(s), and let for 0 < j:

s0 = s′ ∪ s′′
sj = sj−1 ∪ {β : α→ β, α ∈ sj−1}
sf =

⋃
k sk

It is easy to show that sf ∈ SK
i , each sj is a finite subset of s, and sf is finite.

Corollary 24.3.(b): Clearly, {α} ∈ SK
i for every α ∈ OL.

Corollary 24.3.(c): Let s ∪ {∗} ∈ SK
i and s′ ∈ ℘fin(OL). Let α ∈ OL be s. t.:

– α→ β �∈ s for any β ∈ OL
– α �∈ s′

– The main connective in α is not implication
It is easy to see that there exist infinitely many α satisfying these three condi-
tions; there are infinitely many α ∈ OL without implication as main connec-
tive, and both s and s′ are finite. It can easily be shown that s ∪ {α} ∈ SK

i .
3. Corollary 24.3 holds for SD

i :
Corollary 24.3.(a): It must be shown that SD

i |fs is directed for infinite s ∈ SD
i .

Let s′, s′′ ∈ SD
i ∩ ℘fin(s), and let sf = s′ ∪ s′′. It can easily be shown that

sf ∈ SD
i , and sf ∈ ℘fin(s) trivially.

Corollary 24.3.(b): Clearly, {α} ∈ SD
i for every α ∈ OL.

Corollary 24.3.(c): Let s ∪ {∗} ∈ SD
i and s′ ∈ ℘fin(OL). Let α ∈ OL be s. t.:

– ¬α �∈ s
– α �∈ s′

– α does not start with negation
It is easy to see that there exist infinitely many α satisfying these three condi-
tions; there are infinitely many α ∈ OL without negation as main connective,
and both s and s′ are finite. It can easily be shown that s ∪ {α} ∈ SD

i .
4. Let 1 ≤ i ≤ n, and letM = (s1, . . . , sn, π) ∈ Mfin such thatM |=f 4. si must be

the empty set – otherwise it would not be finite. Thus, 4 |=f �i∅. 4 does, however,
have infinite models, so 4 �|= �i∅. Lemma 15 gives that 4 is not finitary.

5. It is easy to see that 5 is not satisfiable in Mfin (i.e. that a model for 5 must be
infinite). By Theorem 13 and Lemma 11, 5 is not finitary.

Although the results in Theorem 25 are hardly surprising, they seem surprisingly hard
to prove.

8 Discussion and Conclusions

This paper presents a general and very abstract theory of resource bounded agents. We
assumed that agents’ epistemic states are arbitrary finite sets of formulae. The addition
of the “knowing at most” operator �i gives a more expressive language for a theory
of knowledge without any unrealistic assumptions about the reasoning abilities of the
agents. Properties of reasoning can be modelled in an abstract way by considering only
the set of epistemic states which a reasoning mechanism could actually produce. If
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a more detailed model of reasoning is needed, the framework can be extended with
a model describing transitions between finite epistemic states. This is exactly what is
done in [4]. The key property of the models considered in this paper is the assumption
about finite epistemic states; the results build on previous results for a similar logic
without this assumption. The main results are an axiomatization of the logic, and two
characterizations of the theories for which the logic is complete. The first, the notion of
finitary theories, is a proof-theoretic account of all such theories. The second, algebraic
conditions on certain sets of epistemic states, is a semantic one, but is only a sufficient
condition for finitaryness. The latter was used to show finitaryness of the empty theory
and thus weak completeness of the system. It follows from these results that the logic
EC is decidable. The characterizations were also used to show (in)completeness of
several extensions of EC . The results give a general completeness proof, of which weak
completeness is a special case, and the complexity of the proof is due to this generality.

Interesting results have been obtained from very weak assumptions: finite memory
and a “knowing at most” operator in the meta language give complex algebraic condi-
tions for axiomatizability.

Related works include the many approaches to the logical omniscience problem
(LOP) [13]; see e.g. [11, 18, 19] for surveys. Particularly, the work in this paper is a
development of the syntactic treatment of knowledge as mentioned in Section 1. [11]
presents this approach in the form of standard syntactic assignments. It is easy to see
that KSSs are equivalent to standard syntactic assignments restricted to assigning finite
knowledge to each agent. The �i operator, and the derived ♦i operator, are new in the
context of syntactic models. ♦i is, however, similar to Levesque’s only knowing opera-
tor O [15]. Oα means that the agent does not know more than α, but knowledge in this
context means knowledge closed under logical consequence and “only knowing α” is
thus quite different from “knowing exactly” a finite set of formulae syntactically. An-
other well-known approach to the LOP is the logic of general awareness [10], combin-
ing a syntactic and a semantic model of knowledge. This logic can be seen as syntactic
assignments restricted to assigning truth only to formulae which actually follow, a spe-
cial case of standard syntactic assignments. In this view, the logic we have discussed
in this paper is not a “competing” framework to be compared to the logic of general
awareness. Rather, it is an abstraction of the syntactic fragment of the latter logic, and
gives a theory of two new concepts orthogonal to those modeled by the awareness logic:
finite epistemic states and the “knowing at most” operator, respectively (that the �i op-
erator is indeed not definable by the usual syntactic operator Ki, as mentioned in the
introduction, is shown formally in [2]). Adding the finiteness assumption, i.e. restricting
the set of formulae an agent can be aware of (and thus his explicit knowledge), and/or
the “knowing at most” operator to the awareness logic should be straightforward, but
explicit definitions must be left out here due to lack of space. The application of the re-
sults in this paper to the logic of general awareness is nevertheless interesting for future
work. Models of reasoning as transition between syntactic states, as mentioned above,
include Konolige’s deduction model [14], active logics [8] and timed reasoning logics
(TRL) [6]. Possibilities for future work include further development of the identification
of finitary theories. For the case of epistemic axioms, the presented algebraic conditions
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are sufficient but not necessary and tighter conditions would be interesting. Deciding
finitaryness of general, not necessarily epistemic, axioms should also be investigated1.
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166525/V30 and 146967/431 from the Norwegian Research Council.
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A Term Calculus

The following axioms give a sound and complete calculus of term formulae (see Defi-
nition 5).

T
.= T equivalence (reflexivity) T1

T
.= U → U

.= T equivalence (symmetry) T2

T
.= U ∧ U .= V → T

.= V equivalence (transitivity) T3

T
.= U ∧ S .= V → S � T .= V � U join-congruence T4

T
.= U ∧ S .= V → S 	 T .= V 	 U meet-congruence T5

T � U .= U � T join-commutativity T6

T 	 U .= U 	 T meet-commutativity T7

(T � U) � V .= T � (U � V ) join-associativity T8

(T 	 U) 	 V .= T 	 (U 	 V ) meet-associativity T9

T � (T 	 U) .= T meet-absorption T10

T 	 (T � U) .= T join-absorption T11

T 	 (U � V ) .= (T 	 U) � (T 	 V ) distributivity T12

{α1, . . . , αn} .= {α1} � · · · � {αn} atomicity T13

{α} .= {β} → {α} 	 {β} .= {α} T14

¬({α} .= {β}) → {α} 	 {β} .= ∅ T15

¬X .= Y X, Y ∈ ℘fin(OL), X �= Y T16


	Introduction
	Language and Semantics
	Axiomatizations
	The Basic System
	Extensions

	More General Epistemic States
	Finitary Theories and Completeness
	Semantic Finitaryness Conditions
	Epistemic Axioms
	Finitaryness of Epistemic Axioms

	Some Completeness Results
	Discussion and Conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




