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Preface 

The design of complex artifacts and systems requires the cooperation of multidiscipli-
nary design teams using multiple commercial and non-commercial engineering tools 
such as CAD tools, modeling, simulation and optimization software, engineering 
databases, and knowledge-based systems. Individuals or individual groups of 
multidisciplinary design teams usually work in parallel and separately with various 
engineering tools, which are located at different sites. In addition, individual members 
may be working on different versions of a design or viewing the design from various 
perspectives, at different levels of detail.  

In order to accomplish the work, it is necessary to have effective and efficient 
collaborative design environments. Such environments should not only automate 
individual tasks, in the manner of traditional computer-aided engineering tools, but 
also enable individual members to share information, collaborate and coordinate their 
activities within the context of a design project. CSCW (computer-supported 
cooperative work) in design is concerned with the development of such environments. 

A series of international workshops and conferences on CSCW in design started in 
1996. The primary goal of the workshops/conferences is to provide a forum for the 
latest ideas and results on the theories and applications of CSCW in design, research 
on multi-agent systems, Grid-/Internet-/Web-based applications (including Semantic 
Web and Web services), electronic commerce and other related topics. It also aims at 
promoting international scientific information exchange among scholars, experts, 
researchers and developers in the field. The major topics of CSCWD workshops/ 
conferences include: 

- Techniques, methods, and tools for CSCW in design 
- Social organization of the computer-supported cooperative process 
- Knowledge-intensive cooperative design 
- Intelligent agents and multi-agent systems for cooperative design 
- Workflows for cooperative design 
- VR technologies for cooperative design 
- Internet/Web and CSCW in design 
- Grids, Web services and Semantic Web for CSCW in design 
- CSCW in design and manufacturing 
- Cooperation in virtual enterprises and e-businesses 
- Distance learning/training related to design 
- Applications and testbeds 

The First International Workshop on CSCW in design (CSCWD 1996) was held on 
May 8-11, 1996, in Beijing, China and the second one (CSCWD 1997) was held on 
November 26-28, 1997, in Bangkok, Thailand. After the two successful workshops, 
an international working group on CSCW in Design was created and an International 
Steering Committee was formed in 1998 (http://www.cscwid.org). The Steering 
Committee then coordinated two workshops (CSCWD 1998 on July 15-18, 1998, in 
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Tokyo, Japan and CSCWD 1999 on September 29 to October 1, 1999, in Compiègne, 
France). During the annual Steering Committee meeting held at CSCWD 1999, the 
International Steering Committee decided to change the name from the “International 
Workshop on CSCW in Design” to the “International Conference on CSCW in 
Design”. The 5th International Conference on CSCW in Design (CSCWD 2000) was 
then held on November 29 to December 1, 2000, in Hong Kong, China, followed by 
CSCWD 2001 on July 12-14, 2001, in London, Ontario, Canada; CSCWD 2002 on 
September 25-27, 2002, in Rio de Janeiro, Brazil; CSCWD 2004 on May 26-28, 
2004, in Xiamen, China. 

The 9th International Conference on CSCW in Design (CSCWD 2005) was held 
on May 24-26, 2005 in Coventry, UK. Two volumes of conference proceedings were 
published with 212 papers. The present book includes 65 articles that are the 
expanded versions of papers presented at CSCWD 2005 and is organized in topical 
sections on CSCW techniques and methods, Grids and Web services, agents and 
multi-agent systems, ontology and knowledge management, collaborative design and 
manufacturing, enterprise collaboration, workflows, and other related approaches and 
applications. 

Many people contributed to the preparation and organization of CSCWD 2005. We 
would like to thank all Program Committee members for their efforts in promoting the 
conference and carefully reviewing the submitted papers, as well as the authors who 
contributed to the conference. We would also like to thank the chairs and members of 
the Organizing Committee for taking care of all the details that made CSCWD 2005 
successful, particularly members of the Distributed Systems and Modeling Research 
Group at Coventry University. 
 
January 2006                               Weiming Shen 

Kuo-Ming Chao 
Zongkai Lin 

Jean-Paul Barthès 
Anne James 
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Creating a Team Building Toolkit for Distributed Teams 

Weigang Wang and Stephen Mogan 

School of Informatics, The University of Manchester, Manchester, U.K. 
weigang.wang@manchester.ac.uk 

Abstract. Team building exercises are often carried out in a face-to-face setting 
using traditional tools, such as color pens, cards and pin boards.  The success of 
such group exercises depends largely on the experience of facilitators.  To sup-
port such activities for distributed teams, task-specific tools and coordination 
mechanisms are needed. In this paper, a cooperative hypermedia approach is 
presented for developing and guiding the use of the team building tools.  The 
resulting cooperative hypermedia system provides not only general groupware 
support, but also an application framework for team members to create and cus-
tomize team-building tools for various team building exercises.  The novelty of 
the work is reflected on its flexible coordination support for facilitators and its 
seamless connection between tools used for each phase of a team building exer-
cise.  Two examples are given to show how team building tools can be built and 
customized with the approach.  

1   Introduction 

In recent years, team building has become a phenomenon for organizations wishing to 
‘get the best’ out of their employees.  It is scarcely possible to find an employee of 
any major company who has not experienced some form of team building exercise. 
These can range from outward bound style adventure weekends, which aim to build 
relationships between employees through strenuous activity, to more obvious tasks 
such as brainstorming and self-reflection. The main aim of each of these exercises is 
to improve communication and collaboration between workers, in the hope that it will 
help them to work better as a team.  Participation and involvement of staff in team 
building activities increases the sense of ownership and empowerment, and facilitates 
the development of organizations and individuals. Such activities are also great for 
breaking down barriers, improving communications inside and outside of depart-
ments, and integrating staff after reorganization. 

As a kind of team building practice, many research-led organizations operate  
a yearly “Away Day” or “Retreat” event for strategic planning, reflecting on their 
current performance, and deriving high-level action plans for the year to come.   
Such practice can be seen as collaborative activities in the design and redesign of  
the organizations themselves so as to improve the performance and efficiency of the  
organizations. 

According to Engelbart’s ABC model of organizational improvement [2], organ-
izational activities can be categorized into three levels: 
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- A-level activities representing core business activities, i.e. the work on the pro-
duction of its primary products; 

- B-level activities aiming at improving A-level work (such as tool building and 
methodology development for A-level activities); and  

- C-level activities aiming at improving B-level work (such as optimizing organ-
izational structure, enhancing team culture, and strategic planning).  

In this paper, we focus on information system support for the B- and C- level work 
so as to improving A-level work more efficiently.  More specifically, we try to  
develop a team building toolkit for both collocated and distributed teams. Each tool of 
a team building exercise consists of a set of groupware tools for each phase of the 
exercise.  The phases or steps are decided based on the traditional method/process for 
a team building exercise.  We take a hypermedia based approach and a PowerPoint 
metaphor for the tool development and for the use of the tools led by a facilitator:  

- A team building tool (for a specific team building exercise) is configured using 
a hypermedia editor, which is similar to the editing mode of PowerPoint.  The 
available “slide” types consist of pre-defined base types and tailor-made ones 
for each step/activity of the team building exercise.  Unlike the passive Power-
Point slides, these are interactive hypermedia objects with shared content and 
task-specific computation support; 

- Each groupware tool (i.e., the GUI of a hypermedia object for each 
phase/activity of a team building exercise) is presented in a hypermedia 
browser, which is similar to the presentation mode of PowerPoint.  These tools 
are activated using the forward/backward button of the browser by a meeting  
facilitator.  When activated, the groupware tool appears in the content pane of 
the cooperative hypermedia browser. 

The paper is organized as follows:  Section 2 presents an analysis on current team 
building practice.  We look at what kind of cooperative activities are performed and 
what team building methods/technologies are used for such activities. The result of 
the analysis is a set of requirements for better information system support for such 
activities.  Section 3 presents our approach to meeting the requirements.  We take a 
cooperative hypermedia approach to designing and implementing a toolkit for the 
team building group exercises.  Section 4 presents two application examples of the 
toolkit.  Section 5 discusses the work in comparison with other approaches.  Section 6 
concludes the paper with a summary and future work. 

2   Analysis of Current Practice 

2.1   Team Building Activities and Methods 

Team-building activities help build teams, develop employee motivation, improve 
communication and are fun. They can also enhance business projects, giving specific 
business outputs and organizational benefits.  Team building potentially includes a very 
wide variety of methodologies, techniques, and tools [1].  Among others, team building 
activities cover team building exercises, team building games, role play, and high level 
activities such as strategic planning, team designing and organization designing. 
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Examples of well-known team building exercises include SWOT analysis and 
PEST analysis.  SWOT is an acronym for Strengths, Weaknesses, Opportunities, and 
Threats. The SWOT analysis is an extremely useful tool for understanding and deci-
sion-making for all sorts of situations in business and organizations.  The SWOT 
analysis headings provide a good framework for reviewing strategy, position and 
direction of a company or business proposition, or any idea.  PEST is an acronym for 
Political, Economic, Social and Technological factors, which are used to assess the 
market for a business or organizational unit.  A PEST analysis measures a market; 
while a SWOT analysis measures a business unit, a proposition or idea. 

A focus group is a structured discussion about a specific subject. Focus groups are 
a widely used qualitative technique for information gathering and describing all as-
pects of the problem.   

Brainstorming is a technique that helps a group generates as many ideas as possible 
in a short time period [6]. It creates new ideas, solves problems, motivates and  
develops teams. Brainstorming motivates because it involves members of a team in 
bigger management issues, and it gets a team working together. When used well it 
may generate excellent results in improving the organization, performance, and  
developing the team. 

Workshops combine training, development, team building, communications, moti-
vation and planning. Workshops are effective in managing change and achieving 
improvement, and particularly the creation of initiatives, plans, processes and actions 
to achieve particular business and organizational aims. 

A team-building meeting is not simply a random activity. It needs to be structured 
and it follows certain rules.  It places a significant burden on the facilitator to manage 
the process, people's involvement and sensitivities, and then to manage the follow-up 
actions. Facilitation is the key to the success of the team building meetings. 

Both PEST analysis and SWOT analysis is good subject for workshop sessions.  
Both of them also work well in brainstorming meetings.  Workshops often involve a 
brainstorming session.  This indicates how important of brainstorming techniques and 
how frequently they may occur. 

In addition to brainstorming, another frequently performed activity is to prioritize 
or rank the generated ideas, or to vote for a consensus. A Prioritization Matrix is a 
useful technique to help team members to achieve consensus about an issue. The 
Matrix helps rank problems or issues (usually generated through brainstorming) by 
particular criteria that are important to an organization. Then one can more clearly see 
which problems are the most important to work on solving first.  

Other high-level team building activities include strategic planning, team design 
and organization design.  Team design involved activities to identify the players, 
create an identity, develop statement of purpose, name the goals, and make connec-
tions [4].  Organization design involves activities to define the business goals the 
team  will work within; behave according to the team values that guide how the team 
work together; develop an infrastructure for involvement; design the configuration 
and boundaries of the team to enhance productivity [5]. 

Deriving and agreeing on follow-up actions are the common concluding part of 
many team building activities, such as brainstorming, SWOT analysis, and strategic 
planning workshops. 
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2.2   Away Day Experience 

Away day activities normally consist of a series of face-to-face meetings held in an 
isolated location that is often quite far away from the normal offices of the staff in-
volved in the practice.  The meetings usually include all members meeting and many 
small group meetings.  Most small group meetings are group working or group exer-
cising sessions.  The typical examples are: 

- Crisis Analysis: Each person posts an issue he/she believes to be a risk to the cur-
rent project/or joint task.  This would lead to categorising and analysing them, and 
finally reporting back to the all member meeting by a person from each sub group. 

- Identifying potential collaborators: Each person prepares a statement of his or her 
research challenges, and presents it to the group, then gives rating on each of other 
persons' research ideas to indicate the closeness of his/her research to others.  In 
this way, it is possible to identify potential collaborators. 

The tools used for such group exercises are normally a traditional toolbox of colour 
pin cards, stick notes, pens, and whiteboards or blank papers to place cards, notes, or 
to write on.  Typically, each group exercise is moderated by an experienced facilita-
tor. He or she will start with an introduction to the exercise, and then lead the group 
through each phase of the exercise.  If a task is divided into multiple subtasks for 
multiple small groups, one person in each group will report back to larger group/all 
members meetings.   

Our own experience from multiple away day events indicates that: 

- The informal small group meetings can improve communication and under-
standing of group members who may not necessarily working in the same group 
in their daily work.  

- The low-tech approach makes the tools easy to use and meeting sessions easy to 
handle. 

- The practice has helped for identifying long term and medium term goals and 
for achieving consensus on the common goals. 

The problems found with the low-tech approach include: 

- Preparing and setting up the team building meetings take time; It is better pre-
pared beforehand, rather than at the time when the meeting starts; 

- Sometimes, the outcomes recorded on the whiteboard or large paper were lost 
and forgotten; and, 

- In many occasions, quite a number of follow-up actions did not happen.  Such 
inaction may have negative impact on team member’s perception and activeness 
on future team building activities.   

To achieve the full potential, we have to retain the advantages and avoid the prob-
lems.  We need to:  

- Provide pre-meeting planning and facilitator support; 
- Provide better tools that can capture the meeting history and outcomes; 
- Support analysis and decision-making; 
- Provide task-specific computation support; 
- Support the planning, monitoring and control of follow-up actions. 
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3   The Cooperative Hypermedia Approach 

We take a cooperative hypermedia approach to developing a team-building toolkit.  
The cooperative hypermedia system supports object-oriented modelling of application 
domains (i.e. domain concepts and relationship) using typed hypermedia nodes and 
links.  The nodes and links can be visualised as icon images and labelled arrow lines 
in a graphical hypermedia browser/editor.  The relationship between nodes could also 
be captured by the containment relationship using composite nodes as well as the 
spatial layout and visual characteristics among the nodes contained in a composite 
node.  For instance, related things may have similar icon images or placed close to 
one another.  Each node in the system has at least two views: an iconic view and a 
content view that shows the content of the node when it is opened. 

The system has a set of built-in hypermedia components (i.e. nodes together with 
their content viewers) for communication (e.g. Chat component), coordination (e.g. a 
set of types for flexible process support) [10], and hypermedia space browsers and 
editors for creating new hypermedia objects and navigating in the created hypermedia 
space. 

New groupware tools can be incorporated into the system by either tailoring exist-
ing hypermedia components or by adding new hypermedia components (through 
developing new node types and their content viewers).  The behaviour related to the 
node and the node content is defined in their underlying data models [9]. 

The hypermedia system supports a shared hypermedia model in that its node and 
link based model are persistently managed by the system server and that it maintains 
the consistency of the replicas distributed on its clients. Node content views at all client 
sites will be updated whenever a change is made to its underlying data model [10]. 

3.1   Base Types and Tailor-Made Types 

Using the above described component based hypermedia approach; the components 
used for building a Team Building Toolkit can be created by:  

- Creating a set of components that are common in several team building tools (e.g. 
pin card board component, ordering component, action planning component, and 
action enactment and monitoring component); 

- Developing tailor-made task-specific tool/components for some phases of a spe-
cific team building exercise. 

We use the well-known PowerPoint metaphor for composing a team building tool 
using the base types and tailor-made node types as components (“slides”) and for the 
use of the tools led by a facilitator.  The design of each team building tool is based on 
the widely used team building methods and the requirements identified in the analysis 
section.  In the following, we describe the “slides” editor (i.e., a graphical hypermedia 
editor), and the “slides” presenter (i.e., a hypermedia browser). 

3.2   Composing a Tool with a PowerPoint Metaphor 

Tool for each team building exercise is composed by defining a new template (cap-
tured in a composite node) using a graphical hypermedia editor.  The composite node 
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contains a set of typed nodes linked with a “precede” typed link.  Whenever a new 
node type is added to the system, it is made available to the graphical hypermedia 
editor to instantiate.  As each of the typed node represents a groupware tool for one 
phase of a team building exercise, a team building method (or process) for a specific 
team building exercise is represented by the composite node.   A “precede” link repre-
sents control flow between two nodes (representing the sequence of the phases).  It 
can also specify data flow semantics between the tools supporting the phases.  The 
“precede” link has a “dataflow” property, whose value could be “none”, “share”, 
“copy” or “move”.  “None” means no dataflow.  “Share” means the tools for the two 
phases share the same content.  “Copy” means the content is copied to the next phase; 
while “move” means the content objects are moved into the next phase.  In this way, 
the data connection between tools for different phases is established. 

The graphical hypermedia editor can also provide a persistent access point or portal 
for users to access specific hypermedia objects in a shared workspace. 

3.3   Using a Tool with a PowerPoint Metaphor 

These templates (i.e. composite nodes) can then be accessed using a hypermedia 
browser. Unlike the graphical hypermedia editor, this hypermedia browser navigates a 
hypermedia structure by opening tools for each phase of a team building activity in 
the content panel of the browser (when its forward/backward buttons are pressed by a 
team building meeting facilitator). 

The GUI of the hypermedia browser is laid out in an application session window 
which contains session management functions, i.e. to invite and remove user into and 
from the application, and to display a list of users currently working in the same ses-
sion.  It also includes a communication area for textual chat and a large content pane 
for placing tools for each phase of a team building task.  

In the following, we describe how team building methods are applied to the tool 
design and how the identified requirements are met with the specific functionality and 
GUI design of a team building tool: 

Communication: A chat area is provided on the bottom part of the session window.  
The shared content panel (presented in the middle of the session window) and the 
group awareness information (e.g. the online users presented on the left-hand side of 
the session window) also provide support for communication among team members. 

Flexible Coordination and Support for Facilitator: As team building meetings are 
supposed to be informal and flexible, we do not hard code any action script into the 
system; rather, components configured using the graphical hypermedia editor are 
displayed (one by one) in the content panel of the session window.  When there is a 
need to change the predefined phases, the facilitator can always press the “template” 
button to access the graphical hypermedia editor on the hypermedia structure repre-
senting the team building exercise to make changes to it.   

As many team building activities can be organised in a brainstorming meeting,  
a default template (i.e. a composite node) is provided which contains components 
supporting each step of a brainstorming process: 

- Introducing the task (a textual component); 
- Brainstorming ideas and suggestions (a pin-card board component); 
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- Categorising/condensing/combining/refining (the same pin card board compo-
nent); 

- Analysing the results (optional task-specific component(s)); 
- Prioritising options as appropriate (a ranking/voting component that shares the 

data with the brainstorming tool); 
- Agreeing on follow-up actions and their timescale (an action planning compo-

nent); 
- Controlling and monitoring the follow-up actions (an action plan enactment  

and monitoring component that shares the same data with the action planning 
component). 

The facilitator can lead a team building session by manually activating the forward 
button and walking through each phase one by one together with all the participants; 

Seamless Connection between Brainstorming and Analysis Tools: This is achieved by 
the shared data model between components and by the dataflow specification using 
the “precede” link in the graphical hypermedia editor.  For instance, a pin card board 
component can share the same content with one or more analysis tools – they provide 
different views on the same data;  

Support for Follow-up Actions: A tool for action planning and a tool for enactment 
and monitoring are integrated for the purposes [10].  The tool for action planning is 
similar to the graphical hypermedia editor.  Its palette contains predefined node and 
link types representing a process description.  The tool for enactment and monitoring 
is laid out as swim lanes, one for the tasks of each task performer.  The task states are 
colour-coded on the node iconic views.  Filters are provided for users to search for the 
tasks with specific properties, for example, to display all delayed tasks on the swim 
lane if there is any.  Users could use the tool to access information objects (docu-
ments) relating to a task and to change the state of a task (e.g. from “ready” to “run-
ning” and to “completed”). 

4   Examples 

We use the two team building activities mentioned in the away day experience section 
as examples to show how such activities can be supported with our approach.  The 
first example tries to illustrator how to create a tool by customizing the default com-
ponent set using the cooperative hypermedia approach.  The second example focuses 
on how task-specific computation support can be incorporated into a team building 
tool. 

4.1.   The Crisis Analysis Tool 

This tool can be created by simply adapting a team-building model to guide the cus-
tomization of the default brainstorming template using the graphical hypermedia 
editor.  More specifically, we could use the SWOT model and focus on its T (Threat) 
aspect only. 

The textual description on Threat analysis and how it should proceed is added to 
the content for the Introduction Component. The pin-card board component can be 



8 W. Wang and S. Mogan 

 

customized by editing the appearance of cards to be used by team members.  For 
instance by setting its foreground and background color to black and yellow, and 
setting a card type label as “Threat”.  This card type is then ready for user to write a 
specific threat on and then place on the board.  In this example, no optional compo-
nent for specific analysis is needed and for all the other components we could just use 
the default ones.  Finally, we give the template (a composite node) a name and select 
an icon image for it.  By adding it as a new (composite) node type to the cooperative 
hypermedia system, the tool becomes available for all the user of the system. 

To use the tool in a team building meeting, a facilitator or meeting organizer 
clowns an instance of the node type (the newly customized template) using the hy-
permedia browser and adds all the team members to a synchronous meeting session.   

When each team member starts the system client on their computer, the tool (i.e. 
the hypermedia browser with the template) opens automatically on his/her desktop.  
The facilitator decides when to start the meeting by pressing the “next” button.  He or 
she can communicate to all the members and to lead the meeting by switching to the 
next step until all the phase is completed.  In the follow-up action planning phase, 
actions are derived from those highly ranked threats.  Responsible persons for the 
actions are named and agreed. The controlling and monitoring components allow the 
responsible persons to activate the tasks, and to trigger the state transitions from 
ready, to running, to complete or abortion.  All other team members can also use the 
Crisis Analysis Tool (or the task control component directly) to monitor the progress 
of the follow-up actions. 

Tools for a full SWOT analysis can be created in a similar way.  A SWOT analysis 
can be performed by dividing people into four subgroups, with each focus on one of 
the S, W, O, T aspects, and then reporting back to a large group meeting. 

4.2   The Collaborator Finder 

For this tool, only the above-mentioned Introduction, Pin Board and Analysis compo-
nents are needed. Other default components can be removed. 

After the ideas are gathered in a brainstorming phase using a Pin Board compo-
nent, users can view the results using specific analysis components.   In this case, 
there will be an “ideas matrix” component that plots each idea suggested against each 
user logged into the system.  If a user gave an idea a low relevance score (<=6), then 
he or she would not be recommended to work together on the idea. If he or she gave it 
a high relevance score (>6), then he or she would be recommended to work on the 
idea, and would have an “X” placed in the matrix where the axis of his or her name 
meets the axis of the idea. This way, it can be easily seen which team members are 
working on a particular idea, simply by looking down the column for the idea in the 
matrix and noting which users have an “X” in the column.  

Each idea is also represented as a button, which can be clicked to open up an idea 
dialog. The idea dialog will list the idea, the name of the person who suggested it, 
user comments on the idea and a list of people who are collaborating on it.  

The use of the tool is similar to the first example, with a facilitator leading to a 
shared working session by inviting members into the session and by switching from 
one stage to the next. 
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5   Related Work 

Comparative to the abundance of team-building approaches for co-located teams, the 
options for distributed teams are significantly fewer.  One approach is to use Meeting 
Support Systems for team building purposes. Meeting support systems, also referred 
to as Electronic Meeting Systems or Group Support Systems, are a special type  
of groupware consisting of a set of tools for structuring and focusing the efforts of 
teams working toward a goal.  Despite significant progress has been made over 15 
years, meeting support systems have still been found inadequate in their support for 
effective coordination, especially when participants are distributed at different loca-
tions [3, 7].  Such systems have no built-in process enactment support for managing 
flow dependencies; they rely on a human facilitator to control the meeting process.  
But it can be difficult to keep high-quality facilitators in place.  One of the approaches 
to tackle the issue is to encapsulate a facilitator’s best-practice regarding establishing 
a certain pattern of collaboration in a process kind of construct, for instance, ThinkLet 
[8]. Our approach is in agreement with the ThankLet like explicit process support.  
Using our cooperative hypermedia based process representation; ThinkLet-like struc-
tures will emerge from used-defined team building meeting processes. 

The team building tools developed in this work are kinds of meeting support tools.   
Many other meeting support tools focus on A/V communication or application shar-
ing; they have not provided flexible support for meeting planning, meeting facilita-
tion, and task-specific computation support for team building activities.  Many 
groupware tools are developed for either general cooperation support, such as co-
editing or joint navigation, or support for isolated cooperative activities; while what 
we did here is for a series of closely related activities.  Workflow systems provide 
strong process support, but they are usually too rigid to be useful for supporting meet-
ing processes.  Most hypermedia systems, such as the Web, are developed for passive 
information accessing or for activating some e-commerce services; while our ap-
proach uses hypermedia objects as components of interactive information systems 
that help people to work together and get their job done. 

6   Discussions 

Team-building activities are normally carried out in a face-to-face meeting led by a 
facilitator.  In such a meeting, traditional tools such as color pens, sticky notes, cards, 
and whiteboard or pin board are widely used.  Such practice is to some extent quite 
successful.  So why bother to create groupware tools for such activities?  On the one 
hand such tools may enhance the face-to-face based team building session (by ad-
dressing the deficits identified in our analysis section); on the other hand such tools 
provide a team building solution for distributed teams that may not be able to meet in 
a face-to-face setting. 

In this paper, we present a cooperative hypermedia based approach together with  
a PowerPoint metaphor for developing and guiding the use of the team building tools.  
The cooperative hypermedia system provides not only general groupware support, but 
also an application framework for developer to create and customise team-building 
tools.  The team building tools are designed based on the existing team building 
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methods and the requirements derived from the deficit of the current practice. The 
novelty of the work is reflected on its flexible coordination support for facilitators, its 
seamless connection between brainstorming and analysis tools, and its integrated 
support for follow-up actions. 

We wish to create a rich set of tools that not only match to each of the widely used 
team building methods/techniques, but also new tools that support higher level team 
building activities that are closely integrated with the different level of work of an 
organisation.  Although this work focuses on developing a tool building approach for 
team building groupware, we recognise that rigorous evolutions are needed to see 
how they are received by their users and what effect they may have on the ultimate 
goal to improve the productivity and efficiency of an organisation. 
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Abstract. Policies aimed at governing collaborative environments are strongly 
based on rules of conduct involving the interaction of the elements of five 
dimensions: actors; activities; objects; time and space. Every collaborative 
environment requires a collaborative policy; otherwise, the environment tends 
to become chaotic, lacking in behavioral constraints, rights or obligations. The 
collaborative policy model presented here serves as a framework to design 
collaboration policies for use in the specification phase of collaborative system 
engineering or the creation of configuration files containing rules of 
collaboration to be used in adaptable or dynamic collaborative environments. 

1   Introduction 

The human need for interaction requires that society develop communication 
resources aimed at reaching people regardless of geographical location or distance. 
The optimization of these interactions increases the complexity of work in social and 
commercial organizations, creating new needs (activities, procedures and tools). 
Historically, technological development has met this need, and research has focused 
on synchronous and asynchronous interaction using computer-supported collaborative 
work (CSCW) environments. However, the technologies involved in supporting 
human relationships fall far short of reproducing the requirements of easy face-to-face 
interaction. Therefore, the characteristics of these interactions require flexibility for 
the adaptation and configuration of collaborative work involving the characteristics, 
skills and competencies of human collaborators [18].  

In the last decade, research has focused on the behavioral aspects of CSCW 
grouped into collaborative policies that establish rules of conduct to formalize human 
interactions [3]. Despite the evolution of CSCW environments, little research has 
been dedicated to collaborative policies, whose composition still lacks a clear 
definition and which must meet the demands and maturity of collaborative groups 
involved in a project. 

Policy specification languages have been proposed (e.g., Rei [9], KAoS [17] and 
Ponder [4]) for interchanging data among collaborative environments, but they are 
unsuitable for supporting several important features of collaborative work in design 
(CSCWD), such as: 
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- Explicit definition of space semantics and time semantics for the refinement of 
collaborative rules; 

- Definition of trigger rules for right, prohibition, obligation and dispensation 
rules, based on deontic logic [11]; 

- Distinction between human and non-human actors to support different controls 
over rules, actions, activities and operations, based on role theory [15]; 

- Breakdown of activities into sub-activities and operational units to support an 
actors workflow, based on activity theory [10]; 

- Breakdown of objects to construct a composition hierarchy to support an 
actors workflow and object-oriented collaboration; 

- Semantic relationship between rules, action, activity and operation to support 
different levels of interaction among actors and objects. 

Motivated by this lack and based on an analysis of collaborative policy design 
features, this chapter formalizes five dimensions (actor, activity, object, time and 
space) to define rules of interaction in the Forum model (Triggers-Conditions-
Actions) for collaborative environment engineering, on elicitation and specification of 
elements and interactive behavior. 

2   Dimensions of Interaction 

In collaborative environments, interactions are dynamic relationships that occur 
among actors (human or non-human) and among actors and objects. These 
interactions are the main feature in a collaborative environment [16], and should 
therefore be properly modeled to govern the actors’ actions.  

Interaction occurs in a given space (virtual, when in CSCW) and must also occur 
within a given time frame [7]. Therefore, five dimensions (the elements presented in 
the following sections) are involved in an interaction, representing the actors (AcSS), 
activities (AtSS), objects (ObSS), moments in time and intervals of time (TiSS), and 
space (SpSS), which must be recognized and modeled in design of collaborative 
environments. 

All the dimensions of a collaborative environment may participate in several 
interactions, i.e., relationships among the dimensions. Formally defined, Interaction 
Super Set - InteractionSS is the set of all possible interactions (Interaction_Sentence) 
in a CSCW environment, composed of the Cartesian product of five dimensional 
supersets and three specific operator sets, Ao, So and To, respectively, for activity, 
space and time, which are described in the subsections below.  

InteractionSS = AcSS x Ao x AtSS x ObSS x So x SpSS x To x TiSS 
Interaction_Sentencem ∈ InteractionSS 
Interaction_Sentencem = (Acm , (atopm , Atm  ), Obm , (spopm , Spm ), (tiopm , Tim  )) 
Acm ∈ AcSS , Atm ∈ AtSS , Obm ∈ ObSS,  
Spm ∈ SpSS , Tim ∈ TiSS 
atopm ∈ Ao , spopm ∈  So , tiopm ∈  To 
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2.1   Actor 

An actor is a generic agent in a collaborative environment, whose role is well-defined 
[1]. Actors are responsible for the execution of individual or social activities [10].  
Human actors are representations of people involved in collaborative work. System 
actors comprise either logic programming modules with specific processing sub-
systems or only the CSCW software. Actors have an identifier, a current state 
(AcStateMachine) and a set of attributes (AttS). 

Formally defined, Actors Super Set - AcSS is the set of all actors (roles) supported 
by a CSCW environment and distributed into two disjointed subsets: AchS (Human 
Actors Set) and AcsS (System Actors Set). 

AchS = {Ach1, Ach2, ..., Achn}, AcsS = {Acs1, Acs2, ..., Acsm} 
AchS ≠ ∅  ∨  AcsS ≠ ∅ , AchS ∩  AcsS = ∅ 
AcSS = AchS ∪  AcsS 
Achi = (Ach_idi  , AcStateMachinei , Ach_AttSi  ) 
Acsi = (Acs_idi  , AcStateMachinei , Acs_AttSi  ) 
AcStateMachinei ∈ AcStateMachineSet = {AcStateMachine1 ,... , AcStateMachinen } 
Ach_AttSi = {(Ach_Attributei1  , Valuei1 ), ... , (Ach_Attributein  , Valuein  ) } 
Acs_AttSi = {(Acs_Attributei1  , Valuei1 ), ... , (Acs_Attributein  , Valuein  ) } 

2.2   Activity 

Activity is an element of execution that can be performed by a single actor or by a 
group of actors. Activities (AtS) normally involve the manipulation or transformation 
of an object [10]. Formally defined, Activity Super Set - AtSS is the set of all 
activities supported by a CSCW environment. Activities (At) consist of an identifier, 
an activities subset (AtS), an operations subset (OpS) and an attributes set. 

AtSS =  {At1 , At2 , ..., Atp } 
Ati = (At_idi , AtSi , OpSi , At_AttributeSi )    

AtSi ⊆ AtSS , OpSi ⊆ OpS 
At_AttributeSi = {(At_Attributei1 , Valuei1 ), ..., (At_Attributein  , Valuein  )} 
AtSi ≠ ∅ ∨ OpSi ≠ ∅ 
AtSi  ∩  OpSi = ∅  

 
Activities should be expressed in interactions using Activity Operators (atop), 

which allow the rights, prohibitions, obligations (duties), or exemption from an 
activity to be defined [11]. Activity Operators are required to specify the interactions 
of activity with the actors or objects involved. 

atop ∈ Ao = { right, prohibition, obligation, dispensation } 
 
Operation is a component execution unit or work unit of an activity. Oph is an 

operation performed by a human actor, while Ops is an operation carried out by a 
system actor. 

OphS = {Oph1, Oph2, ..., Ophn }, OpsS = {Ops1, Ops2, ..., Opsm } 
OphS ≠ ∅  ∨  OpsS ≠ ∅ 
OphS ∩  OpsS = ∅ 
OpS =  OphS ∪  OpsS 
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2.3   Object 

The concept of objects is very common within the context of computational 
environments. Objects can be understood as things that do not act on their own 
volition. Activities and operations can be performed on objects, and such operations 
can transform a single object and/or the interactions among actors that use that object. 

An object can also play an important organizational role in a collaborative 
environment, bringing together actors and fomenting relationships among actors. 
Objects have an identifier and states along time, and the analysis of these states is 
useful to improve the conception of collaborative environments. Formally defined, 
Object Super Set - ObSS is the set of all objects (Ob) manipulated in the CSCW 
environment. An object (Ob) is composed of other objects (ObS) and is characterized 
by a state and a set of attributes (Ob_AttributeS). 

ObSS = {Ob1 , Ob2 ,..., Obn }∨ ObSS ≠ ∅ 
Obi = (Ob_idi , ObSi , ObStateMachinei , Ob_AttributeSi ) 
ObSi ⊆ ObSS 
ObStateMachinei ∈ ObStateMachineSet = {ObStateMachine1  ,..., ObStateMachinen } 
Ob_AttributeSi = {(Ob_Attributei1  , Valuei1 ),... )}  ∨  Ob_AttributeSi ≠ ∅ 

2.4   2D Space  

Collaborative environments encompass two “worlds”, both of which must be 
analyzed; the real world of the actors and the virtual world of the objects, called 
blackboard [18]. The problem of space representation begins with the choice of the 
“world” to be represented, e.g., the actors’ (collaborators) workspaces or the spaces 
where the objects are located on the blackboard. 

The definition of blackboard is essential for the specification of CSCW 
environments. The blackboard has a dimension feature (2-D or 3-D) which serves to 
model each object and location. In a virtual world of collaborative environments, 
ellipses (ELoc) and polygons (PLoc) suffice to define any space (two-dimensional 
space) [13]. Formally defined, Space Super Set - SpSS is the set of all spaces 
supported by a CSCW environment.1 

Coordinate = {(x, y)| x, y ∈ N} 
ELoc = (Fo1, Fo2, P) 
Fo1, Fo2, P ∈ Coordinate            /*  Fo1 and Fo2 are focus coordinates */ 
PLoc = (Po1 , Po2 , .., Pon ) /*  P is a reference coordinate point */ 
Po1 , .. . Pon ∈ Coordinate  
Ellipse = {el| el ∈ Eloc } , Polygon =  {po| po ∈ Ploc } , SpSS = Ellipse ∪ Polygon 

 
Space elements must be expressed in interactions, using a Space Operator (spop) 

for the specification of the position or size of the actors or objects involved in 
interactions in a collaborative environment [6]. 

spop ∈  So = { =(attribution),≠, <,<=,>,>=,equal, not equal, inside, outside, intersect, 
meet, overlap, north, south, east, west} 

                                                           
1
  This chapter represents only bidimensional space modeling, which serves to illustrate some 
basic components of that dimension. 
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2.5   Time 

Several researches have focused on time representation [7] and have come up with a 
definition of some characteristics of time. Formally defined, Time Super Set - TiSS is 
the set of all specific time supported by a CSCW environment. A basic formalization 
for the main aspect of time can be based on a set of natural numbers (Ζ) to represent 
the number of years (Ty), months (Tm), days (Td), hours (Th), minutes (Th) and 
seconds (Ts) in Time and Interval. For Datetime, enumeration sets are used to 
represent relative values (Tmr, Tdr, Thr, Tmir, Tsr) based on a calendar. 

Ty, Tm, Td, Th, Th, Ts ∈ Ζ 
Tmr ∈ {1, 2, 3, 4,.., 11, 12} ,  Tdr ∈ {1, 2, 3, 4, 5,.., 31} 
Thr ∈ {0, 1, 2, 3,.., 24} ,  Tmir,Tsr, ∈ {0, 1, 2, 3,.., 59} 
Time = {(Ty, Tm, Td, Th, Tmi, Ts)} ,  Datetime = {(Ty, Tmr, Tdr, Thr, Tmir, Tsr)} 
Tb, Te ∈ Datetime ,   Interval = {(Tb, Te)} 

 
The semantic representation for time allows for a precise semantic definition of 

time operators, which are used to express the collaborative rules [12]. Based on time 
modeling, the representations of date, duration and occurrence have fundamental 
semantics that establish the temporal references for collaborative rules.  

These semantics are used to define the temporal logic for the duration time, 
duration interval, occurrence date, occurrence time or occurrence interval of activities 
and operations defined in interactions with actors and objects.  

DurationT = {dut| dut ∈ Time }  ,  DurationI = {dui| dui ∈ Interval } 
OccurrenceT =  {oct| oct ∈ Time }  , OccurrenceI  =  {oci| oci ∈ Interval }  
OccurrenceD =  {ocd| ocd ∈ Datetime } 
TiSS = DurationI ∪  OccurrenceI ∪  OccurrenceD  ∪ DurationT ∪ OccurrenceT 

  
A Time Operator for time (tiop) is required to specify the interactions of time, 

interval or data time with the actors and objects involved. Based on classic operators 
defined by Allen [2], the duration, occurrences and dates can be compared with time 
elements in a collaborative environment. 

tiop ∈  To = { <,<=,>,>=,= (attribution),≠ , precedes, equal, succeeds, directly precedes, 
directly succeeds, overlaps, is overlapped by, occurs during, contains, starts, is stated with, 
finishes, is finished with, coincides with } 

3   Collaboration Rules and Policies 

In the definition of a collaboration policy model (figure 1), a policy can be defined as a set 
of rules, Policy = {Rc1 , Rc2 , ..., Rcn }, that must be observed in a collaborative environment 
[5][14]. Hence, a collaboration policy defines the rules that govern the environment. The 
Rules of collaborative environments (Rcn) must define constraints and procedures 
involving the elements (actors, activities, objects, time and space) of the environment; 
requirements of the collaborative environment can be explored from these rules. 

Rcn = ( RcStateMachinen , Actionn , PreConditionn  , TriggerSn  , PosConditionn  ) 
RcStateMachinen ∈ RcStateMachineSet = {RcStateMachine1 ,..., RcStateMachinen } 
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In collaboration rules, Action is an interaction to be carried out in the execution of 
a rule, while Trigger is an event interaction for the execution of a rule. The 
collaborative interactive set (TriggerSn) defines the collaborative interactions that are 
obligatory events for the execution of a rule. 

TriggerSn=∅ ∨ TriggerSn  ⊆  InteractionSS 
Actionn ∈ InteractionSS 

 
In collaboration rules, Condition defines a requirement or constraint interaction in 

a rule, i.e., a condition is a sentence of interaction defined by the association of an 
actor, an object, an element of time and an element of space. A simple condition is 
composed of a sentence, while a complex condition is a set of two or more simple (or 
complex) conditions with logic operations.  

Condition is a test (verification) unit and is therefore true if the interaction 
occurred; otherwise, it is false. Conditions must involve actors and/or objects. 
Conditions should be defined in Pre-conditions that must be satisfied before the 
action is executed, and in Post-conditions that can be satisfied after the action is 
executed. 
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Fig. 1. Forum Model: collaboration rules policy 
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SimpleCondition  ∈ InteractionSS 
Condition = ∅  ∨  Condition= SimpleCondition ∨  
Condition = ((SimpleCondition1  , ...  ), lop ) ∨  Condition = ((Condition1  , ... ) , lop ) 
lop ∈ Lo ={ and, or, not } 
PreCondition,  PostCondition = Condition 

 
For a metaphorical representation, rules specification languages are essential for a 

proper understanding and interchange of information between humans and systems. 
Collaboration rules can be defined by a formal grammatical language, using marker 
elements whose flexibility meets the needs of the proposed model. 

The example in Figure 2 describes a soccer rule in XML (Extensible Markup 
Language), using the dimensions present in this work, as when the ball passes the 
sideline on the ground or in the air and is returned to the game by the player’s 
opponent who last touched it, at the point where the ball left the game field. 

1. <Rule> <name> LATERAL RETURN </name> <status> active </status>  
2. <Action> 
3. <actor>  <name type = “human”> PLAYER </name> <status> active </status>  </actor> 
4. <activity>  <operator type =”activity”> obligate </operator>  
5. <name> TO PUT </name> </activity> 
6. <object> <name> BALL </name> <status> active </status>   
7. <object attribute> position </object attribute> </object> 
8. <space> <operator type =”space”> inside </operator>   
9. <name type =“polygon” > GAMEFIELD </name> </space> </Action> 
10. <Pre-condition> 
11. <object>  <name> GAME </name> 
12. <object attribute> gametime </object attribute> </object> 
13. <time> <operator type =”time”> &lt; </operator>  
14. <name type=“duration” > GAMEDURATION </name> </time> 
15. <condition operator> and </condition operator> 
16. <object>  <name> BALL </name> 
17. <object attribute> position </object attribute> </object> 
18. <space> <operator type =”space”> outside </operator>   
19. <name type =“polygon” > GAMEFIELD </name> </space> </Pre-condition> 
20. <Trigger> TO SHOT THE BALL </Trigger>  </Rule> 
21. <activity> <name type = “human”> TO PUT </name> 
22. <operation type =“human”> to catch </operation> 
23. <operation type =“human”> to elevate </operation> 
24. <operation type =“human”> to throw </operation> </activity> 
25. <activity> <name type = “human”> TO SHOT </name> </activity> 
26. <space> <name type =“polygon” > GAMEFIELD </name> 
27. <coordinates> ((0,0), (45,100)) </coordinates>  </space> 
28. <time> <name type =“duration” > GAMEDURATION </name> 
29. <values> (0,0,0,0,90,0,0) </values> </time> 
30. <Rule> <name> TO SHOT THE BALL </name> <status> active </status>  
31. <Action>  
32. <actor>  <name type = “human”> OPPONENT </name> <status> active <status>  </actor> 
33. <activity> <operator type =”activity”> right </operator>  
34. <name> TO SHOT </name> </activity> 
35. <object> <name> BALL </name>  <status> active </status>  </object> </Action>  </Rule> 
36. <actor>  <name type =“human” > PLAYER </name> </actor> 
37. <actor>  <name type =“human” > OPPONENT </name> </actor> 
38. <object> <name> BALL </name>  </object> 
39. <object> <name> GAME </name> </object> 

Fig. 2. Fragments of rules and elements using XML 
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4    Case Study: Orbital 

Orbital is a collaborative tool designed for co-authoring UML (Unified Modeling 
Language) class diagrams. Orbital supports software engineers in the creation and 
editing of class diagrams in a distributed collaborative process. The following 
subsections explore the Forum model to describe the elements (table 1) of the Orbital 
tool and to map the collaborative policy. 

4.1   Short Specification of Orbital Elements  

The actors in Orbital2 are the group coordinator and the class modeler. A group has a 
coordinator and several class modelers. Two objects were identified in this 
collaborative environment: class and class relationship (association or generalization). 
Below, a brief list of activities performed by actors using Orbital is showing the main 
social actions: 

- Creation of a collaborative group or collaborative diagram; 
- Publication of a class or relationship; 
- Removal of a class or relationship; 
- Updating of the collaborative diagram; 
- Making a decision about the evolution of classes or relationships. 

This collaborative environment contains some relevant temporal aspects, such as: 

- Decisions about the evolution of an element (class or relationship) are made 
within a limited time frame, i.e., every group modeler must respond 
concerning an element’s evolution within a predefined period of hours or days 
(this usually occurs when a decision is reached by vote); 

- An element published in the collaborative diagram can be allocated to a 
modeler for a predefined period of time (usually minutes or hours). 

Orbital was defined with two “virtual spaces”: (i) the individual working area of 
each modeler; and (ii) the collaborative working area shared by all the modelers. The 
collaborative working area receives all the elements published by the modelers; it is 
the area where the class diagram collaborative modeling work will be carried out. 

Table 1. Dimensional Elements in Orbital 

Actors Coordinator, Modeler, Group, “Orbital System” 
Objects Class, Relationship, Vote, Class Diagram, Decision-making model 
Activities Create, Register, Publish, Remove, Allocate, Release, Update, Visualize, 

Configure, Count, Vote 
Time Duration1 (two days), Duration2 (one hour) 
Spaces Individual work area (IWA), Collaborative work area (CWA) 

                                                           
2  The Orbital is a project by the Group of Collaborative Applications (GAC/UNIMEP), 

registered at the Brazilian Research Council (CNPq. 0023/UNIMEP). 
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4.2   Collaborative Rules for Orbital 

Once the elements of the collaborative environment are clearly defined, it is possible 
to define the rules governing the environment. This set of rules describes the 
collaborative policy for the environment. An analysis of the elements of the Orbital 
environment led to the definition of 18 rules (several are listed in Table 2). Table 3 
shows the mapping of rules, demonstrating how the rules are depicted in Triggers-
Conditions-Actions crossover with Actor-Activity-Object-Time-Space. 

Table 2. Some Rules of Orbital’s Collaborative Policy 

Id  Rule 
R1 <Action> Coordinator [Human Actor] right [Activity Operator] To create [Human Activity]

Group [Human Actor] 
R2 <Pre-Condition> Class  (Not Published) [Object(State)] <Action> Modeler [Human Actor]

Right [Activity Operator] To publish [Human Activity] Class [Object] Inside [Space 
Operator] CWA [Space] 

R3 < Pre-Condition> Class (Not Allocated) [Object(State)] <Action> Modeler [Human Actor]
Right [Activity Operator] To Allocate [Human Activity] Class [Object] Inside [Space 
Operator] IWA [Space] Occurs During [Time Operator]  Duration2 [Time]  

R4 < Pre-Condition> Class.Allocate_time [Object.Attribute] Equal [Time Operator] Duration2 
[Time] <Action> Orbital System [System Actor] Obligate [Activity Operator] To liberate 
[System Activity] Class [Object] 

R5 < Pre-Condition> Class.Publish_time [Object.Attribute] Equal [Time Operator] Duration2 
[Time]  <Action> Orbital System [System Actor] Obligate [Activity Operator] To count 
[System Activity] Vote [Object] 

R6 <Trigger> Modeler [Human Actor] To publish [Activity] Class [Object] <Action> Modeler
[Human Actor] Right [Activity Operator] To vote [Human Activity] Class [Object] Occurs 
During [Time Operator] Duration1  [Time]  

Table 3. Policy mapping based on the Forum model 

 Actor Activity Object Time Space 
Trigger 

 
R6 R6 R6   

Pre-
Condition 

  R2   R3   R4   R5 R4   R5  

Action R1   R2    R3   R4 

R5   R6 

R1   R2   R3   R4  

R5     R6 

R2   R3   R4   R5  

R6 

R3   R6 R2   R3 

5    Conclusions 

Every collaborative environment needs a collaborative policy, without which the 
environment tends to become chaotic [18]. To govern collaborative environments, 
mandatory rules must exist to apply constraints and guide the collaborative work. The 
five dimensions presented in the Forum model allow for the definition of powerful 
rules to support the collaborative environment applied in the design phases.  

Structured rules described in a language such as XML contribute to representation 
and communication among humans and systems. The policy model presented in this 
chapter improves other semantic proposals [4] [9][17] by meeting the specific features 
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of collaborative design environments, such as: explicit definition of space and time 
semantics for collaborative rules; definition of trigger interaction and condition 
interaction; definition of right, prohibition, obligation and exemption activity 
operators; breakdown of activities to support the actors’ workflow; an object 
hierarchy composition to support the actors’ workflow. 
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Abstract. Awareness, in this work, means keeping the members of a team con-
scious about the centers of interest of their colleagues. We have developed an 
algorithm based on textual retrieval techniques that builds the center of interest 
of a user from the traces of his/her computer operations (e.g. documents, web 
pages).  Each user is notified of similar centers of interest thanks to a society of 
agents.  We present the construction of the centers of interest, the notification 
protocol, and an experiment with real data. 

1   Introduction 

Real team spaces are rich in contextual information that is difficult to replicate in 
virtual workspaces mediated by Computer Supported Collaborative Systems (CSCS). 
Consequently, interactions among individuals in virtual spaces become less smooth 
than in real workspaces. Accordingly to [16], to perceive the activities of other indi-
viduals participating in the same virtual workspace may augment the usability of 
CSCS, mainly in collaborative tasks. 

We have observed from informal experiences with small Research & Development 
teams (up to 20 members) using CSCS, most part of these teams working in the same 
site but at different locations, that people prefer to get information directly from other 
people when they have some difficulty in accomplishing a task. Most of the time, they 
could get the same information looking for it in a document database containing offi-
cial information like procedures, manuals, memos, and other kinds of documents, but 
instead they prefer face-to-face interactions or contacting directly someone else by 
phone or e-mail. Although emailing functionality is frequently used, CSCS fails to 
support them in finding people that are currently working on similar subject or have 
worked on that in the past. 

There are several kinds of contextual information in real teams that have been stud-
ied by the CSCW community. Liechti [19] distinguishes four categories of awareness 
depending on the conveyed information. Group awareness relates to the state and 
availability of people in a team (e.g. where they are, they are busy or available) and 
allows for detecting a possibility of interacting with someone else. Workspace aware-
ness, the second category, refers to the execution of a shared task. People involved in 
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the task have to know the state of the shared artifact being constructed (e.g. who is 
editing it, the artifact’s state, the artifact’s history of access/modifications, the views 
others have of the same artifact). The third category, contextual awareness, concerns 
the fact that people filter information and, during a certain period, they want to “lis-
ten” only to information that concerns his current task (e.g. about certain artifacts or 
people). Peripheral awareness relates to the mode some systems present awareness 
information to the user, i.e., without disrupt the user’s current activity. Gutwin and 
Greenberg[16] defines workspace awareness as “the up-to-the-moment understanding 
of another person’s interaction with the share workspace”. Steinfield and co-authors 
[13] call it activity awareness.  

The purpose of our work is to make team members conscious of who else is work-
ing on similar tasks, what may encourage them to work in a collaborative way, share 
their knowledge and reduce re-work [11][4]. If we take the Litchi’s awareness classi-
fication, this work can be considered as contextual awareness. Thus, we are not talk-
ing about Litchi’s workspace awareness where team participants work on the same 
part of a shared artifact or do a shared task. We talk about the context of their tasks 
that may have a common background or information sources. Our problem also fits 
well in the Gutwin and Greenberg[16] workspace awareness´ definition that involves 
knowledge about “where others are working, what are they doing and what they are 
going to do next”. This kind of information is useful for a variety of activities of col-
laboration such as finding opportunities to assist one another, i.e., the main objective 
of the technique proposed in this article.  

1.1   Related Work 

In the contextual category, we find two subcategories of systems. Those that consider 
that people share the same context if they access the same document at the same time, 
and those that consider the content of the document as the main feature of a shared 
context. Piazza [17] is an exemplar system of the first subcategory, and I2I [18] of the 
second. Piazza’s main objective is to support unintended encounters through net-
worked computers. One of its components, called Encounter, allows people to be 
aware of other people working on the same task, i.e., people accessing the same data 
at the same time using the same application. Even though these three dimensions 
(data, time, and application) can be relaxed, the described system notifies only users 
accessing the same document at the same time, for instance, the same WEB page. 
Once notified, people may contact others using audio, video or text. The main point is 
that the shared context is done by the document location (e.g. URL).  

The I2I system has the same objectives of Piazza, but I2I´s authors say that docu-
ment location is not enough to identify shared contexts because the assumption that 
same location is equal to same content is often violated (e.g. by dynamic WEB pages 
or two different URLs with same content). So, in the I2I shared context is given by 
the content of the document the user is currently manipulating. In fact, the document 
content is represented by a vector of terms weighted by TF-IDF[10]. Similarity be-
tween contexts is given by the cosine distance between the vectors. 

Our approach distinguishes from I2I because the shared context is given by the n 
last documents accessed by the user. We argue the content of only one document is 
not enough to describe the task a user is doing because he/she can deviates for a short 
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period from her task only to “take a look” at a document or WEB site. Moreover, we 
keep the historic of contexts for each user in order to foster asynchronous context 
similarity. Our work also distinguishes from Piazza and I2I in the technical domain. 
First, we go one step further than I2I in the information retrieval techniques because 
we have to compute one context from several documents. We also tackle the context 
similarity problem: the computation of the similarity between two contexts repre-
sented by different terms. Second, while Piazza and I2I follow the client-server 
model, our approach is peer-to-peer. It means we have to have a protocol for users to 
advertise changes in their contexts because contexts are not collected by a central 
server. 

The following paragraphs present our approach to the awareness describing what 
kind of information we maintain, how this information is captured, diffused, and used. 
Section 2 details our approach, and section 4 presents results from experiments with 
real data collected from two R&D teams and some issues resulting from the applica-
tion of the awareness mechanism in a virtual research and development team setting. 
Finally, we offer a conclusion. 

2   Awareness Based on Centers of Interest 

The awareness mechanism is part of our framework for the construction of project 
memories [14].  In our approach, a project memory is distributed in several personal 
memories containing private and collective knowledge items (KIs). A KI is a  
representation of a textual item (e.g. document, web page, e-mail) that may enable 
knowledge creation by the individuals. A personal memory is enriched with KIs  
manipulated in daily activities such as WEB browsing, emailing or document editing.  

A personal memory is not simply a repository of KIs. Besides, it is a set of proc-
esses. One of such processes is the computation of the user’s center of interest, i.e., 
the context. Another important process to the awareness mechanism is the notifica-
tion one. The two processes constitute the awareness mechanism. 

2.1   Computing a Center of Interest 

A personal memory provides an interface to the user in order to capture KIs. The user 
informs the most interesting KIs to the personal memory and when it must update 
his/her center of interest based on such KIs. In order to compute the user’s center of 
interest, we use document classification [6] and information retrieval techniques [15] 
over the selected KIs. 

Usually, document classification is divided into two main phases: learning and 
classification. In the learning phase, a collection of already classified documents (the 
training set) is given as input for building a representation of each class. The first step 
consists of selecting a set of features that are important for representing the docu-
ments. A well-known approach is to consider a number of terms to represent the 
documents’ features. Next, the classification phase puts a new document in a particu-
lar class based on the similarity between the document and each one of the classes. 

In our case, the KIs selected by the user represent the training set. The classes are 
the users´ centers of interest. Besides classifying new arriving KIs, i.e., to push KIs to 
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the users according to their centers of interest (out of the scope of this paper), we 
compare centers of interest of different users in order to provide awareness. 

Hence, KIs are represented as vectors of relevant terms. A common measure of 
relevance for terms is the TF-IDF (Term Frequency - Inverse Document Frequency) 
measure [10]. TF-IDF states that the relevance of a term in a KI is in direct proportion 
to its frequency in the KI, and in inverse proportion to its incidence in the whole col-
lection D of KIs. The IDF part for the ith term is given by log(|D|/DFi) where DFi is 
the number of KIs containing the term i. TFi designates the frequency of the ith term 
in a particular KI. The TF-IDF formula is given in equation (1). 

×=
i

i DF
DTFiTFIDF ||log)(  (1) 

A KI a vector d as equation 2 shows. 

d = {TF1*log(N/DF1), TF2*log(N/DF2), ..., TFm*log(N/DFm)} (2) 

To learn a center of interest based on such KIs, machine-learning algorithms (e.g. 
decision trees, naïve Bayes, neural networks, and nearest-neighbor) can be applied to 
the data [6]. Here, we use a centroid-based approach [5] in which an average vector 
represents the center of interest of a user. Equation 3 gives the centroid vector c for a 
collection D of KIs for a certain user. 

∈

×=
Dd

d
D

c
||

1  (3) 

Users can schedule the computation of his/her center of interest at a certain time of 
the day or request the personal memory to compute the center of interest at the mo-
ment. The computation is not done automatically because it is time consuming. Each 
time a new KI is modified or inserted into the personal memory, all the KIs vector 
representations change. For instance, when a new KI is inserted, the cardinality of the 
collection changes and the TFIDF measure changes for all terms of all documents 
except for the terms having frequency equal zero.  

The greater the size of the KI collection, the more time consuming is the computa-
tion of the center of interest. So, in order to limit the number of KIs in the computa-
tion, the user can select only the KIs produced or modified during a certain period or 
select automatically the last n KIs. 

2.2   Notification 

Personal memories compute the similarities among the centers of interest and keep 
their users aware of the ones having similar centers of interest. The notification con-
sists of (i) a computation for identifying the most similar centers of interest and (ii) a 
protocol for exchanging the centers of interest. 

2.2.1   Calculation of the Similarity Between Centers of Interest 
We use the centroid approach [5] for calculating the similarity between pairs of cen-
ters of interest. Classical techniques could be used such as computing the cosine or 
the Euclidian distance. However, we cannot use such techniques directly because the 
learning phase is done separately for each user. Their centers of interest have different 
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terms and consequently different dimensions. Of course, the centers of interest may 
have common terms depending on the similarity of the contents of their KIs. For  
instance, users interested in “religion” and “atheism” will probably have similar 
terms. 

Thus, besides the similarity computation we have two additional problems:  
normalizing the centers of interest to be compared and to discover which terms best 
discriminate the centers of interest. Important terms for a user can be not very good 
for discriminating his/her center from the other ones. For instance, the term “task” is 
probably important for most users, thus such a term is not a good discriminator. 

In order to solve such additional problems, we propose a method for normali- 
zing the centers of interest and discovering the terms that best discriminate them  
(Section 4.1.1). The output of this step is the input for measuring the similarity  
between pairs of centers of interest (Section 4.1.2).  

2.2.1.1   Computing the Discriminating Power of Terms. In order to measure the  
discriminating power of the terms figuring in the centers of interest, we use the  
Gini index technique [12]. Let {c1, c2,..., cm} be the set of centers of interest computed 
according to Equation (3) and Ti the vector derived from the relevance of the term i  
in all the centers — Ti = {c1i, c2i,…, cmi}. T’i is the vector Ti normalized with the  
one-norm — T’i = {c1i / || Ti ||1, c2i / || Ti ||1, cmi / || Ti ||1} the discriminating power of  
i — pi — is given by Equation (4). 
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pi is equal to square of the length of the T’i vector. So pi is always in the range [1/m, 
1]. pi has the lower value when T’1i = T’2i = … = T’mi, whereas the higher value of pi 
is given when only one center of interest has the term i. 

Example 1: Let C = {c1, c2, c3, c4, c5} be a set of centers of interest and a, b two terms 
in C. For each center of interest in C, we get the values for a and b and keep them in 
two vectors, say, Ta = {0.12, 0.56, 0.45, 0.22, 0.73} and Tb = {0.0, 0.85, 0.0, 0.08, 
0.1}. The one-norm normalized vectors are: T’a = {0.06, 0.27, 0.22, 0.11, 0.35} and 
T’b = {0.0, 0.82, 0.0, 0.08, 0.09}. From equation (3), we obtain the discriminating 
power for a and b: pa = 0.2595 and pb = 0.6869. The algorithm determines that b is 
better than a for distinguishing the centers of interest in C. Such observation seems 
obvious observing Ta and Tb. While in Ta is very difficult to pick one class where a is 
the best discriminating term, in Tb, b clearly discriminates the center of interest c2. 

The pi measure acts as a normalizing parameter allowing centers of interest with 
different terms to be compared. We compute the pi discriminating power for the terms 
of the whole collection of centers of interest. Such pi measures are used in the similar-
ity computation step described in the following sub-section. 

2.2.1.2   Comparing Similarity Among Centers of Interest. In order to quantify  
the similarity between two centers of interest, c1 and c2, we create a comparable vec-
tor c’2 as follows: for each term c1i, the corresponding c’2i is set with the c2i. When a 
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term c1i is not in c2 (c2i is 0) then c’2i is 0. Next the similarity score between c1 and c2 is 
computed using the terms’ discriminating power pi according to Equation (5). It  
is important to stress that the score between c1 and c2 is not symmetric. Thus, equation 
(5) calculates how much user 2 is interesting for user 1, but not the opposite. 
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In Equation 5, we compute the average quality of the terms inside the centers of in-
terest taking into account the discriminating power of each term. To increase the sys-
tem performance we use “good” discriminating terms, thus we have introduced an 
empirical threshold to avoid the influence of poor discriminating terms. We consider 
terms having a pi greater or equal than 0.3, otherwise we arbitrarily set the pi to 0. 

2.2   Awareness Protocol 

Each time a user center of interest is recomputed, the corresponding personal memory 
multicasts it to the other memories (Figure 1). A receiver personal memory (generi-
cally represented by PM K) compares its user’s center of interest with the sender’s 
center of interest. Next, each receiver personal memory sorts the centers of interest of 
all users showing them in decreasing order (from the most to the least similar). The 
message from the user 1 to his/her personal memory represents the configuration for 
the computation of his/her center of interest (the scheduled time and the KI filter – to 
select the KIs produced in a period or the last n KIs). 

 

Fig. 1. Sequence Diagram for the Awareness Protocol 

3   Experiments and Results 

We discuss in this section results from the experimentation of the awareness mecha-
nism and the implementation of the awareness protocol. 
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3.1   Methodology  

We have looked for a classification technique able to manipulate several classes. The 
reason is that in a collaborative application we have several users, each user repre-
senting a class (center of interest) in the system. Besides, in such applications the 
classification technique must be flexible to support insertion and removal of users. 
We were aware that such a problem is very difficult and that the trade-off between the 
number of classes and the accuracy would make such general techniques less accurate 
than existing techniques for problems with fewer classes. 

It is important to underline that in collaborative environments, performance al-
though desirable is not a critical problem. For instance, it is not a serious problem if a 
user’s center of interest appears in the second or fifth position in relation to another 
one. In contrast, not pointing a similar center of interest is a serious problem. 

To measure the performance of our similarity calculation method, we have selected 
five users (A, B, C, D, and E) that are part of two distinct research teams: applications 
of multi-agent systems and optimization in planning/scheduling. Users A and B be-
long to the multi-agent systems group. Users A works on CSCW while B works on 
bin packing problems. Until now users A and B have not specifically worked on 
agents. Users C, D, and E belong to the optimization team. They all work on planning 
and scheduling optimization applied to industrial plants.  

Each user selected approximately 10 KIs produced or collected from their activities 
of research during the last 3 months. A typical KI is a six to twenty pages scientific 
article in English. After that, we have computed the center of interest for each user 
selecting the best 200, 500, 1000, and 5000 terms in order to study the effect of the 
size of the vector in the similarity score. For each center of interest we scored its simi-
larity with all others producing the results shown in the next section. 

3.2   Results of the Similarity Calculation 

The table 1 shows the scores obtained from the similarity calculation when using a 
200 sized vector representing the centers of interest. Table reading is done row-by-
row, so for the user C, the most similar center of interest (except for his/her center) is 
D, and the second most similar is E. The scores are given by equation 5. 

When vector sizes are augmented (table 2), there are only a few modifications  
in the order of the two most similar centers of interest in relation to the table 1,  
 

Table 1. Similarity scores for centers of interest (centroids) with 200 terms. The most similar 
centers are marked in bold, and the second ones are in italic.  

User A B C D E 
A 2.41206 0.07356 0.23636 0.07605 0.14382 
B 0.06790 2.13679 0.11372 0.07659 0.13650 
C 0.09142 0.04534 5.34660 0.48570 0.44361 
D 0.02228 0.05716 0.65757 3.33189 0.55121 
E 0.02955 0.03785 0.43324 0.26120 3.62506 
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Table 2. Similarity scores for centers of interest (centroids) with 5.000 terms. The most similar 
centers are marked in bold, and the second ones are underlined.  

User A B C D E 
A 1.00000 0.08779 0.17062 0.10591 0.06488 
B 0.09809 0.62086 0.17059 0.09780 0.07915 
C 0.08996 0.07276 0.93100 0.20679 0.12578 
D 0.04809 0.04107 0.19441 0.75614 0.09824 
E 0.05333 0.07633 0.21551 0.15317 0.83853 

i.e., row-by-row AxD instead of AxE, and BxA instead of BxE. When using  
1.000 sized vectors, only one modification occurred, and with 500 sized vectors no 
modification appeared. However, we have noted that the similarity scores decrease 
because the greater the vector size, the less the probability for the terms to be good 
discriminators reducing the Gini index and then the similarity score. 

3.3   Results of the Awareness Protocol 

The awareness protocol has been implemented and tested in the OMAS (Open Multi-
agent system) platform [1] that provides a model for building agents and all the com-
munication facilities. In [14] we discuss the OMAS platform in more details as well 
as the agents that make up a personal memory. 

We have tested the awareness protocol in a virtual research and development team 
setting composed by five members acting in the computer science domain, each one 
of them in a different subject. The centers of interest were computed every time a new 
KI or modifications on an existing KI were done. We have noted that besides being 
high time consuming, it produces a lot of messages that disturbs the users. 

In order to reduce information overflow produced by the textual messages, we en-
visage developing a graphical representation for the awareness where the centers of 
interest are positioned in concentric circles – the inner a center of interest is the 
greater is its similarity with the local center of interest. Another alternative is to put 
the centers of interest in a hyperbolic graph [9]. The user can navigate in the hyper-
bolic graph seeing individuals that are near his/her center of interest and individuals 
around other person’s center of interest. Such alternative implies that the similarity be 
computed between each ordered pair of centers of interest given that the similarity - 
as we have presented - is not a symmetric measure. 

Another undesirable detected situation is that users may not want to diffuse their 
centers of interest (keeping his/her privacy). Thus we have to provide a functioning 
mode where the privacy of the users is not invaded, i.e., the center of interest is calcu-
lated but not diffused.  

4   Conclusion 

The activity awareness mechanism presented in the previous sections makes team 
members aware of the current domain of action of his/her colleagues. Such a mecha-
nism may instigate them to work collaboratively. The awareness mechanism is  
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composed by two parts: the calculation of the centers and the notification of similar-
ity. This last includes a protocol for diffusing the centers of interest and the similarity 
calculation between pairs of centers of interest. In relation to the related works, our 
technique extends the concept of shared context. For us, the task context is given by 
the content of a collection of documents instead of only one document or by its loca-
tion. We have also shown how to build contexts (centers of interest) based on the 
centroid technique, and how to measure similarity between them considering that 
vectors representing the contexts may have different sizes and terms.  

Experiments have shown that algorithm is capable of identify users having  
common centers of interest with a few number of documents. In our tests we have 
employed 6 to 10 articles per user for determining his/her center of interest. More 
extensive experiments are necessary to specify the thresholds that allows us to say 
that a set of users compose a community and at which degree of cohesion.  

The protocol for interchanging centers of interest has been tested in a laboratory 
setting. Although the exhibited behavior is satisfactory, we have detected problems 
regarding the users´ privacy and disturbing. The interface that displays similar centers 
of interest needs some improvement. We also need to provide a new operational mode 
for users not willing to diffuse their centers of interest. Finally, we plan to validate the 
awareness method in R&D during real working (not with collected documents) in 
order to assess the social effects (the satisfaction of team members with the mecha-
nism, the perceived value in the work organization [3]) besides the quantitative per-
formance measures. 
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Abstract. We propose an analytic method to evaluate groupware design. The 
method was inspired by GOMS, a well-known approach to analyze usability 
problems with single-user interfaces. GOMS has not yet been amply applied to 
evaluate groupware because of several fundamental distinctions between the 
single-user and multi-user contexts. The approach described in this paper 
overcomes such differences. We also illustrate the application of the model by 
applying it to the design of a collaborative tool for software engineering 
requirements negotiation.  

1   Introduction 

Groupware systems are becoming increasingly popular, yet many groupware 
applications still have usability problems [1]. In groupware, the computer system aims 
at supporting human-human interaction affected by variables such as group dynamics, 
social culture, and organizational structure [2]. These variables, whose values are 
sometimes unpredictable, make groupware difficult to design, especially when 
compared to traditional software [3]. 

The usability issue has long been recognized as an important aspect in the design 
of computer systems. In groupware it can have a strong impact both on the overall 
efficiency and effectiveness of the team, and on the quality of the work they do [3]. 
The design of groupware systems should consider the various aspects that affect their 
usability, but there are few proven methods to guide a successful design.  

Many researchers believe that groupware can only be evaluated by studying 
collaborators in their real contexts, a process which tends to be expensive and time-
consuming [4]. Ethnographic approaches can be utilized to evaluate groupware, but 
these techniques require fully functional prototypes, which are expensive to develop. 
Also important is the overwork generated when usability problems are detected at this 
stage. Redesigning the groupware requires work that could have been avoided if the 
problem had been detected during the initial design.  We believe we can reduce these 
problems if we apply analytical methods to evaluate usability prior to the 
implementation.  

In this paper we propose an analytic method based on validated engineering 
models of human cognition and performance to evaluate the usability of groupware 
systems. The proposed analytical method has been derived from GOMS [5, 6]. 
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GOMS (Goals, Operations, Methods and Selection Rules) [5] and its family of 
models, such as GOMSL [6], offer an engineering solution to the analysis of human-
computer interaction. GOMS has been successfully applied in several situations, to 
predict usability, to optimize user interaction, and to benchmark alternative user 
interfaces [7].  

GOMS addresses singleware, i.e. one user interacting with one device. Although it 
is possible to conceive and model multiple user interactions with one device using 
GOMS, we realized that such an approach is not beneficial for groupware designers, 
in particular if they are concerned with shared space functionality.  

GOMS is based on a cognitive architecture (user and physical interface) and a set 
of building blocks (goals, operators, methods and selections rules) describing human-
computer interaction at a low level of detail. We investigated which modifications 
would have to be made to the cognitive architecture and to the building blocks to 
apply the same ideas to groupware. This is explained in Section 2. In Section 3 we 
describe the proposed method, derived from the groupware cognitive architecture. In 
parallel with the method description, and to demonstrate its applicability, we apply it 
to the design of a groupware tool for software engineering requirements negotiation. 
Finally, Section 4 concludes the paper. 

2   GOMS and Groupware 

In general, the GOMS family of models has been associated with the Model Human 
Processor [5], which represents human information processing capabilities using 
perceptual, motor and cognitive processors. However, significant architectural 
differences are identified when considering individual models. For instance, KLM [8] 
uses a serial-stage architecture, while EPIC [9] addresses multimodal and parallel 
human activities. In spite of these differences, one characteristic common to the 
whole GOMS family of models is that it is singleware [10]: it assumes that one single 
user interacts with a physical interface comprising several input and output devices.  

Figure 1 depicts this singleware architecture based on EPIC. According to some 
authors [11], this architecture applies to groupware in a very transparent way: in order 
to model a team of users, one can have several models, each one addressing the 
interaction between one user and the physical interface; and assume that (1) the 
physical interface is shared by multiple users and (2) the users will deploy procedures 
and strategies to communicate and coordinate their individual actions. Thus, 
groupware usage will be reflected in conventional flows of information, spanning 
several users, which still may be described using the conventional production rules 
and representations. 

The problem however is that this approach does not reflect two fundamental issues 
with groupware: (1) the focus should move from the interactions between user and 
physical interface towards the more complex interactions between users, mediated by 
the physical interface; and (2) with groupware, the conventional flows of information 
are considerably changed to reflect multiple control centers and parallel activities. 
From our point of view, in order to address these groupware issues, we have to re-
analyze how the physical interface handles communication flows and discuss its role 
in relation with multi-user interactions.  
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Fig. 1. Singleware architecture 

In the singleware context, we may characterize the conventional flow of 
information in two different categories: feedback and feedforward. The first category 
corresponds to a flow of information initiated by the user, for which the physical 
interface conveys feedback information to make the user aware of the executed 
operations [12]. The second category concerns the delivery of feedforward 
information, initiated by the physical interface, to make the user aware of the afforded 
action possibilities.  

In groupware, however, some additional categories may have to be considered. We 
analyze three different categories: explicit communication, feedthrough and back-
channel feedback. The explicit communication, as defined by [3], addresses 
information produced by one user and explicitly intended to be received by other 
users. This situation can be modeled as one physical interface capable of multiplexing 
information from one input device to several output devices [11]. The immediate 
impact on the model shown in Figure 1 is that we now have to explicitly consider 
additional users connected to the physical interface. 

The feedthrough category concerns implicit information delivered to several users 
reporting actions executed by one user. This flow of information is initiated by the 
physical interface and it is directed towards the other users. A simple form of 
generating feedthrough consists of multiplexing feedback information to several users.  

The notion of feedthrough has a significant impact on task modeling for several 
reasons. The first one is that feedthrough is essential to provide awareness about the 
other users and construct a context for collaboration. We can regard this type of 
information as being processed by the physical interface in specialized input and 
output devices, capable of processing sensory information about who, what, when, 
how, where are the other system users. The major purpose of this specialization is to 
make an analytic distinction between awareness and the other types of information 
mediated by the physical interface, so that we may focus on the former and avoid 
analyzing the later.  

The proposed awareness output device also addresses one important groupware 
facet: not only it allows users to build a perceptual image of the collaborative context, 
but it also allows them to perceive the role and limitations of the physical interface as 
a mediator. This is particularly relevant when Internet is being used to convey 
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feedthrough, causing delays which are significantly longer and less predictable than 
feedback delays [13].  

The third reason for analyzing the impact of feedthrough is related to an important 
characteristic of groupware: it allows users to loose the link between executed 
operations and awareness – a situation called loosely coupled [14]. Two types of 
control are generally supported by groupware in a loosely coupled situation: (1) the 
user may get awareness information on a per-object demand basis, e.g. by moving the 
focus of interest; or (2) the user specifies filters that restrict awareness to some 
selected objects and types of events. In both cases this situation requires some 
cognitive activities from the user to discriminate and control awareness information, 
which can be modeled as a specialized input device devoted to control awareness 
information delivery. 

Finally, the back-channel feedback category concerns unintentional information 
flows initiated by a user and directed towards another user to ease communication. No 
significant content is delivered through back-channel feedback, because it does not 
transmit user’s reflection. Back-channel feedback may be automatically produced by 
the physical interface based on users’ motor or vocal activities. We can model this 
type of activity in the physical interface as information flowing from a user’s 
awareness input device to another user’s awareness output device. 
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Fig. 2. Modifications to the physical interface required by the groupware architecture 

In Figure 2 we illustrate the modifications to the physical interface required by the 
groupware perspective. Our interpretation of the GOMS architecture, taking the 
groupware perspective in consideration, consists basically of modeling multiple users 
mediated by a shared physical interface; having awareness input and output devices, 
handling awareness information about the users operating in the system; and having 
coupling input devices, responsible for individually controlling the awareness 
information received by users.  

Observe that this groupware architecture does not imply any modifications to 
GOMS, providing instead a contextualized framework adequate to a specialized 
application area, namely groupware. Also, the architecture does not address face-to-
face situations where users exploit visual and body communication channels. 
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3   Method Description and Case Study 

We will describe the proposed analytic method using a case study. The case study 
involved the development of a groupware tool for collaborative software quality 
assessment. The tool implements the Software Quality Function Deployment (SQFD 
[15]) methodology as the basic approach for evaluating software quality. The 
objective of this groupware tool is to facilitate the SQFD negotiation process, 
supporting mechanisms in a same-time, different-place mode. More details about this 
tool can be found in [16]. 

Step 1 – Defining the Physical Interface 
Our first step consists in characterizing the physical interface of the groupware tool 
under analysis. Considering the complexity of many groupware tools, we divide this 
physical interface in several components, which we may designate shared spaces, 
defined as follows: a shared space is a distinctive combination of awareness 
input/output and coupling devices, capable of producing explicit communication, 
feedthrough and back-channel feedback.  

In our case study, we find two shared spaces. The SQFD shared space, shown in 
Figure 3, allows users to inspect a matrix of correlations between product specifications 
and customer requirements, as well as observing which correlations are under negotia-
tion. Limited awareness is provided in this space, but there is a coupling mechanism 
allowing users to analyze a cell in more detail. This coupling mechanism leads users to 
the “Current Situation” shared space shown in Figure 4.  

 

SQFD shared space:
Awareness inputs: None available
Awareness outputs: Correlations 
(0,1,3,9) and ongoing negotiations 
(?,F,L)
Coupling: Double clicking to analyze 
cell in detail

 

Fig. 3. The SQFD shared space 
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Current Situation shared space:
Awareness outputs: Negotiation 
status, including positions in favor 
and against, and arguments
Coupling: Users may open/close 
positions and arguments

Awareness inputs: Users 
define their positions and 
arguments, for which 
feedthrough information is 
generated

 

Fig. 4. The Current Situation shared space 

The “Current Situation” space displays the overall status of the negotiation process, 
reminding about the cell that is currently selected in the SQFD shared space and 
showing the various positions assumed by all negotiators. The bottom half of this 
space allows users to express their individual positions.  

Note that the SQFD and “Current Situation” shared spaces provide several pieces 
of awareness information about the SQFD process. Considering the SQFD space, the 
users may perceive selected correlations (values 0,1,3,9) and negotiation status (?,F,L) 
for each cell. The top half of the “Current Situation” space displays the current 
correlation, positions in favor and against, and users’ arguments supporting those 
positions. All this information is constantly updated according to feedthrough 
information obtained by the system.  

Step 2 – Breakdown Definition of Collaborative Activities 
In this second step we describe the functionality associated to the identified shared 
spaces. Following the GOMS approach, the shared spaces functionality is 
successively decomposed from the more general to the more detailed.  

Let us exemplify with our case study. The first method we illustrate in Figure 5 is 
the “Negotiate SQFD”, describing how a user interacts with the SQFD shared space.  

The method consists of mentally selecting a cell in the SQFD, analyzing its status, 
and deciding or not to negotiate the cell using the “Current Situation” space. The task 
is considered finished when the user accepts all values in the SQFD.  

We show the additional details of two lower-level methods related with the SQFD 
space. The first one describes how users analyze the cell situation, which includes 
analyzing awareness information about the activities of others on the same cell in the 
SQFD space. The second method describes how a user accesses the “Current 
Situation” space.  
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Method: Negotiate SQFD 
S1. Select cell. 
S2. Analyze situation of cell.  
S3. If want to negotiate value, then accomplish goal: Open Current Situation. 
S4. If agreement on all cells, return with goal accomplished. 
S5. Go to S1. 

Method: Analyze Situation of Cell 
S1. Verify cell is empty or 0,1,3,9,?,F,L. 
S2. Return with goal accomplished. 

Method: Open Current Situation 
S1. Double click on cell. 
S2. Return with goal accomplished. 

Method: Negotiate Value 
S1. Analyze current situation. 
S2. If do nothing, return with goal accomplished.  
S3. If want other value, then accomplish goal: Propose alternative value. 
S4. If insist on a value, then accomplish goal: Support proposed value. 
S5. If agree with others, then accomplish goal: Withdraw proposed value. 
S6. If change opinion, then accomplish goal: Change proposed values. 
S7. If want to block, then accomplish goal: Block negotiation. 
S8. If want to unblock, then accomplish goal: Unblock negotiation. 
S9. If want firm position, then accomplish goal: Firm position. 

S10. If remove firm position, then accomplish goal: Remove firm positions. 
S11. If system is requesting confirmation, then accomplish Goal: Confirm value. Else go to S1. 
S12. Return with goal accomplished. 

Fig. 5. Methods describing shared spaces functionality (excerpt) 

We also describe in Figure 5 the functionality associated to the “Current Situation” 
space, which is significantly more complex than the SQFD space. The “Negotiate 
value” method describes how users interact with this space at the highest level of 
detail. The users face several alternative actions while negotiating a value for the cell. 
Note in Step 11 that the system may request a confirmation from the user about the 
current correlation proposed for the cell. If all users agree, then the negotiation is 
considered finished for that cell. 

Note also that the groupware tool gives the privilege to a user to block the 
interaction over a cell, a situation that is common in negotiations and used in various 
ways to increase individual gains. Another functionality supported by the tool is 
allowing a user to manifest a “firm” position about a cell value. In this situation, the 
tool asks the other users if they agree with the firm position. If everybody agrees, the 
negotiation of the cell is considered complete; otherwise, it is handled similarly to a 
blocking situation. The complete description of this functionality is very extensive 
and therefore omitted from the paper. We observe however that this step requires a 
significant amount of work to go down to methods describing the fine grained details 
of collaborative activities (e.g. consider that the “Current Situation” may require the 
user to scroll down to find the negotiation details, thus increasing the complexity of 
the “Analyze current situation” method).  
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Step 3 – Detailed Analysis of Collaborative Activity Definitions 
In this step the method proceeds with a detailed analysis of the specification, as 
proposed by GOMS approach. The focus on collaborative activities derives from the 
application of the modified architecture perspectives on steps 1 and 2. We centre on a 
basic measure obtained from method definitions to benchmark design solutions: 
cognitive workload, defined as the number of steps specified in a method, including 
steps specified in lower-level methods (e.g. the “Negotiate SQFD” method has 9 
steps).  

Let us illustrate this analysis with our case study. An important goal that we had to 
accomplish when developing the SQFD tool was to make the negotiation of a cell a 
highly efficient task, since a SQFD matrix many times has hundreds of cells which 
may have to be individually negotiated. This optimization was mostly done by 
working on the cognitive workload measures of the “Negotiate value” and “Analyze 
current situation” methods. Both of them have high cognitive workloads for several 
reasons. The “Analyze current situation” method (not specified in the paper) has high 
cognitive workload because it examines how users perceive the current situation of a 
cell, which may already have been subject to a long negotiation process and requires 
the user to recall and go through several correlation values, issues, positions and 
arguments. This requires a significant number of verifications and decisions. A design 
solution to avoid this complexity, suggested by our analysis, consisted in structuring 
information in multiple levels, providing the most important information (positions in 
favor or against) in the first place, so that the user may “conserve” cognitive effort 
avoiding to go through the other information elements (so, the tradeoff was to have 
more methods with few steps).  

The “Negotiate value” method (described in Figure 5) has high cognitive workload 
because of the number of decisions faced by the user: do nothing, propose, other 
value, change opinion, etc. Ten decisions were identified. However, analyzing the 
design implications, we preferred to concentrate all those decisions on one single 
method to optimize the time spent performing this necessary task (so, the tradeoff was 
to have few methods with many steps).  

4   Discussion of Results and Conclusions 

This paper presents an analytical method, derived from GOMS, to evaluated 
groupware usability during the design stage as a complement of traditional methods 
based on ethnography and real settings evaluation. The method is a revised version of 
a previous method discussed by the authors [17]. The example discussed in this paper 
illustrates well the proposed design method in which the whole collaboration process 
may be structured as a repetitive collection of smaller collaborative tasks orchestrated 
through a shared space. We believe the combination of this method with traditional 
usability evaluation is mostly adequate to successful groupware interface design.  

The method has a strict focus on shared space functionality, allowing to benchmark 
different design solutions based on cognitive workload. The cognitive workload 
measures the presumed effort necessary to collaborate through shared spaces, based 
on the total number of steps defined in methods describing collaborative activities.  
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Unquestionably, one salient characteristic of this method is that it does not focus 
on collaboration as a process. For instance, the SQFD tool implements a negotiation 
protocol, where an initial bid is offered and other people negotiate their bids until 
everyone agrees (see [16] for a detailed explanation).  

Although this process may be inferred by a detailed analysis of the method 
specifications, we argue the approach does not make it salient, giving importance to 
the mediating role of the shared spaces and the opportunities to optimize shared space 
usability. Therefore, this method should be regarded as complementary to other 
methods evaluating broader aspects of collaboration design. The fundamental 
implication for design raised by this method is that very fine-grained design decisions 
related with shared space usability might now be evaluated with an objective 
criterion: cognitive workload.  
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Abstract. Existing systems supporting collaboration processes typi-
cally implement a single, fixed collaboration protocol, and collabora-
tion process takes place inside a single group. In this paper, we present
the DynG prototype which provides support for multiple collaboration
protocols for non-monolithic collaboration processes, i.e. collaboration
processes in which collaboration is spread among many groups, having
different protocols depending on what the group is aimed at. Collabo-
ration protocols used by the DynG prototype integrate communicative,
“acting”, and social aspects of collaboration processes and must be se-
mantically and structurally valid.

1 Introduction

From prehistoric tribes to trade unions, group structure has always been at
the heart of human activities. Grouping their competences, humans are able to
achieve great projects, from pyramids to railroad infrastructure construction.
The keyword for group activities is collaboration. Collaboration is the process of
sharing competences to achieve a common goal.

To a recent past, the collaboration process was limited by the requirement of
a single location. People involved in a collaboration process needed to meet to
exchange information. In reality, people are generally spread on large geographi-
cal area. Meetings are difficult to organize, because of schedule incompatibilities,
and costly in terms of time and money.

Telecommunication networks provide a partial solution to the former problem.
Telecommunication networks let collaborators be spread over various locations.
The use of telephone allows collaborators to exchange information via voice
communication. Documents can be exchanged via fax in a graphical format.
Local area networks (LAN) are the basis of electronic information exchange
inside enterprises, while wide area networks (WAN) – in between enterprises.

With the rise of telecommunication networks, collaboration models that ra-
tionalize the collaboration process have been developed. Most of them are doc-
ument oriented, i.e. the fundamental object of the collaboration process is one
or more documents. In enterprises’ intranets, collaboration tools are currently
widely used for sharing files, for group scheduling or for document collaborative
writing.

W. Shen et al. (Eds.): CSCWD 2005, LNCS 3865, pp. 41–50, 2006.
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Traditionally, research in electronic support for collaboration has concentrated
on collaboration processes confined inside a single group. Few attention has been
accorded to the case of non-monolithic collaboration processes, i.e. processes
in which the collaborative activities are spread dynamically among potentially
many groups. The term “non-monolithic” is taken from the negotiation vocab-
ulary (see [1], pp. 4-5, 389-406), where a non-monolithic negotiation process is
a negotiation process in which some parties do not behave as a unitary decision
entity, i.e. a party consists of many persons with various perceptions and goals.

In the field of computer support for collaborative work (CSCW), some works
have addressed the issue of the group data organization in a dynamic way [2],
the issue of non-monolithic collaborative document edition [3]. These works are
usually poorly formalized and focus on very limited applications. In the field
of electronic negotiations, some works addressed the issue of negotiation proto-
cols [4] [5] [6] [7] [8] [9]. According to [10], a negotiation protocol is “a formal
model, often represented by a set of rules, which govern software processing,
decision-making and communication tasks, and imposes restrictions on activities
through the specification of permissible inputs and actions”. One may consider a
negotiation protocol as a collaboration protocol. Works in the field of electronic
negotiations are usually limited to monolithic negotiations, or address a single
user’s point of view and do not provide support for group collaboration. To our
best knowledge, the issue of support for both structured and non-monolithic
collaboration processes has never been addressed.

In this paper, we present the DynG (for Dynamic Groups) prototype, already
introduced in [11], which provides support for multiple collaboration protocols
for non-monolithic collaboration processes. In section 2, a model for collaboration
protocols assigned to every single group is presented, including the integrated
communicative, “acting”, and social aspects as well as the structural and se-
mantic validity of these protocols. In section 3, both the overall architecture and
implementation details of the DynG prototype are described. Section 4 concludes
the paper.

2 Structuring Non-monolithic Collaboration Processes

In non-monolithic collaborative processes, collaboration always occurs inside a
group. Even when a single collaborator works alone, it may be considered as a
group consisting of only herself/himself. Therefore, it may be stated that a group
is a non-empty set of collaborators. An other aspect of this kind of collabora-
tion is that collaborators are collaborating via message exchange. As the global
collaboration is always divided into many small collaboration processes, we will
only address the mechanism to structure these processes into a given group as
well as the validity of this mechanism. The interaction between different groups
with different protocols is not the subject of this paper.

2.1 Collaboration Protocols

Three elements may be distinguished in collaborative processes: a communicative
aspect, an “acting” aspect, and a social aspect.
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Communication is a major component of collaboration as collaborators need
to exchange information to achieve their common goal [12] [13]. The acting aspect
of collaboration concerns the fact that collaborators not only exchange informa-
tion to reach their common goal, but also act to achieve it. Finally, the social
aspect of collaborative processes concerns relationships among collaborators, the
perceptions they have of others collaborators.

Let’s take an example to illustrate the communicative, acting and social as-
pects of collaborative processes. Let’s assume that a parent is reading a fairy
tale to her/his child. They collaborate: their common goal being usually to spend
some pleasant time together. They communicate: the child may ask why the wolf
is so bad at the three little pigs, and the parent answers, or at least tries. They
act: the child may point the wolf on a picture in the book, the parent turns
pages. The parent and the child are obviously playing different social roles.

The concept of behavioral unit captures all three aspects – communicative,
acting, and social – of collaborative processes.

Behavioral unit. A behavioral unit is a triplet (UserRole, MessageType,
Action).
– The UserRole addresses the social aspect. In the case of the former

example, two UserRoles may be distinguished: Parent and Child.
– The MessageType addresses the communicative aspect. The introduc-

tion of message types limits ambiguousness of communication [14]. In
the case of the former example, three MessageTypes may be distin-
guished: Question, SureAnswer or PotentialAnswer. Intentions
of the collaborator can be clearer with an adapted message type. The
message “the wolf is fundamentally bad” may be a SureAnswer or a
PotentialAnswer, depending on the confidence of the person answer-
ing the question. In this case, the introduction of the adapted message
type permits to evaluate the credibility/veracity of exchanged data.

– The Action addresses the acting aspect. In the case of the former ex-
ample, two Actions may be distinguished: PointingTheWolf and
TurningPage.

In the proposed model, collaboration processes result from exchange of be-
havioral units among collaborators. Collaborators are exchanging behavioral
units, sending typed messages and acting, in a given role. Exchange of be-
havioral units causes the evolution of the group in which collaborators are
working: each sent behavioral unit causes a transition of the group from a
past state to a new state.

Transition. A transition is a triplet (BehavioralUnit, SourceState, Des-
tinationState).

In the case of the former example, let’s define a transition that may occur
after the child has asked a question, i.e. the group is in WaitingForAn-
swer state. The transition leads to the Reading state. The behavioral unit
involved in the presented transition may be the following: (Parent, Sure-
Answer, TurningPage).

It is now possible to define collaboration protocols, which may be used to
structure collaboration processes.
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Collaboration protocol. A collaboration protocol consists of a set of transi-
tions, a start state, and a non-empty set of terminating states.

One may notice that a protocol is a variant of finite state machines. A
finite state machine (FSM) is usually defined as “a model of computation
consisting of a set of states, a start state, an input alphabet, and a transition
function that maps input symbols and current states to a next state”. The
set of states of the FSM can be easily deduced from the set of transitions of
the protocol. The start state occurs in both the FSM and the protocol. The
input alphabet of the FSM is the set of behavioral units which appear in
all transitions of the protocols. Finally, the transition function of the FSM
is defined by the set of transitions of the protocol. The differences between
FSMs and collaboration protocols is the existence of terminating states for
protocols and the possibility to have many transitions from one initial state
leading to the same destination state. The later difference is enabled by the
previous definition of behavioral unit.

A collaboration protocol is a template definition for a set of collaboration
processes. Using an analogy with object-oriented programming, one may say
that a collaboration protocol is to a protocol instance what a class is to an
object. In a given group, a given protocol instance regulates collaboration
among group members.

Protocol instance. A protocol instance is a triplet (Protocol, Current-
State, UserToRoleMapping).

The UserToRoleMapping is a function which associates a UserRole
with a given user.

2.2 Protocol Validity

The former definitions specify the basic requirements to structure collaboration
inside a group. However, this definition must be completed by conditions to be
fulfilled by a protocol to be valid, both structurally and semantically.

Structural validity. A protocol is structurally valid iff:
– there is a path from the starting state to all states,
– there is a path from every state to an end state,
– from a given state s and a given behavioral unit bu, there is at most one

transition associated with bu and starting from s.
The first condition ensures that each state can be reached and therefore is
really a part of the protocol, even if this state can be optional.

The second condition ensures that there is no locking state, i.e. that we
cannot reach a state that prevents the collaboration process from being ter-
minated.

The last condition ensures that no ambiguity exists in a group protocol.
If a single behavioral unit leads from one state to at least two other states,
it is not possible to decide which state has to be reached when the given be-
havioral unit is triggered. However, this condition does not limit the number
of transitions starting from a given state.
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These different conditions can be validated with algebraic tools from the
graph theory. The basic tool is the adjacency matrix, which is, in the case
of a collaboration protocol, the matrix where the entry aij is the number of
transitions between the states i and j. The properties of adjacency matrices
simplify the verification of the structural validity of protocols.

Semantical validity. A protocol is semantically valid iff:
– all transitions leading to ending states are associated with behavioral

units containing an ending action,
– behavioral units containing an ending action are associated only with

transitions leading to ending states.
An ending action is an action which, when executed in a group, ends the life
of the group. It means that no other action can be executed after this action,
so no message can be sent to this group. Therefore, no other transition can
be passed through after the execution of such an action.

The first condition ensures that when an end states is reached, the group
has already been terminated during the last transition.

The second condition ensures that the group is not terminated by passing
through a transition that does not lead to an ending state.

A more formal presentation of both structural and semantic validities of collab-
oration protocols can be found in [15].

3 The DynG Prototype

3.1 Overall Architecture

The DynG (for Dynamic Groups) prototype is an implementation of the for-
merly presented concepts. It aims at being a platform for implementation of
collaborative systems.

Fig. 1. Overall architecture of the DynG prototype
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The DynG prototype consists of three parts: the DynG Core, the DynG
Server, and the DynG Client (the term DynG will be omitted in the rest of
the paper to improve readability). The Core is responsible for the implementa-
tion of the model presented in section 2, and is implemented using Java. The
Server provides a unified XML-based interface to the Core. The introduction
of the Server decouples access to the Core from the Core itself: the Server is
responsible for communication with clients and translates requests from clients
to access to the Core. The Client is responsible for interaction with the final user
and the Server. Such an architecture enables various communication protocols
between clients and the server.

The overall architecture is presented on Figure 1. Both the Server and the
Client are implemented using Java Servlets. On the client side, each HTTP
request coming from the users’ web browser is passed to the logic module. The
logic module may exchange information with the Server via the communication
module. When the logic module has finished its work, it redirects to the GUI
module which is responsible for generating dynamic HTML pages for the final
user. The GUI module consists of a set of Java Server Pages (JSP).

On the server side, three elements may be distinguished: the communication
module, the Core, and a repository. The communication model is responsible for
translatingXML messages sent via HTTP into calls to the Core. The Core provides
support for collaboration protocols and group actions. The Core manages the col-
laboration processes according to protocols stored in the repository. In the current
implementation of the DynG Server, the Xindice native XML database [16] is used
as a repository but it would be possible to use other storage mechanisms, such as
file systems or relational databases. The repository is responsible for storing not
only information concerning users and groups, but also known protocols.

3.2 Implementation Details

The introduction of protocol instances allows collaboration processes to be struc-
tured. At the implementation level, the introduction of protocol instances enables
the restriction of the set of possible behavioral units in a given state of the col-
laboration group. As a consequence, the GUI module must be highly dynamic
as it has to propose to the user only behavioral units that are available at the
current state and for the role of the given user. Therefore, depending both on the
role of the user and the current state of the collaboration process, the graphical
user interface (the HTML pages) will not only be different but also allow a user
to perform different behavioral units.

First of all, the collaboration module has to be initialized to set the collab-
oration main protocol, i.e. the protocol that rules the collaboration process, to
add concerned users, etc. The HTML page in Figure 2 shows how collabora-
tion processes are administrated, and what is needed for a collaboration process
to start. As a remark, collaboration processes take place in “workspaces” in
the DynG prototype. A second page provides an interface to set the User-
ToRoleMapping inside the collaboration process, but only at the top level,
i.e. the workspace level.
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Fig. 2. Administration web page

Once a collaboration process is initialized, a collaborator can login and col-
laborate with other collaborators of the collaboration process. The Main page
gives the collaborator the list of groups, the group she/he is working on, and the
messages sent to this group.

To illustrate the concepts of the former model, e.g. behavioral units, as well
as the mechanism of dynamic creation of the graphical user interface, one of the
protocols supported by DynG will be presented as an example. In this example,
the workspace for a collaboration process has been successfully created, and
user A has created inside this workspace a group G to ask user B information.
Group G is ruled by a basic protocol modeling a sequence of pairs (question,
answer). Group activity can be terminated each time the last sent question has
been answered.

We thus have formally the four following behavioral units, according to the defi-
nition given in section 2.1, i.e. the triplet (UserRole, MessageType, Action):

– AskInformation = (BasicRole, Question, Asking)
– AnswerQuestion = (ExpertRole, Answer, Answering)
– EndGroup = (BasicRole, Success, Ending)
– EndGroupExpert = (ExpertRole, Success, Ending)

And the four following transitions, i.e. triplets (BehavioralUnit, Source-
State, DestinationState):

– (AskInformation, WaitingForQuestion, WaitingForAnswer)
– (AnswerQuestion, WaitingForAnswer, WaitingForQuestion)
– (EndGroup, WaitingForQuestion, EndState)
– (EndGroupExpert, WaitingForQuestion, EndState)

To complete the instance of this protocol, we also need a UserToRole mapping.
In this case, two roles exist:
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– (UserA, BasicRole)
– (UserB, ExpertRole)

This protocol is both semantically and structurally valid, according to the
definitions given in 2.2.

The system provides support for protocol validity: it returns a failure code if
an administrator tries to add an invalid – either semantically or structurally –
protocol. In such a case, the invalid protocol is rejected by the system. There-
fore, it is impossible to create groups ruled by invalid protocols. Support for
protocol validity ensures that all groups in the DynG prototype are ruled by
valid protocols.

On the left side of Figure 3, the user interface is presented in the case when
a question and an answer to the question have been sent.

As specified in the presented protocol, it is not possible to answer a question
that has already been answered. When a question has been answered, one may
only send a new question or end the group activity, as we may notice in the
“Group Management” part of the graphical interface. Let’s ask for more infor-
mation, by sending a new question. The user interface is presented on the right
side of Figure 3. Now that a question has been asked, one may only answer the
question, according to protocol specifications. It may be noticed that the graph-
ical interface has changed, as the “Group Management” component is generated
according to the protocol.

It should be kept in mind that a given protocol rules a given group, and that
various groups may be ruled by different protocols. Therefore, by clicking on the
name of a different group in the group list, we may get abilities to perform other
behavioral units available in this new working group, depending on the protocol
ruling this group and the role of the collaborator inside this group.

At last, the “Working on” component of GUI allows collaborators to get an
overview of the group dynamics, by presenting both the parents and the children
groups of the working group. The “Working on” component may be use to browse
groups the collaborator belongs to.

Fig. 3. Question and answer protocol in DynG



DynG: A Multiprotocol Collaborative Platform 49

4 Conclusions

The introduction of multiple collaboration protocols attributed to many groups
enables computer support for non-monolithic collaboration processes. Our con-
tributions are (1) a formal model for collaboration protocols, which integrates
communicative, acting, and social aspects of the collaboration, and (2) the defi-
nition of criteria that protocols have to fulfill to be valid, both structurally and
semantically. To our best knowledge, it is the first model for electronic support
for non-monolithic collaborative processes.

It would be possible to build complex support systems for complex collab-
orative processes using the framework provided by the DynG prototype. The
design of systems for non-monolithic collaboration processes may be resumed in
the following steps: first, the roles involved in the collaboration process have to
be identified. Next, the required actions have to be implemented. Then, message
types should be defined. Therefore, behavioral units may be defined. Finally,
collaboration protocol(s) may be specified.

The presented model could be used in a broad spectrum of potential appli-
cations. The presented model may for instance be applied to non-monolithic
negotiations, such as international negotiations or business-to-business contract
establishment. Another field of applications is the legislative process in which
various political parties, potentially presenting various opinions, collaborate in
order to establish laws in form of new or modified legal acts. The presented model
could also be used to design support systems for collaborative documentation
edition processes that often takes place between business actors.

Among future works, it would be interesting to investigate the possibilities
to embed a protocol instance into another protocol instance. This would en-
able modular protocols, to design protocols using smaller protocols, to develop
“protocol libraries”. Another field which could be the object of future works is
the concept of role. The addition of relationships between various roles, such as
inheritance or composition, would be an interesting work to be done.
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Abstract. In CSCW applications, users modify shared objects in real-time. 
Thus, concurrency management protocols are required in order to maintain con-
sistency. Such protocols can be classified as optimistic or pessimistic. Our Pil-
grim protocol is pessimistic since it is based on ownership. Our new version of 
this protocol is optimistic and designed to minimize the delay before writing. 
This paper presents this new version based on atomization and multi-versioning 
and compares it to the former one through a probabilistic study. Finally, this 
study allows us to highlight the parameters that make it possible to choose be-
tween the two protocols studied. 

1   Introduction 

The aim of Computer Supported Cooperative Work (CSCW) is to allow users to work 
together on a single task through a common area called the Production Area [7]. 
Shared objects are managed in the production area and users need to modify shared 
objects concurrently. Users must have the same view of all shared objects.  
Thus, concurrency management protocols have to be implemented on CSCW applica-
tions. S. Greenberg and D. Marwood distinguished two categories of concurrency 
management protocols: either optimistic or pessimistic [9]. In a pessimistic protocol, 
ownership and lock-unlock mechanisms are usually implemented. Before being able 
to modify an object, a user has to gain the ownership and lock access to it. Such 
mechanisms are implemented in our Pilgrim protocol [8]. Consequently, the delay 
before writing also depends on the delay required to lock the shared object. Optimistic 
protocols [9,13] have been implemented in order to minimize the delay before writing 
as many CSCW applications require. An overview of concurrency management pro-
tocols is presented in the first part of this paper. The presented protocols are classified 
into pessimistic or optimistic categories. The second part describes the classical  
Pilgrim version which is our concurrency management protocol. The third part  
describes the way we obtained the Optimistic Pilgrim protocol [1]. Both protocols are 
described using a finite state automaton. In the fourth section, a probabilistic study of 
these protocols is presented in order to analyze the advantages and disadvantages  
of each version, comparing the results obtained. 

2   Overview of Concurrency Management Protocols  

This section presents some optimistic and pessimistic concurrency management  
protocols, explaining the reason for their classification. Amoeba [10] is based on a 
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central coordinator using Lamport Clock [12]. Nevertheless, each message is trans-
mitted by this coordinator (sequencer), resulting in congestion problems. This proto-
col offers two possible scenarios called the BB method and the PB method. In the BB 
method, each sender multicasts its message. When the sequencer receives this mes-
sage, it multicasts its timestamp only. In the PB method, each sender sends the  
message to the sequencer first, then, the sequencer broadcasts it to the other sites with 
the right timestamp. We can see that the BB method is more optimistic than the PB 
method, since the delay before writing is less important with the BB method, and the 
writer does not have to lock anything before writing. Lansis [11] is a protocol which 
manages data consistency and is based on Isis tools [2]. This protocol uses the Virtual 
Synchrony concept like the Horus and Ensemble projects [3]. Causal consistency is 
respected with Lansis and the number of exchanged messages is minimized. Indeed, if 
process  A sends a message A2 which depends on message B3 from process B, then 
the resulting syntax of the message sent by A is b3A2, where b3 is only a reference to 
the whole message B3, and A2 is the whole message from process A. If process C 
receives b3A2 without having received B3, C will send a message called NACK over 
message B3 and B3 will be sent to C. A process is not allowed to send a message 
while it is in an inconsistent state. Senders do not wait for the ownership and consider 
that production area shared objects are in a consistent state when they send a message. 
In addition, they do not lock anything; so, for all these reasons, this protocol is opti-
mistic. Totem [5], also based on Isis tools, guarantees total order. The concurrency 
management protocol uses a token, circulating on a logical ring. Each process is al-
lowed to send messages only when it has the token. If a process computes faster than 
the others, it may appear twice or more often on the ring. A timestamp is also used 
and a flow control mechanism is implemented in Totem. The fact that a process has to 
wait for a token means there is a lock mechanism implemented. Thus, Totem concur-
rency management protocol is pessimistic. Our approach [8] is also based on a token 
circulating on a logical ring. Pilgrim protocol originality actually resides in the fact 
that information concerning shared data and topology are reported in this token. Like 
the Totem concurrency management protocol, Pilgrim is based on lock mechanisms, 
and it therefore a pessimistic protocol. 

3   Classical Pilgrim Protocol 

In this section, before describing our new optimistic protocol, we present the Pilgrim 
protocol for concurrency management. This description is made through a finite state 
automaton (Figure 1) which also describes our optimistic protocol. Pilgrim protocol 
[8] manages shared data consistency. It is based on a token over a logical ring of  
sites. Actually, this token is not only a way to allow modifications, but also contains 
topology and all shared object modifications. Each site manages a local memory  
(replicated memory). Objects managed in this replicated memory are the shared  
object replications of the production area. Each action performed (creation, modifica-
tion, deletion, ownership demand, ownership changes) is temporarily stored in a local 
token, and then written in the token when it is received. In order to explain this algo-
rithm, we use a part of the finite state automaton which also describes the optimistic 
algorithm shown in Figure 1: non colored states are Pilgrim states. A Non-Owner 
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(NO) becomes a Non-Owner which Could Ask for ownership (NOCA) and its request 
is placed in the token when it receives it. In case of multiple requests, the site which 
receives the token without any command in it is the only one allowed to place its own 
request. When an Owner receives a token with an ownership request, it refuses the 
request when it is writing (in that case, this owner is in the Active Locked Owner 
(ALO) state). Otherwise, it allows it to gain the ownership if it is in the Active 
Unlocked Owner (AUO) or in the Inactive Owner (IO) state and becomes an Owner 
which Loses the Ownership (OLO). In parallel, the Non-Owner which Asks for owner-
ship (NOA) becomes the Non-Owner which Wins the ownership  (NOW) and then the 
ALO, after one more token revolution around the ring. If the NOA request is refused, 
then it simply returns to the state NO. 

 

Fig. 1. Optimistic Pilgrim finite state automaton 
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4   An Optimistic Protocol Based on Pilgrim 

This section describes the optimistic version of Pilgrim, presenting concepts used in 
the first part, and the associated finite state automaton in the second one (Figure 1). 

Object atomization is the process of breaking down the object into elementary pa-
rameters. From a semantic point of view, these parameters are linked one to another. 
However, seen from an algorithmic point of view these parameters can be considered 
as independent objects. When one object is created, the creator is the sole owner of all 
its parameters. In order to create an optimistic protocol based on Pilgrim, we also 
introduce the notion of version [13,6]. A site which requires a modification of a pa-
rameter has to be its owner. When a site request is refused, this site will automatically 
be able to work and create a new version of this parameter. Actually, many versions, 
including the owner's, can exist at the same time, but only one will be chosen after a 
judgment. This version will replace the reference one and the owner of the winning 
version will become the new owner. 

The finite state automaton of Figure 1 shows the different states for a site for each 
shared object parameter. The whole study is available in [1]. If a NOA site request is 
refused, this site becomes an Active Locked Owner of a New Version (ALONV). From 
this moment, it is allowed to write. When it stops writing, the site writes its own ver-
sion in the token and asks for a judgment. It is not allowed to modify its version any-
more. The site has to wait for the judgment. If its request is accepted by the reception 
of a token with a positive answer, the site becomes Active Locked Owner of a Win-
ning Version (ALOWV). On the contrary, if it receives a token with a positive answer 
for another site, this means its version is refused and the site returns to the NO state. 
In parallel, like in the pessimistic version, the owner stays locked if it is writing. 
When it becomes inactive and a new version requires a judgment, the owner becomes 
Judge-Owner (JO) and chooses the new version. Many strategies are possible for this 
choice: performed either manually or automatically. 

5   Probabilistic Study 

The previous sections presented the way pessimistic and optimistic Pilgrims work. 
The purpose of this section is to compare both of these protocols. An optimistic  
protocol is characterized by a minimization of delay before writing. In order to theo-
retically verify that our new protocol is more optimistic than classical Pilgrim, we 
propose a probabilistic study of the two. The probability that a NO user is able to 
write and validate its writings is a good indicator of the gain obtained. After having 
introduced the notations used in this paper and the initial hypothesis, we present the 
probabilistic study. 

For the non-owner site S, t0 is the initial time when site S becomes NOCA, n is the 
total number of connected sites, j is the number of sites between the site on which  
the token is at time t0 and site S, p is the number of sites between studied site S and 
the owner site. d is the number of sites between the one which placed the request 
command in the token and site S. w is the average writings per revolution for each  
parameter and each site representing the activity rate. v is the number of concurrent 
versions for one parameter per token revolution. This parameter is useful only  
to study optimistic protocol probabilities. We can also notice that it is possible to 
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estimate the number of concurrent versions judged at each token revolution around 
the ring with the mean writings per token revolution w. Indeed, each site writes w 
times per revolution. So, considering n is the number of sites around the logical ring, 
there are (n-1)w versions corresponding to all the other sites, and one more version for 
the studied site. So, we obtain: v=(n-1).w+1, PNOCA is the probability that a site ini-
tially in state NO becomes NOCA.  

In order to modify a parameter, it is necessary to become its owner. So, in the next 
section, we will study and compare probabilities P and Q for a site S in state NOCA to 
become ALO respectively with Pilgrim and Optimistic Pilgrim. If there is nothing in 
the token at time t0, site S may become ALO with both protocols (probabilities will be 
respectively noticed PEmptyToken and QEmptyToken) If there is a refuse command in the 
token at time t0, site S may also become ALO with both protocols (probabilities PRefuse 
and QRefuse). It is the same if there is an ownership change command in the token at 
time t0 (probabilities POwnershipChange and QOwnershipChange). In all other cases, site S may 
become ALO with optimistic protocol only, since the token will always arrive at site S  
with a command (probability QOther). The following sections present calculations of 
all those probabilities. 

5.1   No Command on the Token at Initial Time 

In this sub-section, we study the probability that site S can become ALO when there is 
no command in the token at initial time t0 for both protocols. 

5.1.1   Pessimistic Protocol Study 
Considering that PNOCA is the probability that a site initially in state  NO becomes 
NOCA. When the token arrives, site S has to place its request in it. There are many 
steps before becoming ALO. The site has to first become NOA. This means that none 
of the j sites, between the one at which the token is at time t0 and S, places a command 
in the token. Initially, there is no command in the token, meaning that the only  
command that could be placed is a request. Let's call X the random variable corre-
sponding to the number of requests. Token reception on a site is totally independent 
on everything that has happened before. In addition, at each site, we observe two 
possibilities: either there is a request or there is none. So X is characterized by a  
binomial rule, and since the requirement is that none of the j sites has placed a request 
in the token, we obtain: X = Bi(j;PNOCA), thus P(X=x)=Cx

j.(PNOCA )x.(1- PNOCA )(j-x).  
In our case, x is equal to 0 request, since we do not want any request before site S. So, 
if PNOA is the name of the probability for a site NOCA to become NOA, we finally 
obtain: PNOA=P(X=0)=C0

j.(PNOCA)0.(1-PNOCA)(j-0)=(1-PNOCA)j. Then, site S has to  
win the ownership. If the owner is locked when it receives the request, it refuses it, 
however the owner accepts it if it does not have any modification to perform since the 
last time it  had the token. Considering w is the average number of writings per ring 
revolution on a parameter, let's call Y the discrete random variable corresponding to 
the modifications. Assuming user actions are quite slow for one token revolution 
delay around the logical ring, events on a parameter are quite scarce in the token. 
Indeed, Y is characterized by a Poisson rule with parameter w: P(Y=y)=(e-w.wy)/(y!). 
We have to consider only the case in which Y is equal to 0, so as to say: 
PNOW=P(Y=0)=(e-w.w0)/(0!)=e-w. After that, the probability of becoming ALO, assum-
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ing the site is NOW, is equal to 1. So the corresponding probability PALO = 1. Indeed, 
considering the probabilistic theorem, we finally obtain the probability PEmptyToken: 
PEmptyToken= P(NOA).P(NOW|NOA).P(ALO|NOW.NOA)=PNOA.PNOW.PALO. PEmptyToken= 
(1-PNOCA)j.e-w. 

5.1.2   Optimistic Protocol Study 
In the case of our optimistic protocol, to become ALO a NOCA site also has to place a 
request in the token. So, the same probability PNOA is obtained. Then, this site can 
become ALO 3 optional ways (cf. Figure 1). First, sing the same way as the pessimis-
tic protocol: if Q1 is the probability needed to become ALO, then, using the same 
reasoning: Q1=QNOA.QNOW.PALO=PNOA.PNOW. When a NOCA site receives a token with 
a command, it becomes ALONV. So, the probability QALONV1 that a NOCA receives a 
token with a command is equal to QALONV1=1-PNOA. Then, it necessarily becomes 
ALOWJ. Thus, QALOWJ=1. Assuming QALO2 is the probability for an ALOWJ to be-
come ALO, and assuming v is the number of concurrent versions, we can consider that 
there is equiprobability between these v sites to win the ownership, QALO2=1/v and 
v>0. Thus, if we call Q2 the probability for a site to become ALO this way, 
Q2=QALONV1.QALOWJ.QALO2=(1-PNOA)/v. If a NOA site receives a token with a refuse 
command, it becomes ALONV, too. So, the probability QALONV2 that a NOCA can be-
come ALONV is equal to: QALONV2=PNOA.(1-PNOW). Then, the probability of becoming 
ALO is the same as just before: QALOWJ.QALO2. Thus, the probability of becoming 
owner is: Q3=QALONV2.QALOWJ.QALO2=PNOA.(1-PNOW)/v. Finally, the probability for a 
NOCA site to become ALO with  the Optimistic Pilgrim is equal to: QEmptyToken = Q1 + 
Q2 + Q3, QEmptyToken = PNOA.PNOW+(1-PNOA)/v+PNOA.(1-PNOW)/v. 

5.1.3   Comparison 
Now, it is possible to compare pessimistic protocol probability P to that of optimistic 
protocol Q. We have computed that: QEmptyToken= PNOA.PNOW+Q2+Q3=P+Q2+Q3, so 
QEmptyToken> PEmptyToken ∀ {w,j,PNOCA} when there is nothing in the token at initial time 
t0. Figure 2 shows the evolution of these probabilities for 10 sites, j=3 sites and re-
quest probability PNOCA is equal to 0.5 considering different writing speeds (w). This 
probability is always greater than 0.6 for the Optimistic Pilgrim whereas inferior to 
0.2 for Pilgrim, whatever w. These probabilities are decreasing functions but Pilgrim 
protocol probability is quite constant (a variation of only about 3% is observed), 
whereas the Optimistic Pilgrim protocol probability decreases about 10%. Optimistic 
protocol probability is usually 8 times greater than that of the pessimistic protocol. 

5.2   Refuse Command on the Token at Initial Time 

5.2.1   Pessimistic Protocol Study 
At time t0, there is a refuse command in the token. Probability PNOA1 that site S can 
become NOA in this case is computed this way: in the Pilgrim case, it is necessary for 
the token to arrive empty at site S. For this, the refuse command has to be deleted by 
the site that has made the request command before the token arrives at site S. So the 
condition is that one of the j sites between the one at which the token is and S has to 
be the site which has placed the request command. This probability is equal to 
j/n.Then, if the refuse command is deleted, none of the d sites between the one which 
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Fig. 2. Probabilities of becoming ALO with both protocols 

has made the request and S has to make another request. This last probability is equal 
to P(X=0)=(1-PNOCA)d. Thus, PNOA1=(j.(1-PNOCA)d)/n. The probabilities that a site 
NOA may become NOW and then ALO are the same as in section 5.2.1: PNOW=e-w and 
PALO=1. So, with Pilgrim protocol, when there is a refuse command in the token at 
time t0, PRefuse=(j.(1-PNOCA)d/n).e-w. 

5.2.2   Optimistic Protocol Study 
If there is a refuse command on the token at time t0, either the token arrives at S with a 
refuse command or the refuse command has been deleted by the site which had placed 
the request command. But, in the latter case, the site which deleted the refuse com-
mand put a new version command in the token. So the token always arrives with a 
command. Thus, site S always becomes ALONV, and, QRefuse=1/v=1/(1+(n-1).w). 

5.2.3   Comparison 
Figure 3 shows the evolution of these probabilities for 10 sites, j=3 sites and different 
request probabilities PNOCA considering different writing speeds (w). 

 

 

Fig. 3. Probabilities of becoming ALO with both protocols if there is a refuse command 
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This probability is always greater than 0.5 for the Optimistic Pilgrim whereas it is 
inferior to 0.15 for Pilgrim, whatever w and PNOCA. These probabilities are decreasing 
functions but the Pilgrim protocol probability is quite constant (a variation of only 
about 13% is observed), whereas that of the optimistic Pilgrim protocol decreases 
about 50%. Optimistic protocol probability is usually 4 to 7 times greater than the 
pessimistic one for PNOCA=0.25 and 14 to 24 times greater for PNOCA=0.5. When 
PNOCA=0.75, pessimistic protocol probability is insignificant in comparison to Opti-
mistic Pilgrim probability. So, we can say that when users are all very active (mean-
ing PNOCA is high), the Optimistic Pilgrim is much more efficient. 

5.3   Ownership Change Command on the Token at Initial Time 

5.3.1   Pessimistic Protocol Study 
If there is an ownership change command in the token at time t0 it must have been 
deleted before the token arrives on site S. For that, the new owner has to be one of the 
j sites between the one where the token is and site S. Following the same reasoning as 
in section 5.3, we obtain POwnershipChange=PRefuse=(j.(1-PNOCA)d/n).e-w. In addition, d=n-p 
since the owner is now the site which made the request command during the last to-
ken revolution. Thus, POwnershipChange=(j.(1-PNOCA)n-p/n).e-w. 

5.3.2   Optimistic Protocol Study  
If there is an ownership change command in the token at time t0, 3 cases are possible 
with the Optimistic Pilgrim. The command may have been deleted before the token 
arrives at site S, in which case S becomes NOA, NOW and ALO. Thus, QOwnership-

Change1=POwnershipChange=(j.(1-PNOCA)d/n).e-w. The command has not been deleted and S 
becomes directly ALONV, then ALOWJ, ALOWV and ALO. In this case, QOwnership-

Change2=(1-PNOA1).QALOWJ.QALO2. Thus, QOwnershipChange2=(1-j.(1-PNOCA)d/n).(1/(1+(n-
1).w)). Finally in case 3, the command has been deleted and the token is empty when 
it arrives at S. But, the studied site request is refused, so it becomes ALONV, then 
ALOWJ, ALOWV and ALO. In such a case, QOwnershipChange3 = (1 - j.(1 - PNOCA)d/n).(1 - 
e-w).(1/(1 + (n - 1).w)). Thus, QOwnershipChange = QOwnershipChange1 + QOwnershipChange2 + 
QOwnershipChange3. So, QOwnershipChange=(j.(1-PNOCA)d/n).e-w+(1-j.(1-PNOCA)d/n).(1/(1+(n-
1).w))+(1-j.(1-PNOCA)d/n).(1-e-w).(1/(1+(n-1).w)). 

5.3.3   Comparison 
The probabilities of becoming ALO with both protocols for 10 sites, j=3 sites, p=8 
sites and request probability PNOCA =0.5 is always greater than 0.45 for the Optimistic 
Pilgrim but less than 0.08 for Pilgrim, whatever w. These probabilities are decreasing 
functions but Pilgrim protocol probability is quite constant (a variation of only about 
10% is observed), whereas the probability of the Optimistic Pilgrim protocol de-
creases to about 50%. Optimistic protocol probability is usually 7 to 12 times greater 
than pessimistic protocol probability. 

5.4   Conclusion of the Probabilistic Study 

Given all the previous results, we can consider the probability that a site may become 
the owner with the Optimistic Pilgrim protocol is about 8 times greater than with the 
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classical one, whatever the initial conditions are. Furthermore, we only studied cases 
in which it was possible to become an owner with the Pilgrim. We did not consider 
the other cases in which Pilgrim probabilities are nil but these of the Optimistic Pil-
grim are not. In all these cases, site S will always become ALONV and, with the same 
reasoning as in section 5.3.2, QOther=QRefuse=1/v=1/(1+(n-1).w). Figure 3 shows the 
evolution of this probability. Our results are not so surprising and tend to prove that 
our optimistic protocol is much more adapted to groups in which users are very reac-
tive. In addition, both protocols have the same complexities in terms of minimum 
number of exchanged messages. Indeed, in the most advantageous case, 2n messages 
are required before writing. Nevertheless, the token of the Optimistic Pilgrim may be 
bigger than that of the classical protocol since all concurrent versions are put in it. 
This token size may influence message transmission delays. 

6   Conclusion 

In this paper, we present a new version of our Pilgrim protocol for concurrency man-
agement on CSCW applications. We make it optimistic by adding the management of 
concurrent versions of shared object parameters. We compare and study the gain of 
the optimistic version over the pessimistic one and discuss the advantages and draw-
backs of both protocols using a probabilistic study. Indeed, this new version increases 
the probabilities of writing at application level. We are now studying how much it 
could cost to introduce optimism in terms of complexity in the protocol. This study 
will allow us to precisely determine in which cases the pessimistic or the optimistic 
version should be used, taking into account token size increase. It will indicate 
whether or not the token is too big with regard to the gains obtained, when using the 
multi-version concept. This use we be regulated to make the most of the Optimistic 
Pilgrim advantages without increasing transmission delays too much. Further work 
will consist of calculating complexities and measuring both delay gains before writing 
and message exchange delays by making use of different kinds of networks (LAN to 
WAN), different types of applications (multimedia, shared text editors, whiteboards) 
and different configurations (number of connections, number of users, required QoS). 
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Abstract. In a large-scale computer-supported cooperative design (CSCD) 
system, sometimes thousands of involved participants cooperate to design a 
complex product, which makes the network for the joint effort extremely 
complicated. It is difficult to detect and resolve conflicts because of strong and 
complicated conflicts among participants in this system. The traditional conflict 
resolution methodology which has been applied in a relatively small-scale 
cooperative system is inapplicable in a large-scale one. A conflict resolution 
methodology in a large-scale computer-supported cooperative design system is 
presented in this paper. The main contributions of this paper are: (1) simplifying 
the conflict model of a large-scale computer-supported cooperative design 
system in accordance with complex system theories; (2) presenting a  merging 
conflict strategy model based on the complex system theories; (3) showing the 
role assignment mechanism in the merging conflict strategy system based on 
complex system theories. 

1   Introduction 

Numerous and substantial achievements have been made in the area of conflict 
resolution in CSCD (Computer-Supported Cooperative Design) systems. However, in 
a large-scale CSCD system, sometimes thousands of involved participants cooperate 
to design a complex product, which makes the network for the joint effort extremely 
complicated. It is difficult to detect and resolve conflicts because of strong and 
complicated conflicts among participants in this system. The traditional conflict 
resolution methodology, which has been applied in a relatively small-scale 
cooperative system, is inapplicable in a large-scale one. 

The research in this paper focuses on qualitative and quantitative analysis of 
numerous complicated conflicts in the large-scale CSCD system using the complex 
system theories, the theoretical basis of our research work. 

The rest of the paper is organized in the following way.  Section 2 introduces 
conflict resolution strategies in traditional CSCD systems and demonstrates that the 
traditional conflict resolution strategies are inapplicable in a large-scale CSCD system. 
Section 3 presents a general conflict model based on the complex system theories and 
the role’s assignment mechanism. Section 4 describes the Computer-Supported Process 
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Plant Cooperative Design system and its conflicts under development, which will be 
used to instantiate the new conflict-resolution strategy in a large-scale CSCD system. 
The conclusion and our future work are presented in Section 5. 

2   Conflict Resolution Strategies in Traditional CSCD Systems 

Great progress has been made in the development of strategies for technology-based 
conflict resolution. These strategies include:  

- Constraint resolution strategy. There are two kinds of constraints. The first is the 
constraint of global optimum, in which local profits should be constrained by the 
global maximal profit. Lo and Wu [1] give three quantitative conflict resolution 
strategies to realize the global maximal optimum: linear programming game 
theory and network approach. A brief assessment of each quantitative method has 
also been given by these authors. The second is the constraint of design schemes’ 
compatibility, namely constraint satisfaction. Strategies based on constraint 
network to find the solution are often used to resolve these kinds of conflicts. 
There are many effective strategies to resolve these kinds of conflicts now, while 
all the strategies aim at a special field, such as the mechanical design field [2] and 
engineering CAD [3].  To date, no general constraint satisfaction strategy has been 
achieved [4]. 

- Knowledge-based strategy. A knowledge base including all the conflict resolution 
rules can assist designers to resolve conflicts with the support of a reasoning 
mechanism [5]. Many kinds of strategies based on knowledge have been 
developed [6][7][8]. Hierarchical conflict resolution strategies based on 
knowledge are often adopted. If a resolution strategy in a special field does not 
work, then a higher general resolution strategy should be implemented [9]. The 
primary limitations to conflict resolution methods of this kind lie in knowledge 
deficiency. In a complex system, there are several assumptions inherent in the 
traditional conflict resolution strategies. First, the basic principles or equations that 
govern the system are clearly understood.  Second, the goal of the project and its 
concrete objectives and specifications are complete and clearly understood. Under 
these assumptions, the primary work is to do all that is possible to make the 
specifications clear and sufficient, while it is impossible to achieve this goal in a 
complex large-scale CSCD system [10]. 

- Conflict resolution strategies based on negotiation. Researchers have discovered 
the limitations of technology-based conflict resolution and found that the social 
factors should be considered in the strategies. Conflict negotiation mechanism is a 
comprehensive technology, which supports coordination among designers, 
including technology and sociology [5][2]. Negotiation strategies have been 
developed in much of the research [11] [12] [13]. However, in a complex system, 
the negotiation relationships are not clear in advance but dynamic and 
complicated. 

The complex system theories break through the conventional views on the CSCD 
society. In Section 3, we will build the conflict model in a large-scale CSCD system 
based on the complex system theories in social structure. 
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3   Simplification of the Conflict Model in Accordance with 
Complex System Theories 

3.1   The Complicated Network in a Large-Scale CSCD System 

The social connection network is extremely complicated in a large-scale CSCD system 
if complex system theories are not applied. The network is shown in Figure 1[14]. 

  

Fig. 1. A complicated network in a large-scale CSCD system 

In the above network: 

(1) A black dot denotes a participant in the system; 
(2) A line between two dots represents a two-participant relationship; 
(3) This is a simplified relationship network in which only two participants are 

involved in a relationship, with the assumption that all the conflicting 
relationships are undirected.  

A line that represents a pair of conflicting relationship can be defined as:  R (ai, aj); 
ai, aj are two participants at the two end-dots of the line. 

The degree of complexity C is the number of the conflicting relationships in the 
system. Assume that the participant number in the system is N: 

C=N (N-1) /2. (1) 

In a large-scale CSCD system, N will be very large. Based on this kind of network, 
conflict detection and resolution are very complicated.  

We can derive from formula (1): C~N2. 

If the number of dots (participants) N decreases, the degree of complexity will be 
drastically reduced. 

3.2   Reduction of the Degree of Complexity in a CSCD System Based on 
Complex System Theories 

Two laws in the complex system are given as follows: 

Law 1: Any heterogeneous complex system can be subdivided into sparsely 
interconnected ‘sub-networks’, which are composed of highly interconnected nodes 
[14].  
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Law 2: The number of sub-networks should be limited to a maximum of seven sub-
networks otherwise the relationship among sub-networks is also complicated [15]. 

Conclusion: A complicated network shown in Figure 1 can be simplified into what is 
shown in Figure 2, while the number of sub-networks should be no more than 7. 

 

Fig. 2. An example of a subdivided network 

In Figure 2, the network is divided into three sub-networks. 

(1) When a network is subdivided, node state changes can occur within a given 
sub-network with only minor effects on the other sub-networks without waiting 
for an entire large network to converge. This effect is in fact widely exploited 
in design communities, where it is often known as modularization. This 
involves intentionally creating subdivided networks by dividing the design into 
subsystems [15]. 

(2) Based on this method, the degree of complexity in conflict detection can be 
reduced.  

(3) A completely subdivided network can only express conflicting relationships 
within sub-networks. To retain relationships between sub-networks, lines 
between two sub-networks are introduced in the divided network. 

Quantitative analysis of advantages compared to the model is shown in Figure 1: 

Suppose that there are N dots in the system, and the network is divided into m sub-
networks. The sub-networks are G1, G2 …, Gm. The respective dot-numbers in each 
sub-network are N1, N2 …, Nm. The respective complexity degrees of the sub-
networks are C1, C2 …, Cm. 

N1+N2+…+Nm  = N. (2) 

From Formula (2), the dot-number of the whole network is equal to the sum of all 
the dot-numbers in each sub-network. 

CG is the complexity degree among groups: CG  = m (m-1) /2; 
The complexity degree of the divided network is  Cd,  then : 

Cd  = C1+C2+…+Cm+ CG  
= N1 (N1-1) /2+ N2 (N2-1) /2 +…+Nm (Nm-1) /2+ CG 

= (N1
2+ N2

2 +…+Nm
2) /2- (N1+ N2 +…+Nm) /2 + CG 

= (N1
2+ N2

2 +…+Nm
2) /2- (N) /2+ CG 
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When the N is large enough (in a large-scale system, N is surely very large), then: 
Cd<< (N2) /2 - (N) /2+ CG 

 =C+ CG 
From Law 2, m<=7, CG<<C. Therefore, when the N is large enough, 

Cd<< C. (3) 

From formula (3), the complexity degree of divided networks will be far lower 
than before the division of the network. 

In order to keep the number of sub-networks below 7, any sub-network can be 
further divided hierarchically. 

Hierarchical strategies have been used in much research work in CSCW system, 
which are shown in Figures 3 and 4. 
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Fig. 3. Task division method with hierarchical strategies 
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Fig. 4. Conflict resolution strategies in the hierarchical-strategy system 
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What about the conflict resolution strategy then? 
Rules in the models are shown in Figure 3 and Figure 4: 

(1) When two participants at the ends of a line shown in Figure 4 conflict with 
each other, special local conflict strategy will be a privilege. Then if the local 
conflict strategy does not work, a higher general resolution strategy is 
employed.  

(2) The primary limitation to conflict resolution methods of this kind is the 
knowledge deficiency, which has been discussed above. After decades of 
research work, few successful general strategies have been obtained, especially 
in a large-scale system. 

3.3   A Merging Strategy System  

Law 3: The large complex system can always be in spontaneous order [14]. 
After a period of local state changing, the complex system can always return to a 

coordinative state. 
We can find numerous phenomena in physical and economic fields. For example, 

in phase transitions in a physical system, disordered states can always shift into 
ordered states spontaneously. In economic fields, the adjustor of the market does not 
exist; people need not know the economic rules in their reactions to the market. 

Deduction 3: The global strategy is not a must for a complex system. 
According to Law 3 and Deduction 3, we need not know all the rules in a dynamic 

society in advance. 
A new conflict model of CSCD system based on deduction 3 other than the 

hierarchical-strategy system will be presented in this paper. The network is shown in 
Figure 5. 

Definition 1: A merging strategy system: An example is the model in Figure 5. 
In this model: 

(1) The basic level is composed of all design members in a CSCD system.  
(2) According to coupling degrees, we can combine the basic level tasks together 

to form several clumps. The coupling degree inside a clump is higher, while 
that outside the clump is lower. 

(3) If necessary, the combination can be kept on until it is difficult for us to acquire 
the general strategies between two clumps on this level. 

(4) All the tasks have been divided and will be implemented under the director 
(rather than control) of the requirement specification.  

Rules of the model of a merging strategy system: 

- Rule 1: There is usually not only one root in the model. For example, to resolve 
conflict, we need not know the whole task except for the general requirements. 

- Rule 2: Too many levels should not be recommended according to Law 3 and 
Deduction 3. 

- Rule 3: The scale of the task in the zero level depends on the practice.  
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Fig. 5. A merging strategy system 

Comments on the model of the merging strategy system: 

(1) It is not necessary for the system to be identical to the model shown in Figure 5. 
Only the thoughts of the merging strategy system are presented here. 

(2) All tasks added up usually do not equal the upper level clump due to conflicts. 
(3) A system which combines merging strategy with hierarchical strategy can be 

adopted according to the actual situation. 

The conflict resolution strategy is shown in Figure 6: 

- Rule 1: A strategy is composed of two parts: one is negotiation based on 
automatic technology; the other is role assignment which is put into operation 
when negotiation does not work. 

- Rule 2: All the resolutions should be implemented under the director of a 
requirement specification in order to meet the requirements.  
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Fig. 6. Conflict strategy based on complex system theories 
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A comment on the model: 

To simplify our issues, only conflict between two participants is considered. 

Advantages of this model over the model shown in Figure 4: 

(1) The difficulty of conflict resolution strategies will be reduced because only 
knowledge coming from two participants will be involved in the conflict 
strategy.  

(2) This conflict resolution model gives the designers a large scope of innovation 
unrestricted to the general strategies on each level. 

The steps of the conflict resolution strategy are shown as follows: 

(1) When a design participant submits its design to the system the conflict 
detection algorithm process will be put to use. If conflicts occur between two 
participants in separate clumps, the higher-level strategy should be put in use.  

(2) After conflicts are detected, two conflict participants carry on negotiation based 
on constraint and automatic negotiation algorithms. If the negotiation does not 
work, a mediator based on role mechanism will come forth [16][17]. 

4   Instantiating the Conflict-Resolution Strategy in Practice 

The merging conflict resolution strategy will be instantiated in the computer-
supported cooperative plant design system (CPDS).  

Plant design is a complicated work, which should be accomplished by many 
professional designers in various fields, mainly consisting of Process Design (PRD), 
Material Design (MD), General Plan Design (GPD), Piping Design (PD), Equipment 
 

 

Fig. 7. A complicated plant design model 
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Design (ED), Structure Design (SD), Instrumentation Design (ID), Electrical 
Raceway Design (ERD), Water Supply and Drainage Design (WSDD), etc. Due to the 
complicated and colossal design object, a number of designers should take part in 
each field. Their respective work will be affected, restricted and premised by each 
other. One designer’s design may conflict with others’ in the same or different fields. 
The conflict network will be extremely complicated. 

Suppose that there are 12 designers in PRD, 12 in PD, 12 in SD, and 6 designers in 
each one of other design fields. According to Formula (2),  

n=12+12+12+6+6+6+6+6+6=72. 

The degree of complexity C =72(72-1) /2=2556.  
The conflict network, represented by Fig.1 is extremely complicated with 72 black 

dots and 2556 lines. Finding the conflict resolution strategies based on this 
complicated network will be extremely difficult.    

To analyze the whole plant model, it can be divided into several functional sub-
models according to the equipments’ location with sparse interconnection out of the 
sub-models and high interconnection in the sub-models. According to Law 2,  
the number of sub-networks should be limited to a maximum of seven. Otherwise the 
relationship among sub-networks is also complicated. Suppose that the whole plant 
model is divided into 6 sub-models, and the designers are distributed evenly; 
therefore, there are 12 designers in each sub-model. Then the degree of complexity 
will drop down dramatically. The degree of complexity is calculated as follows: 

According to the method in 3.2, CG is the complexity degree among groups. 

m=6; 
CG  = m (m-1) /2=6(6-1)/2=15; 
Cd  = C1+C2+…+C6+ CG =(12(12-1)/2) 6+15=411. 

In fact, each sub-model will only conflict with the connected sub-models in the 
system, thus CG will continue dropping down. CG<<15. 

In each sub-model, the designers will merge spontaneously in the direction of 
reducing the degree of complexity in order to decrease the frequency of conflicts with 
 

 

Fig. 8. A coordinative state in a sub-model  
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each other and the possibility of their models being denied by others. For example, 
after a period of changing, the conflict network in the first sub-model is in a 
coordinative state shown in Figure 8. Due to 2 designers in PRD, PD, and SD, the 
degree of complexity of this conflict network is 14.  C1 =14. If C1=C2=…=C6=14, 
then Cd<84+ CG. The complexity degree of the whole conflict network is far lower 
than before. 

Only knowledge coming from two ends of a line will be involved in the conflict 
strategy for two participants. Therefore the general conflict resolution for the whole 
model is inessential. 

5   Conclusion and Future Work 

In this paper, we have presented a general conflict resolution strategy in a large-scale 
CSCD system based on complex system theories. Complex system theories have shed 
light on the perception of the world in a refreshing perspective. Unlike the strategies 
presented in the previous work, the collective objectives are always senior to those of 
individuals. However, the conclusion drawn in this paper unfolded a different picture, 
which shows that individuals can make the collective move towards the global 
objectives without the global strategy based on the complex system theories. Yet only 
general conflict resolution strategy is presented here. Further detailed work needs to 
be done in the future, which may include: 

(1) Interface between the separate clumps and the interface between one clump 
and its members. 

(2) The complex conflict issues unlimited to the simplified model with only two 
participants. 

(3) The tools for the role, such as the history record system. 
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Abstract. This paper presents recent research into the functions and value of 
sketch outputs during computer supported collaborative design. Sketches made 
primarily exploiting whiteboard technology are shown to support subjects  
engaged in remote collaborative design, particularly when constructed in ‘near-
synchronous’ communication. The authors define near-synchronous communica-
tion and speculate that it is compatible with the reflective and iterative nature of 
design activity. There appears to be significant similarities between the making 
of sketches in near-synchronous remote collaborative design and those made on 
paper in more traditional face-to-face settings With the current increase in the 
use of computer supported collaborative working (CSCW) in undergraduate and 
postgraduate design education it is proposed that sketches and sketching can 
make important contributions to design learning in this context. 

1   Introduction 

Research studies of computer supported collaborative work (CSCW) have focused on 
either synchronous or asynchronous modes of communication (or both in some 
cases), but ‘near-synchronous’ working has received relatively little attention. Cross 
[1], Gabriel and Maher [2] and Peng [3] have carried out studies into collaborative 
design protocols. There have also been studies of argumentation and constructive 
interaction by Baker [4]. But very little is known about near-synchronous communi-
cation involving drawing and dialogue within collaborative design. Grinter and Palen 
[5] use the term ‘near-synchronous’ when they describe instant messaging. However, 
they provide no definition. We are using the term to refer to the use of communication 
tools in real-time environments where the participants experience or introduce short 
delays in exchanges. For example, participants engaged in instant messaging type 
messages in their own virtual space before they are sent to a shared text space. There 
are options for the senders to reflect on and change the message before sending it – to 
re-phrase the wording, refrain from sending, revise the message after reading another 
participant’s contributions etc. Similarly with drawn exchanges common in design 
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collaboration; delays are created while sketches are constructed and considered.  With 
text communication the messages are normally shorter than asynchronous exchanges 
(e.g. emails) and more closely represent dialogue. Another category of near-
synchronous communication is the use of asynchronous media (e.g. emails within an 
e-conference) in a synchronous situation where all participants are simultaneously 
present. This allows threading and preservation of discussion, hence, messages can be 
organised as discussions. 

Near-synchronous communication includes the use of technology by participants to 
deliberately withhold or delay some communication in an otherwise synchronous 
exchange of communications. For example, the making and improvement of sketches 
in a ‘private’ space (such as on paper or on a whiteboard) before the results are  
published to the other participants engaged in real-time collaborative working. Thus 
the state of participants’ work is not revealed to partners until the originator wishes it.  
One aim of this paper is to present a case for viewing near-synchronous communica-
tion as important to design team working - particularly for student designers. While 
reference is made to verbal and written communication the focus here is on the use 
and value of sketch outputs within near-synchronous communication in design. It is 
suggested that graphical communication can play a role in encouraging, creative, 
rhetorical and critical exchange of ideas, supporting teams to build on contributions  
of individuals. Graphical communication is here taken to include a wide range of 
representations such as drawings, diagrams, images and their associated annotations 
but of primary interest is freehand sketching. Such graphic communication may have 
a particular and important value for designers.  

2   Issues of Methodology 

The objective of the study was to gather information on computer supported collabo-
rative design via observation of, and interviews with participants. The authors sought 
to understand how the research subjects made use of a shared environment, including 
a shared whiteboard and audio conferencing, particularly the exploitation of sketching 
in near-synchronous communication.  

This study was made using different groups of students of design as subjects. Some 
groups were drawn from the Bartlett School of Architecture, University College  
London. These volunteers had up to two years professional experience in design for 
the built environment. Their professional training included the use of Computer Aided 
Design (CAD) tools. Other subjects were mature Open University students who, 
while perhaps being novices in design, presented wide-ranging skills and considerable 
experience of collaborative working in industry and commerce. These distance learn-
ing students possessed a minimum of one year of degree studies in an Open Univer-
sity design course. They were recruited from Open University students who chose  
the CAD/CSCW workshop at a residential school. The participants were broadly 
computer literate and keen to take part in computer mediated communication (CMC). 

In a field such as design research, where there are various opinions about appropri-
ate research methods, a qualitative approach was deemed necessary. A popular and 
successful approach applied to the study of design activity has been ‘thinking aloud’ 
and ‘drawing aloud’ protocol analysis.  It was decided that such an approach would 
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provide useful triangulation with which to determine the strength of findings from 
other research tools. Garcia and Jacobs [6] applied a conversation analysis approach 
in their study. They examined the nature of discourse within CMC in a naturalistic 
environment. Their subjects were observed, and their conversations recorded, during 
the completion of a realistic task. Conversational analysis takes into account turn-
taking, sequential and repair organisation and turn construction design. They found 
conversation analysis to be a useful tool for studying CMC. Their ideas assisted the 
construction of this research and their findings assisted the consideration of system 
requirements. 

3   The Study, Lyceum and the Generation of Data 

The data were collected at the Bartlett Faculty of Environment, School of Architec-
ture, University College London and the Open University T302 ‘Design and Innova-
tion’ residential schools held at Bath University (July/August 2004). A questionnaire 
on the subjects experience, background and familiarity with computing was used at 
the beginning of each study. 

The study of the architectural students and the Open University students consisted 
of three and two sessions respectively, with groups of 3 or 4 participants. Each ses-
sion was conducted in four parts. The first part provided an introduction to the CSCW 
tools including Lyceum, the conferencing environment. The second part provided 
hands-on structured training of 30 minutes using the Lyceum shared whiteboard, text 
chat and audio conferencing facilities. In the third part, the participants were engaged  
 

 

Fig. 1. Screen shot of Lyceum whiteboard showing sketch representations made during collabo-
rative design 
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in a collaborative design task using Lyceum and where the object was the design of a 
wine rack (duration approximately 40 minutes). Finally, the designers participated in 
a semi-structured evaluative discussion of their experience, guided by the researcher.  

The participants were located in adjacent rooms in order to simulate remoteness in 
the collaborative design task. Each participant had access to a tablet PC, with quality 
headphones and microphone. Each tablet PC was installed with Lyceum and was con-
nected to a local server and other tablet PCs via a wireless network. 

The data generated by both studies included the interaction displayed on the shared 
whiteboard, audio recordings of dialogues captured using Lyceum, continual sequen-
tial screen images captured via Screencorder, and videotape of the participants during 
the studies. 

Lyceum is a software package developed at the Open University (see Buckingham-
Shum et al., [7]) to support its students in remote working and learning. It presents 
functionality to support remote collaborative working which is used by some courses 
to enrich distance learning.  Some of the facilities of Lyceum used in this study are: 

• A shared ‘Whiteboard’, designed to support freehand sketch representations 
(Fig. 1) and which presents a range of facilities for freeform and predefined 
shapes, text, colour, order, resize etc.  

• A ‘Talk’ facility for audio discussion. On logging onto the Lyceum server,  
participants can see the names of others present in the initial Common Room. 
The Talk button activates the microphone for speaking and this is relayed to 
everyone in the virtual room. There are minimal technical constraints imposed 
on floor control. Any participants can speak at any time. In Lyceum, the par-
ticipants manage by social agreement, learning the art of turn-taking; this 
maximizes the flexibility for different kinds of meeting. Interactional fluidity 
is a key skill that Lyceum users learn. 

• ‘ScreenGrabber’ supports the sharing of ad hoc material from any digital 
source - web sites, CD-ROMS, etc. It allows a captured screen dump to be 
shared and enables participants to display materials for discussion, or make a 
point. 

The captured dialogue was subjected to conversation analysis along the lines  
described by Suchman [8].  It sought to identify, amongst other things, evidence of 
recurring activities across the various collaborative design sessions. Also there was  
a review of the sequential screen capture files together with their respective audio 
recording of the collaborative design sessions. Clearly it was necessary to distinguish 
who spoke what and when, and who drew what.  This necessitated synchronising the 
graphic files and the dialogue files. Transcripts of the verbal dialogues were compiled 
and descriptions of actions during the collaborative design were constructed. The dia-
logue transcripts and the description of the actions sessions were then examined using 
QSR NVivo2 (QSR International Pty Ltd. http://www.qsrinternational.com /products/ 
productoverview/product_overview.htm) which facilitates the handling of rich data 
records of text, images and sound. Nodes, annotations and codes were used. Video 
tapes were reviewed to countercheck with the sequential screen capture and audio 
recording. Selected sections of the transcripts were annotated with action  
descriptions. 
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Table 1. Example of data collection and analysis (collected 13.7.04). Relevant concepts appear 
in italics. 1, 2, 3 and 4 are anonymous participants. 

Time 
stamp 

Drawing and dialogue Analysis 

26:18 
 
 
 
 
 
 
 
 
27:05 
 
 
27:06 
 
 
27:26 
 
 

1: Do you see the image I have drawn in the 
bottom left hand corner,  which is basic…  
the basic structure put together, and it shows 
the part for the bottle to go in, again it is 
supposed to stop the bottles coming forward 
and falling out.  
 
[1 draws his idea in the middle of the screen] 
 
1: Do you see what I mean? 
 
 
2: Do we need that if we tip the whole rack 
slightly backward so that the bottles are held 
by the tubes, do we need to support it? 
1: No I don’t think so, the only thing is it 
probably needs a net at the bottom of the 
cradle  

[2 and 3 talked simultaneously, 
can’t hear 2 clearly to record] 
1 starts with his “private space” 
when he draws at the bottom 
left hand corner of the white-
board. 
1 considers using the “public” 
space when he draws in the 
middle of the screen. 
 
-breadth-first process where 
designers consider different 
ideas first. 
-many imaginative and creative 
alternatives emerging in 
sketches 
 
 

27:41 
 
 
27:49 
 
27:54 
 
 
 

2: Ok, where has everyone gone?  
3: Sorry I have wandered away a bit and I 
couldn’t find my way back again. 
3: There are loads of whiteboards in this 
room.  
[each starts removing whiteboard] 
[each person creates a new whiteboard to 
sketch their ideas] 

[they have gone to Room 102 
without announcing their where- 
abouts] 
The participants have not got the 
concept that when one of them 
removes a whiteboard, this 
affects everybody, all the data on 
that whiteboard will be gone 
forever. 

4   Discussion 

Each group of participants generated a range of concept proposals. Some of these 
proposals underwent development during extended periods of verbal and graphic 
communication by the participants. Other concepts were fleeting – perhaps consisting 
of one sketch or verbalised idea from one participant. As earlier studies have found 
(see Garner [9]) there was considerable difference in the extent of marks used to con-
struct some images.  

Some participants defined their own drawing areas using the functionality of the 
whiteboard tool but there was limited facility for a truly private drawing space other 
than paper on each individual’s desk. Schön [10] [11] has carried out protocol studies 
on individual designers working on architecture layout problems. In his findings he 
identifies designers’ ability to hold a ‘reflective conversation’ – a personal discursive 
reflection using graphical representations to stimulate evaluation and creative thought.  
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He notes “a designer sees, moves and sees again... the designer sees what is there in 
some representation of a site, draws in relation to it, and sees what he/she has drawn, 
thereby informing further drawing.” It seems likely that students without a developed 
ability for sketching or without developed design knowledge may need, as Schön 
suggests, a personal ‘reflective conversation’ space where they can externalise, re-
flect, edit and develop their own thinking prior to communicating conjecture to the 
group. Expert designers would probably be more comfortable sharing early ideas and 
would probably resent the additional time and effort involved in using such a private 
space.  

Interestingly, in these two studies, mapping the dialogue together with the output 
of the graphic representations reveals that the generation of new ideas was not evenly 
distributed over the period of the study. There were clear creative phases. When the 
new ideas were plotted they appeared not to coincide with periods of intense synchro-
nous verbal communication, nor did they appear immediately after one of the many 
long breaks in communication.  It appears that creative group behaviour is somehow 
associated with near-synchronous communication.  

Fig. 2 is a screenshot of a whiteboard produced by a team of architecture students. 
It presents four different proposals.  Each proposal is mostly the work of one individ-
ual with some contributions by other participants. The concept in the lower right quar-
ter was the most favoured concept for development.   

Fig. 3 shows part of this development. It reveals both a simplification of the design 
(right sketch) and a reinterpretation as a more complex concept (left sketch).  

Fig. 4 was produced by an Open University group and reveals variation within one 
concept ranging from a geometric design (top right) to one representing a bunch of 
grapes (centre right). 

 

Fig. 2. Whiteboard output from one subject group (wine rack design task) 
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Fig. 3. Later development by the group illustrated in Fig. 2 

 

Fig. 4. Whiteboard output from another group of subjects 

The establishment of a shared understanding or grounding appears crucial for  
successful designing and much of the communication, both verbal and visual, was 
used for this purpose. As suggested by Dillenbourg and Traum [12] a whiteboard 
enables research subjects to make sketches that clarify ideas that otherwise might be 
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difficult to turn into words and their work suggests that the graphical features of a 
whiteboard are less important than its capacity for persistence – the ability to display 
visual data throughout collaborative design. They conclude that continuous shared 
visibility of a whiteboard plays a key role in supporting grounding. In our situation  
of collaborative designing, the verbal dialogues made considerable reference to the 
content of the whiteboard.  Post-study interview feedback suggested that the white-
board had indeed assisted verbal communication and the establishment of shared 
understandings. 

5   Conclusions: Supporting Remote Design Collaboration 

In this study the subjects had little access to private virtual spaces to explore and ex-
periment with ideas. All computer based sketch output was made on the whiteboard 
and thus it was in the public domain.  Verbal feedback and evidence of private work 
on paper suggests an important need for supporting private drawing.  Having said this 
there is an issue in whether it is appropriate to support ‘private’ design work within 
the context of CSCW. There have been studies of remote and face-to-face collabora-
tive design that reveal the importance of incompleteness or ambiguity - particularly 
pictorial ambiguity - as a catalyst for creative thinking by other members of a design 
team as well as by the originator. Further investigation is required here.  

While ‘think aloud’ and ‘draw aloud’ protocols were successfully used to generate 
data there were some long gaps without verbal and graphical communication. As 
found in other studies, the workspace tools should support the mechanisms of com-
munication and mediate interactions between drawing and dialogue and the tools 
should facilitate designers’ coordinating their communication. Collaborative tools 
should enable the sharing of a common orientation and mutual understanding, yet still 
allow some means of distinguishing between individuals. The data also revealed that 
it is important that all collaborative designers should be allowed to access shared 
objects, including moving and editing them. For an interactive system supporting 
collaborative design, the ‘presence’ of the participants should be represented in the 
tools - even where an individual is not always involved. 

In this research the data suggests that tentative design suggestions can take graphic 
or spoken form. However, when other participants see an image of a suggestion on 
the shared whiteboard it carries greater weight or possesses more impact than verbal 
suggestions (probably compounding the tacit reluctance to share early ideas). Sugges-
tions presented graphically (often together with verbal reinforcement) possess much 
greater persistence and they are more often found in the final proposal than sugges-
tions made only verbally. It is important that the drawing and dialogue interactions 
are understood by collaborators, as some participants reveal a preference for sketch-
ing or discourse.  

Many earlier studies of CSCW have sought to identify system requirements for the 
support of collaborative designing.  This study suggests that those engaged in design 
activity may need facility for near-synchronous communication in addition to access 
to conventional tools for supporting synchronous and asynchronous communication.  
Near synchronous communication presents opportunity for reflection.  It allows draw-
ings to be constructed without pressure for explanation from those viewing.  It allows 
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ideas to be recomposed.  Unlike verbal dialogue the interplay between design partici-
pants using sketches to augment communication is slow.  There is also a need for 
interpretation and reflection on outputs before a response can be made.  Face-to-face 
collaborative design reveals considerable use of near-synchronous communication.  
Perhaps new systems for collaborative design need to reflect this. 

A number of researchers have pointed out differences between design students en-
gaged in CSCW and design professionals. Finger et al [13] highlights students lack of 
domain knowledge and design process knowledge and it is clear that one of the key 
reasons students are given design tasks is to develop these knowledge and skills. 
While they may seek a high quality output students are also conscious of grades and 
other assessments and the demonstration of learning outcomes set by tutors. Profes-
sional designers are concerned far more with the quality of the resulting output. For 
student designers the use of sketching may provide an important means of supporting 
communication, developing a shared understanding of tasks and problems, sharing 
conjecture, co-constructing proposals and reflecting on achievements. Thus tools for 
the support of student designers engaged in CSCW may have to differ from tools 
intended to support professional designers in CSCW. As Artman & Ramberg et al 
[14] confirm there is a vital role for sketching in maintaining collaborative working.  
Perhaps there may be a significantly greater need for novice designers to oscillate 
between what they call ‘different forms of design contexts’.  
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Abstract. The Session Initiation Protocol (SIP) provides powerful and flexible 
signaling capabilities for building video conferencing services. Traditionally, for 
SIP-based centralized video conference systems, the conferencing scale is mainly 
limited by both the capability of conference server and the availability of band-
width. In this paper, our design focuses on how to provide dynamic scalability for 
the SIP-based video conferencing system when the number of conference users 
increases continually. Based on the study of the SIP protocol and the existing 
video conferencing models, we propose a dynamic scalable service model that can 
support to dynamically increase the number of conference servers without nega-
tive influence on the stability of system. This enables the extra service requests to 
be transferred and served in the cooperated conference servers. The paper also 
addresses the SIP-enabled conferencing flows based on the model in detail. We 
developed a prototype of video conference system based on the proposed model. 
Experimental results demonstrate the validity of this service model. 

1   Introduction 

The fast development of Internet technologies has provided the implementation basis 
for multiparty video conferencing in IP network. With the function of transmitting 
multimedia information, such as text, diagram, audio and video, video conference 
breaks the limit due to the geographical location of participants. 

At present, there are two ubiquitous standards to support the development of video 
conferencing systems, i.e. ITU-T H.323 [1] and the Session Initiation Protocol (SIP) [2] 
recommended by the IETF. Because H.323 follows the traditional telephony signal 
model, it is difficult to be extended to large-scale conferences [16]. However, the SIP 
standard is now attracted more attention and seems to be the most sought-after protocol 
for implementation, due to its open design and the ensued flexibility and extensibility 
[2]. Thus, in this paper, SIP is adopted as the signaling protocol to design and imple-
ment a dynamic scalable video conference system. 

There are three standard models for conferencing controls: loosely coupled con-
ference, fully distributed multiparty conference, and tightly coupled conference [11]. 
                                                           
* The work reported in this paper is supported by NSFC under Grant 60242002, and the NCET of 

MOE, China. 
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Conferences based on the first two models need to use efficient multicast for datagram 
distribution [16]. But the multicast is not widely available currently. As to the tightly 
coupled conference, its scale is limited to both the capability of a single conference 
server and the availability of bandwidth, i.e., it is not capable to dynamically increase 
the capacity of such conference system. 

In this paper, we propose a dynamic scalable service model for the SIP-based video 
conference system. Under the precondition of ensuring the stability of the conference 
system, the requirements on extending the capability of system can be met by dy-
namically increasing conference servers and transferring the subsequent services to the 
cooperated conference servers. 

The rest of this paper is organized as follows. In Section 2, we review the related 
work. Section 3 presents a scalable service model for SIP-based video conference 
systems. In Section 4, we describe the SIP flows of a conference based on our model. In 
Section 5, we introduce the implementation of a video conference system based on the 
proposed model. Finally, we make some concluding remarks in Section 6. 

2   Related Work 

SIP-based video conference system has been an active research area in the recent years. 
Several architectures and models have been proposed. In this section, we present SIP 
protocol and some of the existing and on-going researches in SIP-based video con-
ference systems. 

2.1   SIP Protocol  

SIP [2] is developed in the MMUSIC Group of the IETF and has been applied broadly 
[6, 7, 8, 9, 10, 19, 21]. SIP is an application-layer control protocol that can establish, 
modify and terminate multimedia sessions, ranging from multimedia conferences to 
simple point-to-point voice calls. SIP is based heavily on two other successful protocols 
emerged from IETF: SMTP used for e-mail and HTTP used for the World Wide Web. 
Like both of them, SIP is a textual client-server protocol in which the client issues 
requests and the server returns responses. Unlike HTTP and SMTP, however, SIP can 
run on the basis of either TCP or UDP, and it has been defined to run over the Stream 
Control Transport Protocol (SCTP). 

SIP is not a vertically integrated communication system, and a complete multimedia 
system cannot be built only by using SIP. Usually, SIP is rather a component that can be 
used with other IETF protocols to build a complete multimedia system. Typically, these 
architectures include protocols such as the RTP [3] for transporting real-time data and 
providing QoS feedback, the RTSP [4] for controlling delivery of streaming media, and 
the SDP [5] for describing multimedia sessions. 

Furthermore, there are six request methods mainly defined in SIP: INVITE, ACK, 
BYE, OPTION, CANCEL and REGISTER. Certainly, SIP has also been extended for 
sending event notifications [20] and instant messages [18, 22]. 

2.2   SIP-Based Video Conference System 

Efforts to implement SIP features for video conference systems have been going on for 
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the past few years [8, 10-16, 21]. We first review our previous work in this area. In [10], 
we have proposed an approach to developing SIP-based multimedia services using 
multimedia middleware. In [21], we have addressed a unified framework of multimedia 
service using SIP to achieve significant improvements in the productivity of developing 
multimedia systems, and obtain trustworthiness and interoperability. The framework 
and approach mentioned above are used in this work presented here to develop a pro-
totype system of video conferencing. 

Typically, there are three models for conference control defined by IETF: loosely 
coupled conference, fully distributed multiparty conference and tightly coupled con-
ference [11]. Among the existing models, tightly coupled conference model is the most 
popular, which is also called centralized conferencing model [11]. IETF describes a 
framework in some drafts [11-14] for how such SIP-based centralized conference can 
be held, including the overall architecture, protocol components and the flows. The 
IETF framework provides us with the research basis. However, centralized conference 
suffers from the problem of the scale being not scalable. Because there is only one 
conference server acting as central control unit, whose conference service capability 
limits the scale of conference so that the model lacks of scalability. It is a vital wound to 
a conferencing application with thousands of participants. 

Fully distributed multiparty conferencing and loosely coupled conferencing have no 
central point of control and frequently use multicast for distribution of conference 
memberships [11]. However, due to the absence of a widely available multicast service 
on the Internet at present, it is difficult to implement the fully distributed and loosely 
coupled multiparty conferences [10]. 

In this paper, we propose a dynamic scalable service model for SIP-based video 
conferencing, which dynamically increases the number of conference servers and 
transfers the subsequent service to the increased conference server. At the same time, 
the end user has the ability to maintain the ongoing sessions and obtain services 
transparently. We adopt the object-oriented method to manage conferences and each 
conference server joining the conference is considered as one member of the confer-
ence object. It means that the realization of conference dynamic extension depends on 
the accession of the members. Furthermore, we define a series of special conference 
policies that embody the above idea and can be implemented by SIP. We also develop a 
prototype of video conference based on the model. Experimental result shows that our 
model has the ability of dynamically scaling up the capacity of conference. 

3   The Dynamic Scalable Service Model 

In this section, we present the dynamic scalable service model for SIP-based video 
conferences. We start with the description of the model from the perspective of func-
tionality and then discuss the dynamic scalability of the model. 

3.1   Model Description 

First, we give a description of the service model from the perspective of functionality. 
In order to present our model, we need to define the SIP-based video conference. 
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Definition 1. A SIP-based video conference can be formalized as a tuple: conf= (V, P, S), 
where V is a set of SIP entities included in the conference; P is a set of procedures for 
controlling a conference and is SIP-enabled; S is a set of sessions running in a  
conference. 

From the definition 1, it is clear that with regard to the SIP-based video conference, we 
need to carefully research the SIP entities, conferencing procedures and sessions. 

Our service model is depicted in Fig. 1. It is worth noting that the model consists of 
three kinds of SIP entities, i.e. User Agent (UA), Conference Server (CS) and Manager 
Server (MS). The UA and CS have been defined by IETF’s model [11]. As mentioned 
earlier, an important difference between IETF’s centralized model and our proposed 
model is that our model dynamically increases the number of conference servers and 
transfers the subsequent service to the increased conference server. As reflected in  
Fig. 1, the inter-working between UA and CS in our model focuses mainly on the media 
streams and the information need to establish a conferencing call, which is similar to 
that in centralized model. UA and CS are the basic SIP entities of a conference that act 
as the participants of conference. In this paper, UA and CS are called by a joint name, 
conference member. We adopt the object-oriented method to manage the conference 
member and thus introduce the concept of conference object here. 
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Fig. 1. The scalable service model for SIP-based video conference  

Definition 2. A conference object (CO) is defined as an instance of a conference. 

The responsibility of CO is to add and delete the conference members for its corre-
sponding conference. As shown in Fig. 2 (a), there are two meaningful tables in each 
CO: User Agent Table (UAT) and Conference Server Table (CST). The two tables are 
the sets of UAs and CSs in the conference, respectively. Hence, both the UAT and CST  
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Fig. 2. (a) The structure of conference object; (b) the basic SIP flows of UA 

are subsets of V, according to the definition 1. The virtual line, linking the two tables, 
means that the service requests of one UA are served by some CS. For example, the 
virtual line linking UA1 to CS1 indicates that the service requests of UA1 served by 
CS1. Furthermore, it is worth noting that the Resource Request Module (RRM), as a 
part of the CO, is devoted to checking the weight status of every CS in the CST and 
requesting new CS to join the conference. 

Unlike the IETF model, our model includes a new and single SIP entity, MS. The 
MS is essentially a SIP physical server which collectively implements the functions of 
register server, redirect server and proxy server. In addition, the MS provides a number 
of useful services to implement the dynamic scalability for our model. These services 
can be grouped as follows: (1) creating and managing the CO, (2) resource manage-
ment and scheduling. 

From the Fig. 1, the MS is divided into five principal modules: Communication 
Interface (CI), Conference Object Queue (COQ), Resource Scheduler (RS), User Agent 
Management Table (UAMT), and Conference Server Management Table (CSMT).  
The functions of each module are listed as follows. (1) CI takes charge of the MS 
communication with CSs and UAs and reports the information to the CSMT and 
UAMT. (2) The responsibility of COQ is to create, manage and delete CO. Before a 
conference starts, the COQ creates a new CQ for the conference and inserts the CQ into 
its tail. If a conference is over, the COQ deletes the corresponding CQ. The COQ  
visits every CO in a simple round-robin fashion. (3) The RS provides resource  
management and scheduling services. (4) The UAMT and CSMT are regarded as the 
sets of all the registered UAs and CSs, respectively. The UAT and CST are the subsets 
of UAMT and CSMT. Apparently, for a given conference conf= (V, P, S), the rela-
tionships among UAMT, CSMT, UAT, CST, and V can be described as follows: 
UAT V UAMT= I and CST V CSMT= I . 
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3.2   Dynamic Scalability of the Model 

Dynamic scalability is the most significant contribution of our model for the video 
conferencing service. For discussing the dynamic scalability problem, we need to  
define the load ratio as follows. 

Definition 3. The load ratio of every CS node v, denoted by r, is the result that the 
exhausted resource of v is divided by the total available resource of v. 

Let ( ) ( , , )C m V P S= denote a conference with m CSs. Load ratio allocation of all the CSs 

in ( )C m is an m-dimensional vector 1 2( , ,..., )mr r r , where ir  is the load ratio allocated 

to iCS . A load ratio allocation 1 2( , ,..., )mr r r of ( )C m is feasible, if the following condi-

tions hold: 1 i m∀ ≤ ≤ , 0 i ir p≤ ≤ , where ip ( 0 1ip< ≤ ) is the given load ratio threshold 

for iCS . If i ir p> , it means that iCS has overload and the extra service requests need to 

be transferred and served in the cooperated CSs. 
Returning to the dynamic scalability problem, we now describe it using the load 

ratio. The problem is formulated as follows: Given a conference ( )C m , with every 

( )iCS C m∈ ( 1 i m∀ ≤ ≤ ) satisfying i ir p≥ , find a CS node 1mCS + ( 1 ( )mCS C m+ ∉  and 

1 1m mr p+ +< ) for ( )C m  to serve the subsequent service. 

In order to implement the dynamic scalability of the video conferencing, some 
special conferencing procedures are made for the model as follows. 

(a) Once the UA or CS logs into the network, it registers into the MS immediately. 
The information about UA and CS will be stored into the UAMT and CSMT, respec-
tively. As a CS registers into the MS successfully, the MS asks the CS to report its load 
ratio r every a fixed time. The load ratio r is written into the CSMT and is also stored 
into the CST of a conference if the CS has joined the conference. 

(b) Before a conference starts, a CO will be created and inserted into COQ, and the 
RRM of the CO will request the RS to select an initial CS (denoted by 1CS ) for  

the conference. Then, the CO will copy the relative item from the CSMT to its CST. At 
the same time, the MS invites 1CS  to join the conference. 

(c) When a user i (denoted by iUA ) expects to join a conference ( )C m , iUA  issues 

a request to MS for demanding the CS address. After the MS receives the request, the 
UAT of the CO will copy the relative item from the UAMT. If some CS (denoted 
by jCS ) satisfies the following property with respect to any other CSs of the CST in the 

same conference: min{ | ( )}j i ir r CS C m= ∈ and j jr p< , the RRM chooses jCS as the 

conference control unit of iUA and the CO builds up the corresponding relationship 

between iUA and jCS . Once iUA  exits the conference or fails to log into jCS , the CO 

will cancel the relationship between the UA and CS and delete the related item of the 
UA from the UAT. 

(d) During a conference ( )C m , the RRM of the CO will check the load ratio of  

every CS in CST continually. Once the load ratio of each CS reaches the threshold  
(i.e., 1 i m∀ ≤ ≤ , 1i ip r≤ ≤ ), the RRM will send a message to the RS for requiring a 

new CS. Then the RS will select a CS from CSMT as the new CS of the conference, 
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with its load ratio r satisfying the following condition: 0 r p≤ <  and 

min{ | ( \ )}k kr r CS CSMT CST= ∈ , and then the selected CS (denoted by 1mCS + ) will 

be inserted into the CST. At the same time, the MS sends a request to invite 1mCS +  to 

join the conference. After that, the foregoing conference has m+1 CSs and is denoted 
by ( 1)C m + . When this step is accomplished, the subsequent service requests will be 

transferred to the CS according to (c). 
(e) When a conference is over, the MS will send a message to each CS and UA of the 

conference and delete the CO corresponding to the conference from the COQ. 

It is necessary to point out that there is no special load balance rule for the confer-
ence servers. The reason is as follows. Firstly, the behaviors of UAs are unpredictable 
since the UAs have the freedom to join and leave the conference at any time. So the 
handoff of UA from one CS to another may get an unexpected result. Certainly, if some 
CS crashes at some time, the UAs logged on this CS will have to be switched to the 
other CS. Secondly, the delay due to the message exchange of load balance operation is 
excessive. This is not acceptable for the delay-sensitive video conferencing.  

Ideally, the scale of the system based on our model is m times larger than that of the 
centralized conferencing system, if the system includes m CSs. Sure, the amount of CS 
the system can accommodate relies on the network condition. In the worst case, if the 
MS crashes, the system will be broken down. 

4   The Design of SIP Flows 

In the previous section, we showed our service model and some special procedures 
needed to implement the dynamic scalability. We will look at some SIP flows involved 
in the conference based on our model. These flows follow the conferencing procedures 
presented in the previous section and implement the dynamic scalability of a confer-
ence at SIP signal layer. 

4.1   The UA Flows 

When a user (UA) using any terminal logs on to a network, the REGISTER messages 
are sent to the MS. These messages record the related information of the UA, such as 
address and URI, are stored into the UAMT (see the conferencing procedure (a)). 

Figure 2 (b) depicts the SIP flows of UA entering and exiting a conference, which 
follow the conferencing procedure (c). The flow of UA joining the conference is as 
follows. Firstly, after receiving the INVITE request sent by UA for getting the address 
of CS, MS responds the ADDRESS [17] which includes the information about the 
address of CS, and then UA returns ACK to MS. Secondly, UA joins the conference as 
shown in 4, 5, 6 of the Figure 2 (b), which is similar to that defined in [13]. Finally, the 
UA sends multiple SUBSCRIBE requests to the MS for asking to download the par-
ticipants information of the conference or get the audio streams or video streams of 
some users. The SUBSCRIBE request contains an “event” header indicating the type of 
event and an “expires” header specifying the duration of the subscription. The 
SUBSCRIBE request can be refreshed whenever the subscription has expired. If a 
subscriber wants to unsubscribe, it can send a SUBSCRIBE message with an expiration 
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time of zero. The SUBSCRIBE (event = download) message for asking to download 
the participant list of the conference will be sent to the MS as soon as a UA joins the 
conference. After receiving this request, MS will intermittently (e.g. 5s) send the 
NOTIFY response to the UA for updating the participant list. Moreover, this response 
can also be triggered when some UA enters or exits. After joining a conference, the UA 
will send media streams to the CS on which the UA has logged. And the UA will re-
ceive media streams from the logged CS or other CSs if it requests the media streams of 
other UAs which have logged on the other CSs. In the rare case, when a UA discon-
nected to its corresponding CS at some time, the best thing this UA can do is to try to 
send a REINVITE message to other CSs. When a UA exits the conference, it will send 
a BYE message to MS and CS. 

4.2   The CS Flows 

The CS will send a REGISTER message to MS as soon as it logs on the network. After 
receiving the first REGISTER from CS, MS will send SUBSCRIBE (event = query) to 
CS for checking the load ratio. At the same time, CS intermittently (e.g. 5s) responds 
NOTIFY message to MS to report its load ratio. This follows the conferencing pro-
cedure (a). Before a conference starts, MS will select a CS as the original CS according 
to the conference procedure (b). 

The SIP flow of CS dynamically joining a conference is as follows. According to the 
conference control policy (d), when every conference CS is overloaded, the MS will 
send an INVITE message to the least load CS from the CSMT. Then the selected CS 
will respond 200 OK to the MS, if it agrees on joining the conference. 

When the conference is over, the MS will send a BYE message to the CS which 
responds 200 OK to the MS. After having received the response, the MS will delete the 
CO according to the conferencing procedure (e). 

5   The Prototype System and Performance Evaluation 

According to our model, we designed and implemented a SIP-based video conference 
system. The development of the system used the multimedia middleware proposed in 
[10] and the multimedia service framework in [21]. The SIP protocol stack of the 
system used the VOCAL [23]. The GUI of UA is shown in Figure 3 (a). In the system, 
each UA executes on a separate host. We use 50 UAs, one MS and two CSs (denoted by 

1CS and 2CS ) to evaluate the performance of our implementation under the precondi-

tion that there is only one conference existed. Initially, only 1CS  joins the conference 

and the UAs enter the conference one by one. We measure the load ratio of 1CS and 

2CS every 5s. According to the discussion above, the load ratio of each CS is recorded 

in the CSMT and if the CS has joined the conference, the load ratio is also recorded in 
the CST of the CO. 

In Figure 3 (b), we show the load ratios of 1CS  and 2CS  as UA joins the con-

ference. As the number of UAs increases from 0 to 33, the load ratio of 1CS increases 

from 0 to 82% approximately linearly, while that of 2CS still keeps 0. Here, the load 
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(a) (b) (c) 

Fig. 3. (a) The GUI of UA; (b) the load ratio of CS1 and CS2 vs. the number of UAs when UA 
joins; (c) the load ratio of CS1 and CS2 vs. the number of UAs when UA leaves 

ratio of 1CS  is over 1p (where 1p  is 80%), and if the subsequent service requests by 

UAs keep on being served by 1CS , the resource of 1CS  would be exhausted and the 

conference would end abnormally. To avoid the emergent situation and ensure the 
system’s robustness, the MS sends an INVITE request to 2CS automatically and invites 

it to join the conference acting as the receiver for the sequent service requests. As the 
number of UAs increases from 33 to 50, the load ratio of 1CS  keeps under 86%, while 

that of 2CS  increases from 0 to 58%. Now we let every UA leave the conference in a 

LIFO fashion. As seen from Fig. 3 (c), the load ratio of 1CS  and 2CS will decrease to 0 

conversely. The above results show that the extra service is transferred to 2CS and 

hence our service model is characterized with the dynamic scalability. 

6   Conclusion 

This paper provides a service model to support dynamic scalability of SIP-based video 
conferencing services. We implemented a prototype system based on the proposed 
model, and the experimental results show the service model works well. The advan-
tages of this model are tremendous. Firstly, the usage of SIP enables us to transport 
call-related data in a standard signaling protocol for video conference services. Fur-
thermore, the requirements on extending the capability of system can be met by dy-
namically increasing conference servers and transferring the subsequent services to the 
cooperated conference servers. This paper provides the developers with a novel method 
of implementing dynamic scalable video conference systems. 
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Abstract. Community of Practice supports the Knowledge Management ap-
proach in organizations, contributing to the sharing of experiences and good 
procedures, thereby rendering an attractive environment for the cooperative 
learning. Organizational knowledge evolves in the context of these communi-
ties. However, one of its greatest problems is how to keep members interacting 
and exchanging information relevant to the whole community. Loyalty mecha-
nisms used in the Marketing area are proposed as a solution to this problem, 
aiming at stimulating active member participation. A collaborative work envi-
ronment, named TeamWorks, is presented, illustrating the loyalty mechanism 
concerning document recommendation. 

1   Introduction 

In the Knowledge Society, a Learning Organization [13] is better prepared to under-
stand its environment, activities and processes, as well as self-evaluate and improve 
results. Learning competence is essential to develop the practice of making decisions 
based on organizational experience and knowledge [1], [7]. 

Organizational Learning can be understood as the process of designing solutions 
by acquiring and transferring knowledge. These mechanisms allow workers to con-
tribute to the company’s performance, by applying their knowledge and abilities to 
solve problems and innovate and creating an organization that learns and produces 
knowledge continuously [13]. Therefore, organizations need employees that can learn 
through new approaches and be able to work cooperatively to answer the problems, 
keeping up productivity, and optimizing time. 

A great effort has been made to induce members of an organization to act collec-
tively [10]. In this context, groupware technology contributes to implementing envi-
ronments which promote better interaction among people, stimulating learning and 
knowledge sharing within the Communities of Practice (CoP). 

However, such environments face problems in order to keep interaction and ex-
change of relevant information among their members. In everyday life, professionals 
usually do not have available time to record the knowledge applied in their activities 
or to participate in discussions about their practices. Motivation and personal rewards 
are needed to stimulate people to interact and share knowledge. 
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This paper proposes the application of the Marketing loyalty mechanisms to keep 
CoP members participating in the Virtual Communities of Practice. The loyalty 
mechanism “Document Recommendation” is applied to stimulate workers in the proc-
ess of organizational learning. Its implementation is discussed in the context of the 
collaborative environment TeamWorks [10]. 

This paper is organized in 6 sections. Section 2 presents the concept of CoP as a 
collaborative organizational learning environment. Section 3 presents considerations 
and examples about customer loyalty in Marketing. Section 4 describes the model 
proposed for the CoP. Session 5 displays an overview of TeamWorks and focuses on 
the evaluation and recommendation process. Finally, Section 6 concludes the paper. 

2   Learning in Communities of Practice 

The emergence and diffusion of Internet as a fast, flexible and cheap way of commu-
nication has contributed to the creation of the virtual communities of practice. A 
Community of Practice (CoP) may be defined as a “group of people who share a con-
cern, a set of problems, or a passion about a topic, and who deepen their knowledge 
and expertise in this area by interacting on an ongoing basis” [16].  

Groups of professionals exchange information about tasks and good practices, 
sharing solutions to common problems. According to Markkula [8], there are  
three types of knowledge in organizations: external knowledge, structured internal 
knowledge, and tacit internal knowledge. We believe that tacit knowledge is the most 
important one, albeit difficult to capture. In CoP, professionals are encouraged to 
cooperate, record and disseminate tacit knowledge in order to reuse it in the future. 

According to Wenger et al. [16], a CoP is neither a team nor an informal network. 
It is defined according to a subject, not according to a task, as in a team, in which the 
manager selects the participants. People are free to join in the CoP whenever they 
wish so. It is different from an informal network because it has a topic and an identity. 

Stahl [14] affirms that “all work within a division of labor is social. The job that 
one person performs is also done similarly by others and relies upon vast social net-
works. That is, work is defined by social practices propagated through socialization, 
apprenticeship, training, schooling, and culture, as well as by explicit standards. Of-
ten, work is performed by cooperating teams forming communities of practice within 
or across organizations”. In order to reach this goal, it is mandatory that people be 
stimulated to participate and that results become beneficial to all. 

Some of the members can play specific roles, such as mediator, coordinator and 
specialist. The mediator is fundamental to bringing together people, and should know 
the subject proposed well, as well as the media employed in community tasks. It is 
important that he/she have great interpersonal skills. The coordinator is responsible 
for the organization of the community. The specialists contribute with credibility and 
by eliciting solutions from members. 

For professionals, it is important to belong to a CoP in order to remain updated 
about a subject, talking to others to share problems, asking for help and information, 
even though keeping members active in such an environment is not an easy task. The 
usual obstacles are that people are not available; participants do not provide enlight-
enment enough about the issue, and there is lack of time to participate. 
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Besides these barriers, a critical matter is the lack of trust among members. Most 
of them are skeptical and isolated; thus, demands are not rapidly answered. Commu-
nities, when properly stimulated, may bring great of benefits to the organization, in 
the sense that cooperative learning allows new ideas to appear, and immediate solu-
tions to particular issues [15], by making members participate in demand strategies: 
we propose the loyalty mechanism. 

3   Customer Loyalty Mechanisms 

Loyalty is a word used to express fidelity to a cause or political party. When used in 
the corporate jargon, it means measuring how much a person would be likely to con-
tinue as a customer, by using the services or buying the goods of an enterprise [2]. 
The concept of fidelity is not only applied to external customers, but also to the or-
ganization’s staff. This is an issue, which has been on focused on any area where the 
customer is the main concern. We say that the users in a CoP are the clients and the 
knowledge they share is their target product. 

According to Reichheld [11], loyalty is responsible for making clients come back to 
acquire benefits. To establish loyalty, an organization should make a careful analysis 
and implement a coherent set of actions, based on the pieces of information, which are 
important and relevant to the organization/client. Thus, fidelity and stability depend on 
the kind of customer the company attracts and on how employees are rewarded. 

Berry and Parasuraman [2] classify loyalty programs as below: 

1) Incentives: The first type includes awards, bonuses and discounts, among others. 
This kind of program has proven to be the easiest to reproduce, and therefore, 
cannot be competitive for a long time. The best-known example is the mileage 
program at airlines, the first one to introduce the new concept aimed at making a 
difference. As time went by, other companies launched the same program and 
the offer, which was considered an extra, became mandatory. 

2) Customized dialogue: On a second level, the organization goes beyond financial 
retribution, building relations on social ground. Relations become personal by 
using customized dialogue through all possible communication channels. Rela-
tion-ships are reinforced by initiatives such as invitations to events. This cate-
gory has a fidelity potential superior to the first listed here. 

3) Value service: On a third level, the organization promotes some kind of service, 
which adds value not available at any other source to customers. They usually  
offer the technological base of the company and help their users to be more effi-
cient or productive. For example: immediate troubleshooting as automatic infor-
mation on how to solve a problem. Such elements have a great loyalty potential.  

Aiming at achieving client satisfaction, the organization should categorize them 
according to their (present and future) value [4]. Thus, they would be able to adopt 
different strategies for each category and therefore boost profits. Reichheld [11] says 
that fidelity may be measured by observing how many clients return and how many 
buy repeatedly. Loyal clients are not merely satisfied ones; they elevate an organiza-
tion to a position of leadership. The organization must find out what these customers 
consider worthy and then create services/products that meet their demands and adopt 
differentiated fidelity instruments. 
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4   Achieving Loyalty in a Community of Practice 

Some companies have already adopted incentive mechanisms to hold back the mem-
bers of a Community of Practice, by exploring ways to reward its participants explic-
itly [15]. American Management Systems have a rewarding system that formally 
recognizes this type of work, and offers non-financial prizes, such as anticipated ac-
cess to the innovative technologies and special business cards that attest the special-
ized knowledge of the participants. In the case of Siemens, every time a professional 
enters the Sharenet CoP environment and provides useful data, a program of incentive 
credits points in his account: he is later rewarded, accordingly. 

We believe that providing resources which add value to the community by specifi-
cally contributing with each individual’s knowledge will contribute to keeping its 
members interacting actively, sharing experience and knowledge. Therefore, our 
approach is based on the kind of loyalty mechanism Value Service and a mechanism 
named “Document Recommendation” is proposed. 

The goal of this mechanism is to deliver relevant information to the right person in 
the context of a CoP supported by a system. The system offers the community mem-
bers pertinent information such as documents (papers, memos, videos, and presenta-
tions) already evaluated by others and considered significant to the group in a specific 
situation, as well as suggestions for new research to solve a certain problem. It was 
based on the recommender systems – technologies used at e-commerce sites to pro-
vide information and indicate products/services to customers [12]. 

Recommendations help users to secure information from a document library, 
where the findings would hardly be possible without an automated tool. Experts  
allowed to record their opinion and knowledge guarantee quality and trust, concerning 
the information contained in documents recommended. This should contribute to keep 
the users in the communities, because it makes research easier and boosts credibility. 
For example, the system will automatically show a list of documents evaluated by  
a third party which may help solve a specific problem posted by a member of the 
community. 

4.1   Recommender Systems 

Research on filtering has become imperative with the popularization of the WWW 
and its massive amount of information. A popular strategy for information filtering is 
the recommender system, which helps users extract useful information from a large 
database by using someone else's opinion about a piece of information [9]. 

According to Schafer [12], recommender systems enhance e-commerce sales by 
building loyalty: “in a world where a site’s competitors are only a click or two away, 
gaining consumer loyalties is an essential business strategy to improve loyalty by 
creating a value-added relationship between the site and the customer. Sites invest in 
learning about their customers, use recommender systems to operationalize that learn-
ing, and present custom interfaces that match consumer needs. Consumers repay these 
sites by returning to the ones that best match their needs. Creating relationships be-
tween consumers can also increase loyalty, for consumers will return to the site that 
recommends people with whom they would like to interact.” 
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These systems are based on some type of input from the users who will receive the 
recommendation and from the community to which the user belongs. After the input 
is recorded, the system uses an intelligent recommendation method to generate sug-
gestions, predictions, or evaluations. Suggestions are the presentation of items that 
could be useful to the user. Predictions are the supposed evaluation of what the user 
would do with an item. Evaluations are the presentation of individual opinions of 
some user about an item. This last kind of output can be very important in CoPs [5].  

The object of e-commerce environments is purchase and sale; therefore, the sense 
of providing recommendation for these communities is to identify the customers´ 
interests and thus create an opportunity for business. Communities of Practice are 
knowledge communities and, in this case, recommendation can be a way to create 
loyalty by providing what the participants want most: to improve their knowledge. 

In the context of the CoP, the information overload is also a problem. When people 
cannot quickly find the information they desire, they feel they are wasting time and 
become overwhelmed, and, many times, abandon the consultation. Moreover, the lack 
of specialists to evaluate these documents and to validate them generates unreliability 
on information found. For that reason, we suggest that this process will make user 
access more frequent in the environment, confident on the profit provided. In the next 
section we describe the usage of recommender systems in this context. 

5   Implementation of Loyalty Mechanism in TeamWorks  

We have used TeamWorks [10], a collaborative environment which supports the 
building and maintenance of CoP, to test the implementation of our proposal. It pro-
vides tools for communication, storage and capture of data, as well as the availability 
of the loyalty mechanism “Document Recommendation”. It was developed under 
Lotus Domino®, a framework that supports the functionalities mentioned and may be 
used via browsers.  

The community members interact within TeamWorks at many levels: the “Forum”, 
where formal debates take place, linked to subjects pertinent to the community, the 
“Open Space”, where contribution is less formal, and as a chat tool, where informal 
conversation happens. At the “Profile”, users sign up and record the type of documents 
that will be provided for the community and the parameters for evaluation. Documents 
available at the “Library” are evaluated and the recommendation for the community 
may be found at the module “Recommender”. The “Unifier” module helps groups 
avoid conflicts with ambiguous terms by providing a common vocabulary.  

The “Forum” is the main communication tool to support CoP through formal  
de-bate of subjects concerning the interests of the group. Problems and their solutions 
may be discussed and recorded, allowing greater interaction and deeper knowledge 
about some practices, thus contributing to cooperative learning. The explicit  
knowledge obtained is stored as part of the organizational knowledge. Messages are 
organized in a hierarchic way, making debating easier to be visualized and allowing 
categorizing the information exchanged.  

Once the debate is concluded, it is recorded and may be retrieved at any time by all 
of the members. Figure 1 shows an example of subjects discussed at the Forum. 
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Fig. 1. Subjects discussed at the Forum 

At Forum, recommendation of documents related to the issue discussed might be 
very important, because it can help solve the problem. The recommender system 
guarantees the quality of the documents posted by the users, since they are evaluated 
by specialists as well as their retrieval when they are recommended to users at the 
right time. In the next section, we will explain the phases of this process. 

5.1   The Recommendation Process in TeamWorks 

A member of the group may put documents into the library, such as papers, diagrams 
and sheets, relating them to some key word or to an issue in the forum. These docu-
ments can later be adopted by the community. Specialists need to evaluate the knowl-
edge acquired from such documents about the specific topic, and only after this 
evaluation this knowledge could become part of the organizational knowledge. By 
doing so, we guarantee the reliability of the knowledge created and shared within the 
environment. 

Each type of document has its own characteristics and therefore should be evalu-
ated differently, under different parameters or criteria. The documents and their pa-
rameters are defined by the group in discussions also stored in the environment. The 
parameters indicate what the members expect when a document is retrieved or re-
ceived automatically from the system. For example, “Relevance” to the Topic. The 
member could set this parameter to “Very relevant”, meaning that he only wants to 
receive documents that were considered Highly Relevant by the evaluators. 

Members of the group define the type of recommendation they want to receive, so 
that it can be done effectively. The members can choose which group has to evaluate 
the documents and which constraints the recommendation needs to fulfill according to 
the parameters associated with the type of document. 

After the types of documents and their evaluation parameters are defined, the latter 
can be evaluated. These documents could be of any type: files, texts, videos, etc., 
stored in the environment’s library, or documents created during interaction between 
group members, and which were sent to the library. 

Hierarchical view 
of messages and  
recommendation 
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Fig. 2. Representation of evaluation and recommendation process 

The documents and their evaluation have become part of organizational memory, 
and they are, contextualized knowledge as well, since the evaluation can show the 
relevance of documents for the organization in a specific context (a problem discussed 
in the Forum) and the opinion of specialists about the quality of the information. 

Document recommendation is based on the specialists’ evaluation. To improve 
judgment quality, we can create groups of evaluators, and support the recommenda-
tion on the combination of evaluations (Figure 2). The algorithm implemented con-
siders the content, personal information and parameters set and the group evaluation 
in order to recommend it. 

Once recommendations are specified, evaluations of documents that meet the crite-
ria are made available to the community. This capturing procedure helps information 
become faster and more focused on group interests, and contributes to reducing the 
information overload. Without this resource, members would have a great volume of 
documents without knowing whether they are relevant to the subjects discussed. 

The goal of this functionality in TeamWorks is creating loyalty among users, who 
will perceive a real and personal benefit if they continuously use the system. Besides, 
documents are available for research at any time: information is also provided while a 
user is interacting within the environment. The participant could describe a problem 
he is facing, which has already been discussed by some other members of the com-
munity in a previous situation. Some knowledge about the topic could have been 
recorded in a document. Thus, the system automatically provides the user with rec-
ommendation about that topic, specifically related to that problem.  

For example, when people are interacting within the Forum, the system will be 
able to recommend documents referring to the topics in discussion. This increases the 
speed for retrieving safe information in the context of the CoP and makes the envi-
ronment a place where people can effectively improve their work.  

We describe a typical document recommendation scenario in CoP. At a carmaker, 
a dealer receives a complaint from a customer about a certain unusual problem in a 
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car. The dealer does not know how to solve the problem and sends a message to the 
internal CoP’s company Forum. A group of engineers and designers starts discussing 
the problem according to their experiences; hence, the problem is controversial. While 
the conversation goes on, a system agent searches the CoP repository for evaluated 
documents on the subject in question. Based on the key-words pointed in the discus-
sion process, the agent finds a report prepared a year before in a branch agency; it 
indicates to the participants and relates it to the context where it was produced before 
(Figure 1). 

Aggregating such mechanisms to the environment and supplying solutions that im-
prove individual work will contribute towards making users of a CoP more active and 
will keep them collaborating, interacting and sharing knowledge through the system. 

5.2   A Case Study 

The scenario presented is an experience with the use of TeamWorks with loyalty 
mechanism "Document Recommendation". A group of nine students participating in 
the “Applications in the Internet” discipline, from Computer Science Master Program 
at Federal University of Rio de Janeiro used this environment during the June 9th to 
August 25th, 2005 period. 

One of the activities performed by the groups was a simulation of a CoP with dis-
cussions and searching for specific information within the Forum. The subject on 
focus was "e-commerce sites".  They had to discuss the supposed common interest 
topic and evaluate sites based on specific parameters (Figure 3) in order to recom-
mend them to the other group. 

The recommendation of the sites which were best evaluated by another group of 5 
members (Figure 4) facilitated the debate; therefore, the information filtering obtained 
by the evaluation of the sites, indicating only those that had fulfilled the requirements 
of recommendation defined by the group stimulated students to try the environment. 

 

Fig. 3. Evaluation criteria that must be answered in order to be recommended 

 

Fig. 4. Recommended documents  
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Comparing with the previous years when there was no loyalty mechanism applied, 
the recommendation process, allied with punctuation and prizes offered, contributed 
to facilitate the performance of the cooperative activities, causing an increase in Fo-
rum participation. We could observe these results mainly by analyzing the number of 
messages exchanged by them and the contributions posted in the environment and 
shared among the groups. 

6   Conclusions 

Communities of practice, when formally supported by the organization to which they 
belong, constitute a critical component for constructing, sharing, applying and finding 
quick solutions to problems, knowing whom to ask, how to ask, and which issues are 
important to focus on in order to solve the problem as well as sharing the best practices 
and developing professional abilities [3], [6]. They work as a learning environment and 
give some support to stimulate strategies for knowledge management. 

 

A virtual CoP develops if its members participate, if there is real profit to them and 
if its content is relevant to the organization. CoPs may not be treated as mere organ-
izational structures, but as organic structures, with their peculiar features and life 
cycles. 

However, keeping a community motivated is a challenge to its moderators. Con-
sidering a CoP where its members are taken as internal clients, the loyalty mecha-
nisms may be used to stimulate user’s participation. Thus, we intend to provide the 
community with resources that shall allow its members to be more active, participate 
in, and contribute to organizational learning. 

In this paper, we have presented TeamWorks, a groupware to support virtual com-
munities, and the implementation of the mechanism “Document Recommendation”, 
so as to stimulate participation in Communities of Practice. 

Currently, several groups at the University are using TeamWorks. A case study 
was made in order to validate the implementation of a set of loyalty mechanisms, 
including “Document Recommendation” and the Punctuation Program. The goal of 
this experiment was to obtain preliminary results and, afterwards, apply them in a 
real-case situation. We are also working to improve the mechanisms of recommenda-
tion to make them more useful and precise. 
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Abstract. Template technology has been widely adopted as a long-standing 
concept, especially in the domain of computer science. After extracting the 
commonness and characteristics of templates, authors combine Cooperative 
Template concept and CSCD technologies skillfully and develop a collaborative 
design platform called Cooperative Template Modeling System (CoTM). Coop-
erative Template mechanism including cooperative template description and 
pattern, cooperative template operation, serial-parallel design and task man-
agement is implemented in the platform, which brings a technological advance 
to the mechanism itself at the same time. Several instances are provided to 
demonstrate the features and utility of Cooperative Template mechanism. Due 
to the inheritance, reusability and information-reduction function of the coop-
erative template, authors believe that cooperative template mechanism will play 
an important role in design efficiency and trans-regional design in cooperative 
design environment. 

1   Introduction 

Template technology is long-standing. It has made great contribution to the domain of 
architecture and casting industry. Template is not a new concept in computer field 
either, since firstly introduced into the field of ICCAD by Srivastava in  Berkeley [1], 
it has been widely applied to Microsoft Office, Computer Programming Languages, 
Computer–Aided Design of Integrated Circuits and Systems, Image Processing & 
Pattern Recognition, Engineering CAD and so on.  

The fact that template technology is widely used in Microsoft Office System is 
well-known. With template library, it helps users to create all kinds of documents 
rapidly. In the field of Computer Programming Languages, template plays a different 
role according to different occasions. The introduction of Class Template and Func-
tion Template in C++ help reduce the amount of repeated codes. In a paper presented 
by Mernik et al. [2], the concept of template has been integrated with attribute gram-
mars. A template in attribute grammar is defined as an abstraction of a semantic rule 
parameterized with attribute occurrences, which is a new modular, extensible and 
reusable approach for specifying programming languages and useful in managing the 
characters of attribute grammars. David Hemer [3] proposed a formal component 
language for supporting automated development of software. The components,  
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referred to as templates, are machine processable problems. By instantiating  
parameters, a template can be adopted to solve a variety of problems. In Computer–
Aided Design of Integrated Circuits and Systems, template technology is mainly 
applied to the design of hardware. Template referred in [4] is a graph-based sym-
bolic template for automatic layout retargeting, which is automatically constructed 
from a practical layout so that expert designer knowledge embedded in the layout is 
preserved. Chan and Parameswarana [5] presented NoCGE - Network On Chip 
(NoC) generator, which is an extensible template based reuse methodology for rapid 
design-time customizations of NoC circuits. Template matching is one of the classi-
cal methods in Image Processing & Pattern Recognition [6][7], which regards tem-
plate as the target of comparing for matching, and the improvement of template 
matching algorithm becomes a hot problem for studying. Chinese researchers have 
also done a lot of work about template, especially in Engineering CAD. The fea-
tures of this field result in the inevitable combination of Engineering CAD and 
template [8][9][10].  

Wide research work on template mentioned above has great achievements, but 
research on network template technology is actually rare. Global competition is 
forcing a reduction in Engineering Design cycle time. Upon that, authors presented 
the new concept of Cooperative Template in 2001 which came from the 
combination between the concept of template and CSCD [11] [12]. As the design 
information carrier throughout cooperative process, template owns a unique ID as its 
identification and records the attributes of the design objects involved which may be 
geometricstructure, material, rule relations and assembly ones. The reusability of 
Cooperative Template is obvious because it is the basic characteristic of template. 
Based on the representation of XML and comparatively fixed structure, new 
templates can easily derived from the primitive ones, so that the inheritance of 
template facilitates the upgrade instead of totally rebuilding a new template. Based on 
the principle of separation of parameters and structure, mutual communication and 
submission of design results can be easily implemented just by transmitting 
Cooperative Template ID and parameters. Templates are visualized to be 3D entities 
with the help of the template explainer. So inheritance, reusability and information-
reduction are three main functions of Cooperative Template.  

In order to combine Cooperative Template concept and CSCD technologies skill-
fully, the group of authors have done a series of work on Cooperative Template 
mechanism [13][14][15] including developing a platform called Cooperative Tem-
plate Modeling system (CoTM) and a set of relevant technologies and methods. 

2   Concept and Representation of Cooperative Template 

2.1   Cooperative Template Definition 

The basic idea of template is for the similarity of everything in the world. The modes 
or patterns of framework should be abstracted from the similar objects, and something 
else which corresponds to it may be thought as an instance derived from the template. 
Based on the definition of template and applications of template in engineering design 
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field, a new concept of Cooperative Template (CoT) has been presented. With the 
development of technologies used in cooperative design, CoT emerges. 

CoT is a logic information expression with semantic functions, which is described 
in XML. It not only includes all elements of general template about design and proc-
ess but also contains several network characteristics like task information to support 
collaborative work. CoT = < M-ID, T-ID, C, E, T, RU, RE, OP >: M-ID is the unique 
code of task; T-ID is the unique ID of CoT; C is a set of components in CoT; E is a  
series of  expressions; T is a task set recording information for network communica-
tion and workflow; RU is a set of constrain rules for components and tasks; RE is a 
relationship set of positions; and OP is an operation set of components for designing.  

CoT is the abstraction of design structure, which is reused to design a new product, 
while design solution contains both design parameters and design structure. CoT is 
also corresponding with the tasks in design, including general task and sub-tasks. 
Performing the design tasks orderly with CoT ensures the high design efficiency in 
CSCW environment, which fully embodies the network characteristics of CoT.  

2.2   Introduction of TDML  

The representation of CoT is an essential problem during our study. Template Design 
Markup Language (TDML) makes a contribution to representing the pattern of CoT. 
It is developed based on XML (eXtensible Markup Language) [16] to express the 
form and contents of CoT. The syntax and semantics of TDML are described in a 
precise and unambiguous manner, which are generated to meet the need of engi-
neering design and derived from the features, constraints and standards in specific 
fields.  

Since TDML appears as an XML-based language, all the features of XML make 
it possible for TDML to take charge for the definition and representation of CoT. 
TDML owns several good features derived from XML:  

− Strict syntax: CoT is defined as rules and standards. Based on strict syntax specifi-
cation, TDML is fit for the representation of Template, 

− Extensibility: As an XML-based language, TDML is provided with enough flexi-
bility. We make use of this feature to append new components and rules for CoT   
without complicated coding, 

− Independence of contents and structure: TDML is defined as a semantic-structural 
language. We can pick up the contents of tags respectively. The separation between 
parameters and structure is crucial in network information-reduction, 

− General Standard: TDML describes information stored in different systems with-
out specific fields under the support of XML. CoT can be adopted in various 
fields.  

2.3   Pattern and Semantics of CoT  

The pattern of CoT is mainly composed of three sections. Each section is defined 
according to a series of grammatical and semantic rules with a set of key words. The 
detailed pattern of CoT is formalized as follows: 
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<Cooperative Template>  <CoT-ID>< CoT Body><Template Function> 
<CoT Body> [InputPara] <Components><Expressions><Rules>  

<Relations> [Operations][Links] 
<InputPara> {default}*{express}*{table}*{graph}*{string}* 
<Components> [BasicComponents][LinkComponents] 
<BasicComponents> {Component}* 
<LinkComponents> {Component}* 
<Expressions> {default}*{express}*{table}*{graph}*{string}*{if}* 
<Rules> {default}*{express}*{table}*{graph}*{string}*{if}* 
<default> <Varname><Value> 
<express> <Varname><Value> 
<table> <Varname><Databasename><Tablename><QueryItem><Condition> 
<graph> <Varname><Value> 
<string> <Varname><Value> 
<if> <Varname><Condition><ifValue><elseValue> 
<Relations> <upright Relation><horizontal Relation> 
<upright Relation> <Component><Component> 
[xDistance][yDistance][zDistance] 
<horizontal Relation> <Component><Component> 
[xDistance][yDistance][zDistance] 
<Operations>  {embedding}*{holing}* 
<embedding> <Component><Component><Distance> 
<holing> <plineGraph>{Component}*<Distance> 
<Links> { linkType }*  
<linkType> <linkName>{Component}* 
<Component> <Name><Parent> 
<Template Function> <split><merge><composite> 
………… 

CoT-ID describes the unique ID of CoT for matching work; CoT Body contains 
seven elements, which is the main part of CoT; Template Function records operations 
on CoT. Some semantic explanation is given for illustrating: Section InputPara repre-
sents input parameters and global information for entire system. Section Components 
represents the components that compose designing object, which emphasizes form 
rather than particular description. Section Expressions describes each component for 
designing in detail, including the structure, material, color, geometrical size and so on. 
Section Expressions is also showed in several formats. Section Relations represents 
assembling relationship between components. Section Rules represents inherent rules 
in system. In a word, CoT defines a series of key words and structures to describe 
data types, names, attributes and so on. The semantics is tightly connected with par-
ticular environment.  

3   The CoTM Framework: Cooperative Template Modeling 
System 

The framework of CoTM System is established on the professional CAD platform. 
The core module is composed of three main function modules: Template Manager, 
Collaboration Manager and Geometric Modeler. Template Manager is responsible for 
the control and manipulation of CoT, including matching, explaining and operating 
template files. Xerces-C++ (a validating XML parser) and XML Spy (an XML editor) 
provide their basic supports for this function module. The communication work and 
task control naturally belong to Collaboration Manager Module. Geometric Modeler, 
just as its name implies, it acts as an interface of template and graphic visualization, 
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Fig. 1. The Framework of CoTM System 

modeling with the results of template after explanation. Acis-3D Geometric Modeler 
is the kernel of the Geometric Modeler module in our frame. Cooperative process just 
depends on inhomogeneous information communication. All the modules and tools 
play their role based on the storage of CoT DB, Task DB, Engineering DB and 
Graphic DB. Fig. 1 describes the framework of CoTM System. 

4   Cooperative Design Flow and Principle 

In the system, designing roles have been divided into two types, including general 
designer and sub-designer. Each participant owns CoT DB as a tool for design and 
communication. As the sponsor of a general design task, general designer has right to 
manage and collaborate all the tasks of sub-designers, while sub-designers participate 
in design, responsible for the design work in detail. The task of sub-designer not only 
refers to the act of designing a component but also includes communicating with other 
designers and submitting the design results. 

The principle of collaborative design with CoT is implemented by the combination 
of template and collaborative environment. The design flow includes the creation of 
CoT, task partition and publication, task application and assignment, serial-parallel 
design and communication in collaboration, task submission with CoTs, composition 
and explanation of CoTs, checking step and so on. We choose several key points to 
illustrate as follows. 

4.1   The Creation of CoT  

CoT is defined as rules and standards with network characteristics. It records key 
information of the object to describe in special form. The inherent structure and repre-
sentation of CoT bring main functions that are inheritance, reusability and informa-
tion-reduction to it in virtue of CoT operation. How is CoT created? 

CoT contains uncommon design experience of experts and design pattern. CoT can 
be created in three ways: 

1) Inherit and revise: if the new design task can be matching for an existing CoT, 
new CoT will be derived from the old one after some necessary changes. 
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2) Assemble and expand: if the new design task can be matching for some assembly 
of existing CoTs, new CoT will be assembled by the old ones after some neces-
sary expansion. 

3) Customize: if there is no relation between the new design and all the existing 
CoTs, new CoT will be customized by designers themselves under the support of 
customizing module of system. 

Collaborative Design will not go on smoothly without CoTs of high quality. The 
creation of CoT is the crucial step based on accurate definition of CoT itself. 

4.2   Task Precedence Graph  

As we know, Precedence Graph (PG) is not a new concept. It has been applied to 
various fields, such as Assembly and Task Planning, Parallel and Distributed Systems 
[17][18]. 

 

Fig. 2. Task Precedence Graph 

The collaborative design process follows the leading of the Task Precedence Graph 
(TPG). It is introduced as well to implement the cooperative design. As Fig. 2 shows, 
TPG is a direct graph which represents the precedence relation between tasks. Based 
on the division of task, the task precedence emerges with the constraints information 
between tasks from design rules and industry standards. The related sub-designers 
need to exchange their design information to support further steps. Compatible design 
sequence is also crucial to improve the work efficiency due to the avoidance of doing 
done work over again, so TPG records the design order which leads the design proc-
ess and the interrelation of distributed designers for convenient communication and 
logical composition of tasks. In TPG < TV, TE >, each node vi in TV set represents 
sub-task, each direction in TE set represents the direct drive relation between design 
tasks, which is also a kind of predecessor-successor relation with transitivity.Some 
formalized expressions and functions are given as follows: 

TV = {vi }, TE = {eij = Edge( tvi, tvj ) | tvj ∈  Succ( tvi )}, i ∈  { 1,2,3…n }, j ∈   
{ 1,2,3…n }, tvi = ( M-ID, T-ID, Com, IP, Order, Status, Sin, PositionJ ) 

Among them: M-ID indicates task-ID; T-ID indicates CoT-ID; Com records design 
components involved; IP records IP address of the designer who receives the task; 
Order represents the position of the task node in the TPG; Status records the current 
status of the task; Sign is equal to the in-degree of the node in the TPG that is the 
number of tasks that drive this task directly; PositionJ records position of the task in 
its all parallel tasks.  
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Succ(tvi):  TV →  TV indicates a set of nodes that succeed to node tvi directly, that is, 
a set of tasks that are carried out  after tvi promptly. 
After(tvi): TV →  TV indicates a set of nodes that succeed to node tvi directly or 
indirectly. 

Based on Task Precedence Graph, system can control task management and de-
sign schedule. It is generated by abstracting constraint information existing between 
design tasks to support the flow of collaboration. Constraint information is crucial 
content of CoT. It’s complicated, various and changeable in CoT. 

Task Precedence Graph is generated correspondingly by abstracting and analyz-
ing the constraint information in design. Constraint Graph (CG) is adopted to record 
the complicated constraint information in design flow. 

CG  = ( V, E, C ), V = { vi }, E = { eij = ( vi, vj ) | vj ∈  Constraint( vi  ) } 
C = {Ci = ( vi0,vi1,....vim,ej0,ej1,...ejn ) | ( vi0...vim ∈  V ) ∪ ( ej0...ejn ∈  E )}, i, j∈   
{ 1,2,3…n }; vi = ( M-ID, T-ID, Com, Type )  

Among them: M-ID indicates task-ID; T-ID indicates CoT-ID; Com records design 
components involved; Type represents the constraint type. 
Constraint (vi): V →  V indicates a set of task nodes that restrict vi; 
TY = {{geometry, topology, type, priority, material, function}, {interior, exterior}, 
{express, parameter}} 
Type(eij) ∈  TY; Type(eij): E →  TY records constraint types; 
Ring(CG): { CG } → C indicates a set of strong connectivity in Constraint Graph; 
W(CG) :{ CG } → N indicates number of strong connectivity in Constraint Graph; 

Based on the formalized definition of TPG and CG, several constraint theorems for 
transforming CG into TPG have been concluded: 

Theorem 1 (constraint rank): TY emerges from the constraint among the components 
included in different tasks, just only one type is kept when the same type appears.  

Theorem 2 (parallelism): if ∃ ( vi0,vi1...vim ) ⊆   Ci  

then tvi0.order = tvi1.order =... tvim.order, tvi0, tvi1... tvim are corresponding with 
vi0,vi1...vim  in CG. 

Theorem 3 (transitivity): if ( ∃ eij, ejk ∈  E ) and ( ∀ Ci ∈C, eij,ejk∉Ci )  
then tvk ∈  After(tvi). 

Theorem 4 (constraint type): if ∃  Type ( eij ) = express  
then ∃ teij, teji ∈  PE  in corresponding TPG and  tvi.order = tvj.order. 

Theorem 5 ( successor ): if Constraint( vj ) = { vi }  
then  tvj ∈  Succ( tvi ) in corresponding TPG. 

4.3   Serial-Parallel Design Driven by Semaphore 

After transforming Constraint Graph into Task Precedence Graph, a serial-parallel 
design sequence is created. Designers carry out their tasks and exchange design 
parameters under the guidance of this sequence. Special semaphore mechanism has 
been adopted to drive the process of serial-parallel design. 
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Fig. 3. Logic relation driven by semaphore  

We take Fig. 2 as an example and describe how the semaphore works in Fig. 3. 
Semaphore is an integer related to array representing the resources, whose value is 
only modified by the P, V Operation and used to control and manage processes and 
resources. Base on its function, semaphore is applied into the field of CSCD and used 
to manage the design task procedure. Some operations are also defined to manipulate 
semaphore values which are similar to P, V Operation. Pre (Sign) Operation is used to 
check whether upstream-task related to Sign has been completed or not. Suc (Sign) 
Operation is used to inform the downstream-task that upstream-task related to Sign 
has been completed. Function Parallel (Ti) (i=0,1,2…) shows the Ti tasks can be 
implemented in parallel and among them mutual communication can be carried out if 
necessary. General Designer takes charge of recording the relations of sub-tasks rep-
resented by semaphores and tracing their changing states. Parallel tasks can be com-
menced freely but they cannot be completed until all their upstream-tasks have been 
completed. Semaphores take on controlling collaborative design tasks in Cooperative 
Template to assure design efficiency. 

5   System Implementation and Examples 

The framework of CoTM is adopted in  different domains such as Sofa design. The 
form and contents of CoT are gradually abstracted and concluded from the use of the 
design principle. CoT based on TDML has been fully used in describing the details 
and data for cooperative design. The snapshot of the prototype system is showed in 
Fig. 4 .   

We take application of CoT in Sofa design as an example for description. As Fig 4 
shows, the design task of Sofa is divided into 5 sub-design tasks, including Sofa-Base 
for Sub-Designer A, Sofa-Leg for Sub-Designer B, Backrest for Sub-Designer C, 
Armrest for Sub-Designer D and Cushion for Sub-Designer E. These sub-design tasks 
are executed cooperatively following the key steps:  

1) Analyze complex constraints and publish the sub-design tasks (General Designer) 
2) Apply and compete for the tasks (Sub-Designer) 
3) Assign the tasks and transmit the task requirements created (General Designer) 
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Fig. 4. Example in Sofa Design 

4) Design with the task requirement (Sub-Designer) 
5) Communicate with related sub-designers and transmit data useful for designing 

(Sub-Designer) 
6) Submit the completed task, transmit design parameters only for next composition 

(Sub-Designer) 
7) Check and visualize results, and then analyze to decide whether pass or return the 

completed sub-design task (General Designer) 
8) Composite the templates and visualize the product design (General Designer). 

6   Conclusions 

The application of CoT is playing a great role in cooperative design environment. The 
CoT mechanism proposed in this paper has laid the foundation for the further devel-
opment of CoT. The result of application makes authors believe that CoT will have a 
brighter future. Weak points also exist in our research. The refining of generality of 
different CoTs in different fields has different forms of expression. Summary and 
abstraction of the common characteristics become more difficult owing to the variety 
of the fields. Further research on the extensibility of CoT is needed as well.  
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Abstract. A key aspect for the development of CSCW systems is the previous 
study of the social organization of the members that participate in the col-
laborative process. Organizations have static and dynamic aspects that are 
relevant to identify in order to predict the group behaviour, such as changes 
in member roles. Modelling the organizational structure facilitates the precise 
description of the responsibilities of each member and the dependences 
among them, guiding the software analysis and design. This paper proposes 
the definition and application of organizational patterns to improve the  
organization modelling. This technique is incorporated in AMENITIES, a 
complete methodology, developed in our research group, for analysis and  
design of cooperative systems. 

1   Introduction 

Systems for cooperative work are inherently complex and their development requires 
specific methods and modelling techniques with capacity to accurately specify their 
requirements. We consider that a key aspect for the development of a cooperative 
system is to know how the members of the cooperative group are organized to 
achieve the common goals. 

Organizational structures are based on roles, guiding user responsibilities and rela-
tionships with other participants. Thus, this organizational structure may change in 
time for several reasons (responsibilities are modified, dependencies are created or 
overridden, new goals are set, etc.), therefore the system is evolving continuously. 

We define a social structure as a collection of actors responsible for carrying out 
group tasks and a set of social dependencies among them. 

Our approach starts from an analysis of cooperative systems as a social structure 
[1] which evolve in time (for example, actors can assume different roles depending 
on their capabilities, responsibilities and dependences can be modified because of 
new work strategies, etc.). This approach is used in the AMENITIES methodology 
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[6,7], which has been developed in our research group for analysis and design of 
cooperative systems. 

Different contributions related to social structures modelling have been proposed 
[2,3], most of them have been used for the representation of MAS (Multi-Agent Sys-
tems) [4]. These models focus on the static architecture of the system, considering 
agents as structural elements within a complex organization. Nevertheless, for the 
specification of social organizations in information systems it is also very important 
to reflect the dynamic nature of the organization as well as its architecture. 

Conceptual/analysis patterns [11] are a valuable technique to facilitate the  
conceptual modelling of a system. In this work we present how it is possible to 
define and reuse common organizational structures, including static and dynamic 
properties, as organizational patterns [10] in AMENITIES. Thus, we can improve 
modelling decision and make specifications faster, more comprehensible and easier 
to maintain. 

In the following section we present a conceptual model to define an organizational 
structure and its relationships. Next, in section 3, we briefly discuss the use of 
AMENITIES methodology to model organizations. In section 4, we show how the 
methodology allows us to represent general organizational structures (organizational 
patterns) that facilitate the modelling process. In section 5 we present a template for 
the uniform pattern description and we use this to describe a case study in  section 6. 
Finally, conclusions and future research are presented. 

2   A Conceptual Model of Organization 

Group modelling techniques are based on concepts related to user (role, activity, task, 
etc.) enriched with descriptions of social organization aspects. In order to model a real 
organization it is necessary to consider static and dynamic aspects. Static issues are 
the structure of the organization, their dependencies, etc. Dynamic aspects should 
cover temporal changes in responsibilities or composition, laws imposed, reaction to 
certain events, etc. 

Figure 1 shows a conceptual model (using a UML class diagram) which allows the 
social organization of a system to be described. This figure reflects the most impor-
tant elements that appear in any organization and it is similar to those which have 
traditionally been used in collaborative systems modelling [5]. 

The conceptual model shows an organization mainly composed of actors. The ac-
tor concept includes users and organizational units. An example of organizational 
unit is the group concept. A group is defined as a set of users who temporarily take 
part in common tasks. Some of these organizations are stable in time while others are 
highly dynamic. 

At any time, an actor plays a role in the system. Playing a role implies the possibil-
ity or capability to perform activities associated with such a role. 

Relationships between roles can appear. In this way, we can model associations  
of a different nature, for example, the possibility of an actor passing from one role  
to another. Organizational dependences also appear between organizational units  
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Fig. 1. Conceptual Model of Organization 

for structural dependence modelling, for example, the inclusion of an organization 
into another. 

3   AMENITIES Methodology: The Organizational View 

AMENITIES [6,7] (A MEthodology for aNalysis and desIgn of cooperaTIve sys-
tEmS) is a methodology, developed in our research group, based on user behaviour 
and task models for analysis, design and development of cooperative systems. It uses 
a UML-based notation, called COMO-UML [8], adding several notational elements to 
capture concepts of a higher level, as for example group, role, actors, organization, 
etc. In order to model dynamic aspects of the organizational structure of a system 
AMENITIES introduces two kinds of constraints: 

− Law: It defines a constraint imposed by the organization in the group structure. The 
laws are imposed by the environment or by higher organizations, 

− Capability: It defines the ability that an actor or group may acquire within the sys-
tem. This capability may be linked to cognitive aspects (learning), skills (being an 
expert in), or features (characteristics or attributes). 

In this way, participants could acquire new capabilities, apply new work strategies, 
etc. In all cases, it is necessary to satisfy the laws which govern the general system 
behaviour. 

The methodology provides different system views (organization, cognition, inter-
action and information view) which constitute the AMENITIES Cooperative Model. 
The purpose is to give a description of a system independently of its implementation, 
providing a better understanding of the problem domain. 

In this paper we focus on the organizational view [8] to model group structure and 
behaviour. The organizational view uses an extension of UML state machine dia-
grams to represent the organization according to the different roles that the actors 
could carry out in the system. The set of activities related with each role are described 
in the cognitive view [8]. Table 1 briefly describes some of the notation elements used 
in the organization view. 
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Table 1. COMO-UML notation elements for organizational modelling 

Symbol Semantic 

 

Role. R is a role that a number of actors, limited by  
Multiplicity, can play at a given moment in an organi-
zation. It is a state belonging to a state machine which 
represents the dynamism of an organization. 

 

Additive Transition. An actor who is playing an 
Initial role may also carry out the Final role. If this 
transition is labelled with a constraint (law or capabil-
ity) it must be fulfilled. 

 

Transition of change. An actor who is playing an 
Initial role abandons it to adopt a Final role. If this 
transition is labelled with a constraint it must be ful-
filled. 

 

Decision Box. This diagram determines, through 
restrictions labelling its outgoing transitions, the dif-
ferent alternatives with respect to the roles to be 
played. When various alternatives become true, the 
system or the actor is responsible for choosing the 
alternative. 

4   Organizational Patterns Modelling 

From the introduction in Software Engineering [9], patterns have become a valuable 
instrument for the description and reuse of the empiric knowledge used throughout 
the different phases which make up the software life cycle. Nonetheless, most effort 
has focused on the use of patterns during the design phase of software. 

We consider that the decisions taken during the early stages of requirements analy-
sis and conceptual modelling have a decisive influence on the final product and the 
remaining stages of its life cycle. The use of patterns (called analysis or conceptual 
patterns [11]) in these initial stages has a crucial importance, their use improves 
decision-making and the specification is faster, more comprehensible and easier to 
maintain. Therefore the modelling of the organizational structure and behaviour can 
benefit from the systematic use of specific conceptual patterns (organizational pat-
terns) within a development methodology [13,14]. 

Different studies dealing with organizations [2,12] have proposed general social 
structures which often govern these complex systems. For example, organization 
styles such as structure-in-5, joint venture, vertical integration, pyramid, etc. These 
structures are suitable to model the whole organization focusing on the distribution of 
their components (organizational units or individuals) in order to obtain common 
goals. Nevertheless other social structures (of finer grain), such as broker, mediator, 
embassy, etc., can often appear within organizations. 

Our intention is to encapsulate these organizational structures in the form of organ-
izational patterns with the aim of reusing them to facilitate the modelling of the  
organization view. They provide a common vocabulary that improves the communi-



116 J.L. Isla, F.L. Gutiérrez, and M. Gea 

 

cation and discussion of these organizational structures. In addition, the models are 
easier to comprehend and maintain. 

Some interesting works [10] have been done about organizational patterns focusing 
on organizations that build (or use, or administer) computer software, but they are not 
oriented to facilitate organization modelling and lack a specific notation. 

In our case, we have defined a complete UML profile [15] to model software pat-
terns in general. Therefore, we use this profile, together with COMO-UML notation, 
to model organizational patterns. 

To understand the case study in section 6, table 2 details the notation elements that 
we will use: 

Table 2. Notation for patterns 

Symbol Semantic 

 

External View. A parameterized package represents 
a pattern. The parameters specify which elements of 
the pattern will be bound to particular elements in a 
model. 

 

Binding. A binding consists of connecting each one 
of these particular elements with the pattern symbol 
by means a dotted line labelled with the correspond-
ing parameter. 

 

Pattern Definition. The models that represent the 
pattern are defined inside a UML-package indicating 
the pattern´s name and its classification. 

 

Pseudo-Element. With a dotted hexagon we repre-
sent the uncertainty about part of a diagram. 

5   A Template for the Uniform Description of Patterns 

In order to provide the necessary information that allows us to compare, learn and 
apply patterns, we use a structured template. This template is divided into different 
sections: 

Name: It should be significant and reflect its essence in few words. 
Alias: Another name for this pattern.  
Classification: According to some previously established taxonomy. 
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View: AMENITIES Cooperative Model view where the pattern can be used. 
Problem: What is the scenario that we need to describe? 
Context: In what situations can you apply it? How to recognize these situations? It 
shows the preconditions under which the problem and its solution can happen. 
Participants: Description of the elements that take part in the pattern definition and 
their responsibilities. 
Solution: A model which describes the participants, structure and behaviour, using 
COMO-UML notation. It can include variants. 
Explanation: Description of  the proposed solution. 
Example: Application to a real case. 
Related Patterns: Other related patterns belonging to the same catalogue. For exam-
ple, patterns that can be applied (before or later), alternatives, etc. 

6   A Case Study 

In order to apply the template and the notation defined in this paper, we describe an 
organization pattern called Joint Venture.  

A Joint Venture is a typical organization in business companies, where several 
companies (partners) form a strategic alliance to achieve a common goal which is 
difficult to obtain separately. In this way, each partner can increase his benefits (cost, 
product viability, maintenance, etc.). Nevertheless, this organizational structure often 
appears in different contexts using a different scale. 

Name: Joint Venture 
Alias: Unknown 
Classification: Organization 
View: Organizational 
Problem: It describes an organization of actors (partners), where each one has a 
specialized task for a common goal. Each partner shares his resources and capabilities 
to achieve large-scale goals, so the advantages for each member are increased (mini-
misation of cost investment, maintenance reduction, increase of benefits, shared re-
sources, etc.) which each one alone could not obtain by itself. 
Context: 
− The common goal can be broken down into several sub-objectives. 
− Each partner is responsible for some of these sub-objectives.  
Participants: 
− Partner (role) 
o They perform the needed tasks to achieve some of the assigned sub-objectives 

(ObtainSubobjective task) 
o They share their resources with other partners (ShareResource task) 

− Administrator (role) 
o He is responsible for the external relationships of the coalition (RepresentAlli-

ance task) 
− Administrator::Director (role) 
o He chooses the best strategy for the coalition (TakeStrategicDecision task) 
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− Administrator::Coordinator (role) 
o He is responsible for scheduling meetings and communications for alliance part-

ners (SummonPartners task) 
o He performs coordination meeting with partners  (CoordinationMeeting task) 
o He decides coordination tasks (PartnersCoordination task) 

− Partner::Manager (role) 
o He is the member in those meetings where the coalition is requested  (Coordina-

tionMeeting task) 
Solution: See Figure 2. 

 

Fig. 2. Solution to the Joint Venture Problem 

Explanation: When an actor has the necessary capability to carry out a task (e.g. 
manufacturing one of the pieces of an aeroplane) he will play the Partner role. It is 
important to observe the role multiplicity, indicating that it must have at least two 
partners in the coalition. 

The role-pattern tasks section specifies the essential tasks that each actor should 
perform in the context of the pattern. A role may also perform other kinds of activi-
ties, but the essential tasks must be reflected here. 

The Partner role must carry out at least the ShareResource task (the partners must 
be able to share resources with each other) and the ObtainSubobjective task (each 
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partner must accomplish a specific part of the organization’s final goal, for example, 
to manufacture some of the final product elements). Moreover, as is shown in the 
partner organization diagram, an actor who carries out the Manager role is an actor 
who has been elected by others actors of the organization. The Manager is responsi-
ble for holding meetings with the Coordinator when it is necessary (Coordination-
Meeting task). This is a common task for Coordinator and Manager role. 

When an actor achieves administration capability in the Join Venture, then he/she 
can act as Administrator (note that only one or two actors can take part in this role). In 
this situation, an actor must perform at least the RepresentAlliance task, assuming 
responsibility for the external relations of the alliance. If this actor can also achieve 
the capability of coordinating partners, then he plays the Coordinator role (only one 
actor takes part in this role) and therefore, he will have to meet the managers of the 
partner organizations when necessary (SummonPartners and CoordinationMeeting 
tasks) as well as performing coordination among partners (PartnersCoordination 
task). 

In this organization, an actor who has capabilities to manage the strategy of the al-
liance is responsible for the Director role whose main function is to take strategic 
decisions for the alliance (TakeStrategicDecision task). 

In the above diagram we also describe, using an additive transition, the situation in 
which the actor plays the Coordinator role as well as the Director role. This situation 
happens when the Coordinator has management capability and the Director is not 
available (i.e. the Coordinator acts as a substitute of the Director). 

Example: A real example of this kind of organization is the Airbus company, which 
is the coordinator among different partners for manufacturing and selling aircraft: 
Aerospatiale (it develops and builds the cockpit), DASA (the fuselage), British Aero-
space (the wings), CASA (the tail including horizontal and vertical stabilizers) and 
finally the overall assembly is performed in Aerospatiale. 

Another example is the organizational structure to carry out a large-scale design 
project (see diagram below). In this case, the project (DesignProject organization) is 
divided into design sub-projects and each one is offered to different design groups 
(DesignSubProjectGroup role) which should have capability to carry out the sub-
project tasks ([SubProjectTask?]). 

The coordination process is usually carried out by a manager (SubProjectsCoordi-
nator role) who communicates with the different managers of sub-projects (SubPro-
jectManager role). 

Finally, there is an agent who is responsible for leading the project (ProjectDirec-
tor role). We can observe, in the DesignSubProjectGroup organization, the existence 
of other necessary roles in this particular organization which are not bound to the 
pattern. 

Figure 3 shows how the Joint Venture Pattern facilitates the modelling and descrip-
tion of the design project organization. 

Related Patterns: In order to achieve a common goal through several sequential 
stages it is possible to use the Production Line Pattern [14]. 
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Fig. 3. Modelling and Description of The Design Project Organization 

7   Conclusions and Future Work 

We highlight the importance of a group-centred methodology to improve the devel-
opment of CSCW systems, for example those supporting the cooperative design. 
Therefore, we present AMENITIES, a group-centred methodology for analysis and 
design of cooperative systems. 

An important step is the social organization modelling of the members that partici-
pate in the collaborative process. We have shown that AMENITIES is suitable to 
model static as well as dynamic aspects of an organizational structure. 

We propose the definition and application of organizational patterns in 
AMENITIES, improving organization modelling decision and making specifications 
faster, more comprehensible and easier to maintain. We introduce a template for the 
uniform description of patterns and we present a specific notation for pattern model-
ling. As an example, we describe an organizational pattern and apply it to a particular 
case. 

At this time we are working on the construction of a catalogue of organizational  
patterns for a future pattern language which could integrate other authors’ patterns. 
Moreover, we are exploring the specification and use of other types of patterns within 
the remaining views (cognition, interaction and information view) of the AMENITIES 
Cooperative Model [8]. 
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Abstract. The purpose is to apply breakdown analysis in identifying problems 
of distributed communication. Sample comprises Intranet and Internet teams. 
The methodology is breakdown analysis.  Research framework comprises user-
user, user-tool and user-task. The tools include videoconferencing and data 
conferencing. Transcript coding and qualitative analysis were followed. 
Procedures include literature review, development of framework, sampling, tool 
setup and breakdown analysis. Five problem indicators of user-user included 
unclearness of participant’s oral expression, disagreement, off-task, no answer 
and keep silence. Problem indicators of user-tool were incorrect configuration, 
unstable facilities and broadband, unfamiliarity with application and facilities. 
User-task problem indicators included uncompleted task, participant’s lateness 
and ignorance of assigned task. Causes of problems included participant’s 
familiarity, ignorance of task and lateness in meeting. There was no difference 
of problem indicators between Intranet and Internet connection. Implications 
included consideration of participant’s familiarity, asynchronous communica-
tion is in need during inter-meeting and better planning and preparation of 
facilitator. 

1   Introduction 

The purpose of the study is to apply breakdown analysis in product design in order to 
identify possible problems and actual problems occurred in two case studies within 
user-user, user-tool, and user-task interactions during videoconferencing and 
dataconferencing. Case study A is a pilot study on distributed group communication 
via Intranet connection and case study B is a real work in practice through Internet 
distributed group communication. Case study A is composed of four members in four 
locations at National Taipei University of Technology (NTUT) including three 
designers who are juniors of NTUT and one design manager acting as a virtual client 
who is a NTUT graduate student of Design and Innovation. Case study B comprises 
four members including three designers who are juniors of three universities in Taipei 
city and Taipei County, and one design manager who is a manager of Atech 
Totalsolution Co. in Taipei City. 
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The rationale of conducting the study is based on three sources of the research 
problem. First of all, there have been abundant industrial collaborations between 
Taiwan and China. Taiwanese government has taken initiative in building up 
collaboration with Chinese manufactures that emerges the necessity of distributed 
group communication. Secondly, in the field of Industrial Design there is little study 
on breakdown analysis for identifying the problems of synchronous group 
communication that is the second rationale [14]. Thirdly, there are a lot of studies 
with concentration on videoconferencing in two-way communication.  However, there 
is little study on virtue team through multiple-way distributed group communication 
that is the third rationale [7]. Fourthly, many videoconferencing meetings are carrying 
out daily in practice. Unfortunately, it seems a sort of confidential issue that any 
company interested in applying virtue team into practice is in need to run a pilot study 
via Intranet connection before put distributed group communication into practice 
through Internet connection. The study attempts to uncover the problems occurred in 
virtue team communication and to promote successful implications for practice that is 
the fourth rationale. In sum, breakdown analysis on distributed group communication 
is not only emergent but also essential.  

2   Objectives 

The research seeks to conduct a breakdown analysis on distributed group 
communication to identify the problems between user-user, user-tool and user-task in 
the virtual team, in particular, to understand the context of the overall quality of the 
interaction in Intranet and Internet environments, to analyze the causes of the 
problems, and to propose possible solutions to the problems. 

3   Literature Review 

3.1  Breakdown Analysis 

The breakdown analysis is a method used to identify problems that involves 
decomposing data into subgroups to allow for comparison of problem areas and to 
clarify the interaction between two sites of human-computer subsystems [14, 6]. If 
something happens to cause a failure in progressing the interaction, this may force 
participants to shift their attention away from the primary task to consider the 
problematic situation.  

The term “breakdown” is employed to describe problems in distributed group 
communication. Breakdown analysis comprises the design stage, participants, 
communication media, resolution and impact. In relation to Case Study A, breakdown 
has a specific meaning defined as a “failure to progress the design task” through 
Intranet system within National Taipei University of Technology (NTUT). The design 
task ceases to be the focus as attention shifts to repairing the breakdown. 
Communication in itself does not stop unless there is either a technological 
breakdown or the problem is very serious indeed. For example, participants may not 
understand how to use any applications or facilities for undertaking the design task, 
but communication continues between the participants. During the breakdown, the 



124 L.-C. Lee and W.-J. Wei 

 

design task becomes of secondary importance and participants may not be able to 
concentrate on their task.  

Once a breakdown occurs, participants may choose between alternative solutions 
to continue the design task. For instance, if participants were not able to use the 
whiteboard to draw something, they might consider using gesture, or showing the 
drawing or objects instead. As Monk et al., [10] note a ‘breakdown can be used as a 
symptom of problems with a user interface when a breakdown is reflected in the 
user’s verbal comments’ (p.130). The incidents of breakdown may extend to using a 
tool, engaging in a task, and the impact of the environment. In addition, Winograd and 
Flores [17] suggest that ‘…we mean the interrupted moment of our habitual, standard, 
comfortable being-in-the-world. Breakdowns serve an extremely important cognitive 
function, revealing to us the nature of our practices and equipment, making them 
present-to-hand to us, perhaps for the first time’ (p.77-78).  In their cognitive 
perspective, breakdown refers to an interrupted moment of the context. Easterbrook [3] 
described the role of breakdowns in group activity, and suggests a ‘breakdown provides 
an indication of the limits of the current shared understanding’ (p.98), and it results in a 
conflict.  

Scrivener et al. [14] defined a breakdown between a user-environment as ‘when the 
users becomes conscious of some property of the environment’ (p.164). Such an event 
would be classified as a user-environment breakdown. Similar interruptions may occur 
between one user and another and between user and tool. In these cases, the breakdowns 
are defined as user-user and user-tool respectively. For instance, participants using the 
videoconferencing system to complete a task, may be interrupted by a software crash 
(e.g., whiteboard may not work). This interruption ceases communication about the 
design problem and compels the participants to take action, either by restoring the 
application, or using an alternative method to interact with their design partner, such as 
gesture. In this case we are describing a user-tool breakdown.  

3.2   Distributed Group Communication  

In a distributed design group, the team members undertake a task by using their 
facilities that allows participants to collaborate and communicate each others. The 
definition of distributed group communication means providing an infrastructure for 
multi-point to multi-point communication through the assigned group process [5]. In the 
design perspective, a process is an example of an executing design project at a distance. 
A group is a number of participants who may involve managers, designers, engineers 
and suppliers. So, for example, a research and development team consists of   a number 
of participants discussing the design project with each other, in the same virtual 
environment. 

Taylor and O’connor [16] pointed out that concurrent engineering activities requires 
computer mediated communication that facilitate their work. Such detailed usage 
information derived from the mediated communication technology needs to be gathered 
and collected for further analysis such as email traffic, newsgroup posting, www page 
hits and data transfer.  

Even though the team members employ an assigned task in the fashion of team goals, 
the participants may suffer from their dissimilarity of facilities while they are 
executing their task. To avoid such difficulty, the training and preparation is needed in 
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terms of group communication [11].  However, sufficient preparation seems likely to 
lead the successful outcomes during the design stage.  

3.3   Using Computer-Mediated Communication to Enhance Group 
Communication 

Much literature defines the tools for computer-mediated communication (CMC) as 
electronic mail and computer conferencing [15]. CMC in the office is considered as a 
‘social-technical system’, because the acceptance and successful use of CMC for 
organisational communication is affected by the characteristics of the users, the group 
and organisation as well as their process [4].  

In general, CMC includes technologies such electronic mail, voice mail, video- 
conferencing and teleconferencing [2], but D’Ambra et al. include bulletin board and 
group decision support systems as CMC systems. In the tools for collaborative 
engineering. Mills [9] proposes the area of CMC including email, bulletin board, 
groupware, usernet news, chat, file transfer, Web documents and desktop videoconfer-
enceing for product development partners. 

In Chen [1] et al.’s laboratory experiment, a desktop videoconferencing system 
(PictureTel) was used to allow a designer to collaborate with a remote partner. This 
image illustrates both the ‘task space and personal space’ in the same screen [8]. The 
task space refers to the shared space including whiteboard, file transfer and applications 
sharing. In the person space, in Chen et al.’s study, two video channels are juxtaposed. 
Each channel displays the participants’ head and shoulder, as well as gestures. They 
investigated the visualisation in design teams in terms of computer-mediated dialogues.  

4   Methodology 

4.1   Research Framework 

The underlying methodology of the study is breakdown analysis by which user-user, 
user-tool, user-task problems are identified. The research framework of the study is 
shown in Figure 1.  

Figure 1 indicates the labeled vectors 1, 2, and 3 representing user-user, user-tool and 
user-task interaction respectively. The model is used to identify the breakdowns in 
remote group communication throughout technical trial, design brief, design analysis, 
concept development, concept refinement and final concept accomplishment.  

4.2   Sampling 

Four distributed group communication is composed of three junior designers and one 
senior designer. The junior designers are University students in the Department of 
Industrial Design and the senior designer is a graduate student in the Graduate School of 
Design and Innovation. In Case Study A, the four participants communicate by Intranet 
system within NTUT in the different labs of the same building. In Case Study B, there 
are three designers who are juniors of different Universities and one design manager 
who is the manager of Atech Totalsolutions Company. 
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Fig. 1. Research framework 

4.3   Method and Instrument 

The methods of the study include breakdown analysis, case study and observation. 
Breakdown analysis is to identify the problems occurred in the distributed group 
communication. Case Study A distributes four participants in an Intranet environment 
of NTUT. Case Study B distributes four participants in an Internet environment across 
three universities and one company.  

Additionally, there are two graduate students serving as assistants for both case 
studies. One assistant acted as an observer responsible for videotaping. Another 
assistant acted as a facilitator to deal with participants’ problems such as how to 
operate the applicants or facilities during design process.  

The instrument for data collection includes videoconferencing and dataconferencing. 
The videoconferencing employs a Polycom Multiple Conference Unit system in four 
sites. The dataconferencing applies an Interwise Enterprise Communication Platform 
Server for participants to upload files and for senior designer to share the files with all 
participants.  

The instrument of observation is video camera. The transcripts of videoconferencing 
are completed by descriptive observation record. Inter-rater reliability and constructive 
validity are conducted.  

4.4   Data Collection and Data Analysis 

Data collection includes all information from videoconferencing and dataconferencing. 
All participants’ notes are also gathered. Data collected from Case Study A and B 
covers varied communication such as videoconferencing, e-mails, minutes of meetings 
and the given website of this study. This is augmented by interviews with the 
participants and debriefings right after each videoconferencing meeting. All of the 
collected data are analysed by coding system based on the operational definition of 
problems occurred in six stages of product design. 
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4.5   Procedure 

The procedure of the study includes five sections.  Section one is to define the research 
problem and to describe the rationale for conducting the study. Section two is to do 
literature review and to develop the research framework. Section three is to develop the 
research instrument, to conduct a pilot study, and to accomplish the reliability and 
validity study. Section four is to conduct Case Study A and B, and to collect data. 
Section five is to analyse data and to discuss findings. Implications for further study and 
practice are also proposed. 

5   Findings 

The main purpose of Case Study is to provide a greater understanding of distributed 
group communication problems occurred in both Intranet and Internet teams. One major 
findings of the study is the problems identified by the breakdown analysis shown in 
Table 1.  

Table 1. Problems indicators identified within user-user, user-tool and user-task 

Component Code Problem indicators 
User-user A1 Participant’s oral expression is unclear. 
 A2 Disagrees and disputes one another. 
 A3 Participant is off-task. 
 A4 Participant does not answer the question. 
 A5 Participants keep silent without interaction. 
 A6 There are other correlated causes of communication 

existed in the distributed groups. 
User-tool B1 Participant is inappropriate in use of, or is unfamiliar with, 

the operation of application.  
 B2 Participant is inappropriate in use of, or is unfamiliar with, 

the operation of facilities. 
 B3 The system of application or facilities operation is unstable 

during conferencing.  
 B4 The broadband of network is unstable or the bandwidth is 

not enough. 
 B5 There is something wrong in configuration of related 

collaborative application or facilities.  
 B6 There are other correlated causes existed in operating the 

application or facilities.  
User-task C1 Participant can’t accomplish the assigned collaborative 

task in time.  
 C2 Participant is late in meeting.  
 C3 Participant ignores the coordination and notification of the 

assigned task 
 C4 Participant does not (clearly) hand over the assigned task. 
 C5 There are other correlated causes existed while 

implementing the assigned task.  
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Table 1 indicates that A1 ~ A6 are problems indicators generated from user-user 
interaction.  B1 ~ B6 are problems indicators user-tool interaction. C1 ~ C5 are 
problems indicators user-task interaction. How the above problems are distributed in 
Case Study A and B is followed and summarised in Figure 2 to 4 below. 

Figure 2 indicates that frequencies 18 and 25 show respectively big differences of 
problems occurred in user-user interaction between Case Study A and B. Participants 
express less clearly in Case Study B than in Case Study A. Besides, Case Study B 
participants behave more insensible than those of Case Study A.  The possible reasons 
may be described that three junior designers in Case Study B are strangers one 
another. On the contrary, participants in Case Study A are familiar one another so that 
their interactions are more frequent and their communication is clearer.  
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Fig. 2. Breakdown analysis on user-user communication problems occurred in Case Study A 
and B 
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Fig. 3. Breakdown analysis on user-tool communication problems occurred in Case Study A 
and B 
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Fig. 4. Breakdown analysis on user-task communication problems occurred in Case Study A 
and B 

Figure 3 shows that two distributions are very close. The reason is that the 
infrastructure of the Intranet and Internet connection is basically similar between the 
two environments.  

Figure 4 indicates that two big differences of communication problems between 
Case Study A and B are “task not hand over” and “participants late in”. The 
frequencies of the two problems occurred in Case Study A are much higher than Case 
Study B. The possible reason is that students in the same University are less serious 
than those in Case Study B. 

6   Conclusions  

The virtual team has become a trend by using computer networks and 
telecommunication for collaboration within geographically dispersed team members. 
The effects of CMC and the problems of remote communication are in need to be 
inspected.  

The study has explored the problems of the synchronous distributed group 
communication via both Intranet and Internet connections. The breakdown analysis 
approach has identified varied problems of the interactions not only within user-user, 
user-tool, user-task, but also between Intranet and Internet synchronous groups.  

The study found that the bandwidth of videoconferencing and dataconferencing 
facilities is a possibly unavoidable technological problem. The solution to the problem 
is in need of at least 512 xDSL broadband for each site.  

According to the following major findings, the implications and suggestions are 
followed. The familiarity within participants determined the quality of group 
communication. As a result, indifference without interaction causes a pause of 
communication. One significant implication for follow-up study is that the familiarity 
must be considered in sampling. Another implication for practice is that informal 
discussions are essential to facilitate hospitality within virtual team members. Addition 
to the synchronous communication, it is essential to have asynchronous communication 
before and after conferences. Above all, distributed team communication requires a 
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facilitator who can best prepare and plan everything in advance throughout the process.  
An implication for practice is to apply the breakdown analysis in heterogeneous group 
members such as marketing expertise, manufacturing, outsourcing design experts from 
target markets and in-house R&D team members.  
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Abstract. Virtual projects are carried out by distributed teams of workers from 
different organizations joined temporarily for the duration of a project. Grid 
technologies facilitate on-demand collaborative work environments for such 
virtual project work scenarios because Grid technologies provide the ability to 
dynamically create and manage temporary instances of tools required to 
accomplish projects, performing distributed resource allocation and sharing for 
distributed teams in such multi-organization scenarios. In this article we explain 
the main requirements and design options for on-demand collaborative work 
environment for virtual projects, we describe the architecture of a system that 
realizes such on-demand collaborative work environment, and we show a case 
study of a virtual project to produce and distribute a video using a prototype 
implementation of such architecture.  

1   Introduction 

Different computer supported collaborative work environments have been proposed 
over last decade with different goals in mind. Workflow systems automate the flow of 
information and orders among the personnel of an organization. Electronic meeting 
systems and discussion servers provide employees a number of tools to help them in 
the decision process by facilitating brainstorming, voting and consensus activities. 
Problem solving environments provide a group of engineers or scientists all necessary 
resources, tools and services to solve a problem in a very specific domain, but hiding 
all underlying technological jargon. 

However many of those systems were designed for work activities developed 
inside large enterprises, which is no longer the common workplace. Nowadays it is 
not possible for any organization to employee such a flexible workforce and to 
acquire all required tools for every possible project. Teams have to be created on 
demand for each project gathering workers from different organizations and free-
lancers in different locations to carry out virtual projects [13]. CSCW environments 
designed for large enterprises in centralized or client server architecture are not longer 
valid for such temporal project-based work teams. Systems supporting more dynamic 
and distributed environments are needed. The grid paradigm provides the solution for 
such necessity “grid technologies and infrastructures support the sharing and 
coordinated use of diverse resources in dynamic and distributed virtual organizations” 
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[10]. Grid technologies provide the ability to dynamically create and manage new 
services instances, performing service lifetime management, besides resource 
management functionality such as resource discovery, resource allocation and 
resource sharing.  New dynamic and distributed work scenarios will benefit largely by 
using a grid infrastructure for its computer supported cooperative work environment. 

Grids originated by the necessity of scientist to access large amounts of 
geographically and organizationally distributed computational resources. Such 
resource infrastructures have been adapted for usage by other communities and 
different applications have been developed that used such distributed resource 
infrastructures, i.e. educational, engineering and collaboration applications. One of 
the main characteristics of grid technology is the virtualization of the resource 
infrastructure enabling creation of virtual organizations, and support for dynamic 
creation, monitoring and destruction of such virtual organization. We intend to use 
grid technologies and infrastructure to compose on-demand collaborative work 
environments for virtual projects. 

In this paper we discuss grid technologies and related works, then we describe the 
problem that we try to solve and which technical requirements does it impose, later 
we explain the architecture of our solution, and show how it can be applied to a 
particular case study: a virtual project to produce and distribute a video.  

2   Grid Technologies and Applications 

Grids originated by the necessity of scientist to access large amounts of 
geographically and organizationally distributed computational resources. Several 
toolkits, such as Globus [8], were developed that provided basic functionality for 
secure resource access, job submission and control and resource monitoring. In 
essence the grid paradigm differentiate from previous technologies in that dynamicity 
of resources availability and resource utilization is fully accommodated: resources are 
shared among many users under resource managers supervision, besides resource are 
utilized for specific periods of time when monitoring of its state can be controlled. 
Services lifetime management and resource management are at the core of grid 
technologies. Initially Grids provided access only to computational resources: clusters 
and supercomputers; shortly the Grid paradigm was applied to access distributed 
resources of any kind: data storage, remote instrumentation, visualization. Such 
infrastructure which provides access to different kinds of resources has been called 
the Service Grid. Consequently in an effort to provide an industry level standard, 
Globus toolkit was redesign to adapt to Web Services standards [14]. Web Services 
are an implementation of a service-oriented architecture that has being proposed to 
define interfaces of Internet accessible services to easy orchestration and automation 
of business processes.  However service-oriented architectures do not take into 
account the dynamicity of resources availability and resource management issues, 
therefore a new Web Service standard WSRF is being develop taking into account 
those issues, by extending Web Services with state management and lifetime 
management functionality [6].  

The grid paradigm has been applied to different domains to take advantage of 
dynamic infrastructures aggregating resources on demand from different organiza- 
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tions. Different communities have created shared resource infrastructures to conduct 
experiments on specialized resources, f.e. The World Wide Grid [4] permits access to 
computation resources where to execute data searches on biomolecular databases for 
drug design. Collaboration among scientist is also being integrated into grid 
applications by data sharing and collaborative visualization services [5]. Even some 
grids are design specifically for education purposes, giving students access to tools 
not available in their learning centers, i.e. PUNCH [12], and even providing 
collaborative learning tools Gridcole [3]. Industrial application of grid technology are 
being sought, systems such as Covite [11] try to benefit from large computational 
resources pools, and third party grid service providers are being investigated for on-
demand service provision [7]. However to our knowledge none is realizing the 
appropriateness of the grid paradigm for today’s new work landscape consisting of 
temporal teams united for the duration of a project work.  

Some CSCW metaphors are also being integrated into Grid applications, i.e. 
Cactus [1] provides a problem solving environment integrating a number of tools that 
directly access Grid computational resources to perform computational intensive 
tasks. Also workflow techniques are being used to automate execution of 
computational tasks requiring multiple types of resources with dependencies among 
sub-tasks results, i.e. the Triana environment permits specification of such tasks flows 
and launching in a grid infrastructure [15]. However to our knowledge none project 
management tool hooks to a grid infrastructure for on-demand creation of work 
environments based on project requirements.  

3   Main Requirements and Design Options for On-Demand 
Collaborative Work Environments for Virtual Projects 

Nowadays many professional activities are carried out by a team of workers that try to 
accomplish a project. Each project has a specific duration, a number of team 
members, a defined workflow specification, and a number of resources with which to 
reach its goal. Team members are different from project to project with different skills 
and background. Also project specifications, resource requirements and project 
duration vary from project to project. Since it is not possible for any organization to 
employee such a flexible work force and have ready every resource required for every 
possible project, teams have to be created for each project gathering workers from 
different organizations and free-lancers. Traditional collaborative work environment 
for such scenario are not adequate for two main reasons: team members will perform 
their work from remote locations different organizations requiring an Internet enable 
collaborative work environment, and in second place the temporary characteristic of 
projects requires an infrastructure that facilitates dynamic facilitating allocation and 
sharing of resources and tools to create on-demand collaborative work environments. 

A project involves three main types of actors: the project client who demands 
project goals to be fulfilled within certain time and resource constraints, where 
resources can be worker skills, project methodology, tools characteristics and budget. 
The project manager is responsible for managing the workers team, the tools to 
perform different tasks, and the project plan. The project manager is appointed by the 
project client and can be delegated the task of finding workers and necessary tools. 
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Finally project team workers are responsible for fulfilling the project with available 
tools, following a project workflow and cooperating when required. 

A number of specialized tools are required to perform different projects. 
Engineering projects require tools to model, simulate and test new systems; content 
production projects require tools to edit, compose and distribute new content; 
software engineering projects require tools to cooperatively design, compile, and 
benchmark new software. Since those tools are only required for the duration of the 
project there is no need to acquire them, but third party service providers can provide 
those tools. Access to such tools must be obtained on demand.  A grid provides a 
collection of services to access on demand a number of different tools provided by 
different organizations. Grid and Web service interface provides a uniform 
mechanism to access such tools. 

Request to access each grid service tool could be performed dynamically every 
time it is required. However for a virtual project collaborative work scenario, tools 
have to be accessed through a more complex abstraction that aggregates a number of 
grid service tools for the duration of the project, and that takes into account 
dependencies of usage so that tools are allocated in advance to be available when 
previous task is finished. In a project based cooperative work scenario many activities 
are repeated several times until conformance to project specifications is reached, 
therefore the same tool could be used several times in the project so that similar 
conditions are used. Also since many project activities are cooperatively performed, 
though not always at the same time, different users will access tools at different times 
but will expect to access tools in the state left by previous user, so it is required to 
maintain service state. Besides all tools and services composing the collaborative 
work environment has to be managed so that any error can be detected and 
appropriate actions can be undertaken. A virtual project manager that aggregates a 
number of grid service tools for the duration of the project that are only accessible by 
a list of members, permits more control on infrastructure and tools utilization, 
consequently the whole project proceed smoothly.  

Collaboration among project members is enabled by facilitating shared access to 
grid provided tools, and also by enable access to collaboration services such as 
electronic discussions servers. The virtual project manager must specify which project 
members can access concurrently any tool instance so that they can perform the task 
collaboratively. 

4   System Architecture and Technologies 

A system that enables on-demand collaborative work environments for virtual 
projects requires several components: a grid infrastructure providing factory 
interfaces for work tools and collaborative services, corresponding tool client 
interface, a grid manager, and a virtual project manager.  In Figure 1 it is shown the 
system architecture with its main components and its relations. 

4.1   Grid Infrastructure 

The grid shall be composed of a number of different services provided by several 
organizations giving access to different tools adequate for the type of activities to be 
 



 On-Demand Collaborative Work Environments Based on Grid Technologies  135 

 

 

Fig. 1. Architecture for on-demand collaborative work environments 

performed by the project team, examples of such services are: access to 
experimentation tools as machines for benchmarking, computer for modeling and 
simulation, computer for data manipulation, chemical composers and analyzers, 
electrical instrumentation, content distribution centers and content manipulation 
engines, etc.  So that a tool instance, a service instance, is allocated for each project 
for the duration (or part) of the project, those Grid nodes must provide a factory 
interface. Such factory interface must permits reservation of resources for each 
project and configuration of access for project members, installation and/or 
configuration of new service software must be allowed for custom usage of such 
tools, and it must permit creation of transient service instance for the duration of the 
project. Also such services must provide some management interface so that an entity 
can monitor the status of such service instances during the whole project duration. 
Grid technology currently permits some of such functionality; Grid services as 
defined by OGSA (and implemented in Globus Toolkit v3.x) permit instantiation of 
service instances from grid service factories and service instance lifecycle 
management (newest standard WSRF has changed terminology completely, but most 
concepts still remain). Resource allocation and access control is not currently 
incorporated in Globus factories. Also deployment of new services is currently not 
permitted by Globus factories. 

4.2   Grid Manager 

A grid manager is responsible for discovering and monitoring existing resources and 
services and their attributes. The grid manager can be request to select a number of 
resources with some attributes and to interact with them to allocate corresponding 
factories to instantiate new service instance. Selection of grid resources can be based 
in different criteria, in most current grids resources are selected and allocated on 
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demand; however in virtual projects collaborative work environments there is a 
predefined workflow which can be used to select and allocate resource using advance 
reservations. Advance reservations have been experimented in some grids [9], but 
they lack extensive support in grid toolkits. The grid manager will control a number 
of service instances on behalf of a grid client, such as the virtual project manager. The 
grid manager will contact selected resource factories to request creation of service 
instance for the duration (or part) of the project with an amount of resources to 
allocate and an access list of project members. Grid service factories will return a 
service instance handler, an Internet URL, which will be returned to the grid client, 
the virtual project manager.  

4.3   Virtual Project Manager 

A virtual project manager is requested by a project manager actor to create a new 
collaborative work environment for a new virtual project. Specification of project 
tools and its workflow will be provided through a graphical interface tool. A graphical 
interface tool shall output an abstract workflow and specification of tool requirements 
in a common portable representation language such as XML. Such representation can 
be saved for future usage or can be published so that predefined virtual projects are 
used. The virtual project manager will communicate with a grid manager to obtain 
service handlers for each required tool. Such service handler will be provided to user 
applications to access such a service. Besides virtual project managers will use such 
handler to monitor the status of the service instance and to adapt or modify it due to 
project changes or variations in grid availability. Collaboration service instances can 
be created for exclusive use by each project team: document repositories, chat rooms 
and mailing lists. 

Once a collaborative work environment for a virtual project is created the virtual 
project manager will be responsible for monitoring the tools and collaboration 
services of each virtual project. The virtual project manager incorporates a workflow 
engine that checks for activities being finished, and notifies project member of 
activities to be started passing them the associated tool handler. If there is any delay 
in the workflow planning the project manager should also be able to perform 
modifications on the tools being used and which users are authorized to access it.  

Access to virtual project collaborative work environments by project members 
shall be as transparent as possible. The virtual project manager can provide project 
members with a list of component without referencing to the real service instance, 
since it might not be available yet, or it might be modified in the future. When clients 
need to access a service instance, the real service instance handler should be provided 
to client application environment. There are various ways to transfer such a handler, 
depending on the tool interface, when the client interface is first invoked by clients, it 
could connect to the grid portal to obtain a list of service instance handlers, for each 
activity the virtual project manager could be queried to obtain up-to-date handlers. 

5   Case Study: Video Production Virtual Project 

The case study we have chosen for demonstrating such functionality is a video 
production and distribution project. A video production project encompasses every 
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activity from film storyboarding until film packaging in different distribution formats. 
A film production project requires different tools to perform different intermediate 
activities: video repositories or video feeds to obtain raw videos, collaborative video 
editors to compose the video sequence, rendering engines to create virtual images, 
and finally transcoding engines to transform the video into formats suitable for 
distribution to different viewers. Activities to carry out such virtual projects follow a 
workflow which is shown in Figure 2. 

As grid infrastructure we are implementing a number of grid services that provide 
tools for a video production virtual project; among them a transcoding service that 
performs transcoding among different film formats. We also intend to create a 
collaborative video edition grid service that permits multiple video editors to work on 
the same film. We have incorporated a video streaming server as a grid service that 
makes it possible to include video distribution activities in a video production virtual 
project. For the initial stage of video production, obtaining raw videos, it might be 
possible to search into grid repositories looking for previously recorded material.  

The grid manager implementation is based on the overlay grid manager 
implementation [2], which permits deployment and control of an overlay of grid 
service instances over a grid infrastructure. The grid manager contains a database 
where grid service providers insert new grid services through a portal. Selection of 
grid factory nodes is currently made based on current tool requirements of work 
environments. If a collaboration service, such as chat, or discussion server is 
requested, them selection of grid service is made based on location of the grid service 
node and the clients. Deployment of a new collaborative work environment involves 
requesting corresponding grid service factories to allocate resources for one instance  
 

Fig. 2. Video production project simple workflow and corresponding grid allocation of video 
databases, editing computers, transcoding processor and streaming servers shared by project 
actors: documentalists, editors, producers and distributors 
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of a service, though such factories do not enforce such resource allocation. Handlers 
of such service instances are returned by the grid manager to its client, the virtual 
project manager. 

We have implemented a virtual project manager that permits on-demand creation 
of collaborative work environments composed of a number of grid service instances 
and collaboration services. Such virtual project manager implements a Web based 
portal interface that allows project manager actors to upload abstract project workflow 
and tool specification, to request collaborative work environment deployment, 
monitoring and teardown. The prototype implementation for our case study permits 
definition of very simple virtual project workflows for video production and 
distribution. Though there are a number of grid workflow enactment engines that are 
more robust and permit more complex workflows, the virtual project manager is 
sufficient to demonstrate that such virtual projects are feasible. 

Project team members are notified of new tasks to be executed by the virtual 
project manager and are provided handlers to access remotely such tools. For the 
video production virtual project team members are only notified of collaborative 
editing tasks, since other tasks do not required involvement of a worker, only 
supervision is required for transcoding and distribution activities. When an activity is 
finished the virtual project manager is notified and it can proceed to destroy tool 
service instances and de-allocate resources in Grid nodes. When a video has been 
place in a number of streaming servers the project manager can be in charge of 
controlling its distribution or it can pass this activity to another worker, thus finishing 
the virtual project. 

6   Conclusions and Future Work  

We propose on-demand work environments based in grid technologies as an 
abstraction that permits to control the set of tools and services required by virtual 
project for its duration. On-demand work environments are facilitated by grid 
technologies, which permit lifetime management and resource management of third 
party provided services.  Virtual projects can benefit from grid infrastructure by 
obtaining resource on demand as they are needed or using advance reservation for 
cost reduction and more flexibility as need by today’s projects accomplished by 
distributed and multi-organization teams. 

We have design an architecture that provides all necessary components to 
demonstrate the feasibility and convenience of grid technologies for on-demand work 
environments. Its central piece is the virtual project manager which controls a virtual 
project since start-up by the project manager actor, interfaces with grid manager  
to obtain resources and executes the project workflow by notifying project members  
of beginning activities and being updated of grid infrastructure changes. If the  
grid manager can perform advance reservation then further cost reduction will be 
achieved. 

As case study we showed how the system enables a virtual project for video 
production. To this end we developed some grid services that provide tools required 
in a video production project, such as transcoding service, streaming service, and we 
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are studying how to incorporate video edition and video search services. A simple 
video production project workflow can be input to a virtual project manager 
implementation to control the virtual project workflow and resource allocation 
requirements. The virtual project manager requests a grid manager the instantiation of 
tools and allocation of resources, and informs project actors of activities that have to 
be executed and which tool handlers they must use. Future work in our agenda is 
demonstrating the prototype in other scenarios; we are looking into engineering and 
bioinformatics virtual projects. 
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Abstract. Government Information Portal (GIP) is the foundation of 
E-Government. GIP is also the core of E-Government and is important 
communication channel between the government and its citizens. This paper first 
analyses the deficiency of the existing GIP, then proposes to apply Grid technology 
to improve the GIP. Based on new Grid standards on OGSA, OGSI and its 
implementation GT3.2, We implemented a prototype system of government 
information integration and sharing. The system makes use of Grid service as its 
basic unit and adopts GT3.2 as a development and operating platform. The system 
fully utilizes the capacity of the Grid environment and can easily realize the 
integration and sharing of government information. 

1   Introduction 

Government Information Portal (GIP) is a complex system. Its goal is to provide 
integrative government information sharing and publication, so that different 
departments of the government can cooperate efficiently. With the maturing of Grid 
technology and the growing of the E-Government applications, people put forward 
higher level requirements on GIP. But currently the E-Government information 
systems at any level (nation or province or city) are mostly based on different type 
Operating System and system integration technologies. Each part of the system 
becomes an isolated information island that cannot interchange, share, coordinate and 
control the business information in the network, and is difficult to communicate and 
interoperate for business and security consideration. All of these block badly the further 
development of the E-Government applications. Grid provides a series of standards to 
resolve the integration problems in disparate structures and disparate platforms [1]. 
Chinese E-Government construction needs urgently the breakthrough of Grid database 
technology and Grid portal technology. Therefore, it is essential to research GIP based 
on Grid technology. This paper discussed the Grid technology used in GIP application, 
built an electronic GIP framework based upon OGSA environment and implemented a 
prototype system for government information integration and information displaying. 
The system makes use of the function of Grid environment provided to fulfill the 
system integration and government information sharing.  
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2   E-Government Information Portal  

E-Government Information Portal (E-GIP) is a specified network information portal 
used by the government to integrate their services and information resources for 
society. It uses the unified security identification management to attract users to access 
the network and provides a unified network portal to access services [2].  

Although E-GIP has been starting to attract attention in China, there have been many 
problems on GIP construction at present. People know little about the properties, 
characteristics and functions of E-GIP and treat it as a common government website. 
No clear plan has been made about E-GIP and other problems in E-Government 
construction. In addition, each government department cannot access the information 
of others, thus resulting in isolated information islands due to the technology they 
adopted differently.   

The advent of Grid technology provides an opportunity to resolve those problems 
mentioned above. By building a Grid, government can make use of existing systems 
distributed in different departments to reduce the overlapping investments as much as 
possible in implementing interdepartmental systems, and provide strong technology 
support to enterprises and government organizations. 

3   Open Grid Service Architecture 

Open Grid Service Architecture (OGSA)[3] is a service-oriented Grid architecture. It is 
built upon Grid Service and it abstracts computing resources, storing resources, 
network, programs, database, apparatuses and so on as services. So we can use a unified 
standard interface to manage and use Grid. It is convenient to construct hierarchy and 
high quality services that can span different abstract levels and ensure the 
interoperability in different systems. Gird Service is the extension of Web Service. It 
provides a group of well-defined interfaces that resolve the problems of service 
discovery, lifecycle management, announcement, manageability, dynamic service 
creation and deletion. All these services follow the specification of Grid Service 
interfaces and actions. OGSA is called the next generation of Grid structure [4]. 

OGSA consists of Web Service and Open Grid Architecture [5]. OGSA put forward 
the concept of Grid Service. Open Grid Architecture lays emphasis on constructing a 
dynamic Virtual Organization to share data and computing resources [6]. Grid 
technology essentially is a branch of distributed computing technology. Compared with 
previous distributed computing technology, such as CORBA, EJB, DCOM, it provides 
stronger information processing capability, more flexible integration and wider 
information sharing capability. 

4   E-GIP Based on OGSA 

E-GIP integrates all user applications and data into one platform and provides users the 
unified interface to build quickly the identical information services for clients, 
employees and partners. The body of E-GIP is a web-based system. It provides 
information to users anywhere, help users to manage, organize and query information 
about themselves or department. It ensures every inner user or exterior user to access 
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and acquire the information quickly, so that users can effectively make use of the data 
resources and information assets to work and make decisions. 

The E-GIP prototype system we built was based upon Grid technology and able to 
access, store and display government information. The system meets the Grid standards 
of OGSA. Its architecture was built upon the newest standards of Web Services and 
Computing Grid and put forward a Grid-centered architecture. Taking service as the 
basic unit, the system can integrate resources, information and data and is easy to 
realize a flexible, identical and dynamic sharing and reconstruction mechanism. As the 
OGSA standard realization, Globus Toolkit 3.x (GT3) [7] has become the first choice 
for building a large scale Grid system. The system took GT3.2 has been used as 
developing and operating platform and to build a Grid test environment based upon 
GT3. At the same time, we modified some parts of GT3 to meet the requirements of 
E-GIP. 

E-GIP system consists of Grid infrastructure and application system module. 
According to the architecture of E-GIP system prototype, we divided the system into 
four parts: E-GIP, content management, store services and platform basic services. 
Each service is a node in the Grid environment. They transfer data and communicate 
with each other in Grid infrastructure. 

Based upon the four services, we realized a basic cycle of E-GIP, including data 
production, acquisition, processing, storing and displaying. We also implemented some 
other services, such as data integration service and decision-making assistant service 
according to the practical requirements, and attached them to the Grid infrastructure. 

4.1   The Functions of E-GIP 

1)   Platform Basic Service Function 
Platform basic service not only uses Graphical User Interface (GUI) to organize and 
coordinate the starting sequence and calling relationship in each service but also 
manages the creation, destruction of the service instance and the discovery, 
subscription of the service data. The main functions include: listing all Grid services of 
the service container on the Grid node, configuring Grid service container node, 
creating and destroying Grid service instances, calling Grid service client-end 
programs. 

In the system, the platform basic services not only provide Grid services to common 
users but also provide system management function in the Grid environment to system 
users, inspect every Grid node, and manage service containers and service instances. 

 
2)   Store Service Function 
Store service is responsible for the integration of all information from disparate 
databases. Store service filters, translates, melts the information and stores it in 
memory using a unified object format, at the same time, publishes it to the information 
portal. The main functions include: (1) Receiving and publishing information that 
comes from different exterior databases using publish/subscribe method. The format of 
the received information could be XML, PDU packet, data link, message, telex and so 
on; (2) Translating different formats of information and reproducing related objects in 
memory database; (3) Calling data store service automatically to store data into 
database from memory.  
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3)   Content Management Function 
Content management is mainly responsible for content edition, audition and 
publication. It takes XML standards as data exchange interface specification. Data store 
service is mainly responsible for storing the government information that can be called 
and analyzed later. Using a unified Grid service interface to publish information to 
outside, it screens all specified database interfaces. The ultimate goal of content 
management is to manage the whole government information system and its data. 
Currently we deal only with the management of the errand messages. As for other data, 
we will consider later. 

 
4)   Information Grid Portal Function 
Information Grid Portal is responsible for providing a unified interface. Therefore, 
users can acquire the information quickly and conveniently. It provides a single portal 
to access all information transparently. It can automatically adjust its menus, 
parameters according to the different roles of users and the different tasks, provide 
higher level individualized and intelligent services, therefore, users can access 
conveniently and quickly the information distributed over different web sites. 

4.2   The Key Technology of System Implementation  

1)   Distributed Data Management    
The essence of E-GIP is to process and manage data effectively. Data are the core of the 
system. We provide an information platform to manage the government information. 
Its model is illustrated as Figure 1. 

 

Fig. 1. The Information Platform Model 

In this model, historic data and specified application can be connected to a data 
service. It provides a group of standard management operations such as data publish/ 
subscribe, querying, quick searching, extracting, filtering and so on. Using these 
standard operations, other application modules can be plugged in and out to the service 
to complete its function. In addition, the data service is united and distributed. We can 
build more such kind of data service that can keep data consistency by data publish/ 
subscribe mechanism. This model improves data sharing and interoperability, and 
makes the system easy to extend.  
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2)   Infrastructure Service 
Grid users cannot see the complexity of the whole Grid. What they can see is only 
interface (or portal). They access a large amount of, distributed, various information 
resources or collections of services through a single interface. Portal systemizes the 
information and services to hide their complexity and location. It can also customize 
the user’s access method according to their hobbies and configuration. 

Grid Portal provides users an interface to startup the Grid application which resources 
and services are provided by Grid. Grid Portal is the extension of Web Portal. It can be 
used to organize and manage the distributed computer resources, software components 
and services that form a Virtual Organization to support people’s coordination.  

Based on this idea, we implemented a graphic service management portal— 
infrastructure service where can be used not only to find, create and destroy Grid 
services in network but also to look over the Grid service data. 

3)   Data Publish/Subscribe Technology 
The basic unit of Grid is Grid Service. The communication between Grid Services not 
only uses traditional RPC as interface, but also uses more flexible messaging 
mechanism - publish/subscribe. This mechanism uses a reliable, asynchronous, loose 
coupling, language-independent and platform-independent way to transfer messages in 
Grid services. Consequently it ensures the system more flexible integration and 
favorable interoperability. GT3 implements publish/subscribe mechanism by using 
Notification Interface. It supports service to service transportation and the third-party 
transportation, such as Java Messaging Service. Base on this technology, we have 
established an information publishing management system to ensure that the messaging 
mechanism can work efficiently and reliably; messages or time-pressing messages 
could be delivered dynamically and orderly to the most needed places with top priority 
according to the requirements which users specified. 

4)   Data Access and Integration (OGSA-DAI) 
Data are the core of the e-GIP System. How to store and process enormous data 
efficiently on the Grid environment is a big problem. Data Access integrates many 
mainstream database systems supportable by OGSA-DAI [8] such as MySQL, DB2, 
Oralce, SQLSERVER and so on. It accords SQL-92 standard and supports Xindice1.0 
and XPath query as well. It takes Apache’s Tomcat/AXIS as the server environment 
and supports IBM WebSphere’s application server. OGSA-DAI has been applied in 
UK National Grid (e-Science) project. 

5   The Design and Implementation of the Prototype System  

5.1   The Software Architecture of the System 

The system is built upon Windows 2000. The Development environment adopts 
Globus Toolkit 3.2 (GT3.2) and XML. The Database management system adopts SQL 
SERVER 2000 and MYSQL5.0. Government Information Center Base Service and 
Government Information Store Service adopt GT3 (including content management and 
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Fig. 2. The software Architecture of the E-GIP System 

integration service). Application software takes Java as programming language to 
manage and coordinate Grid instances. In order to make the system more flexible, we 
use XML technology to develop E-GIP and make the data and display separately. The 
software architecture of the prototype system is illustrated as Figure 2. 

5.2   Grid Service Programming 

Grid service programming and design accords with the common distributed computing 
programming model -- proxy-stub model that includes server and client programming. 
Server and client are loosely coupled. They communicate with each other with 
WSDL(Web Service Description Language) [9] files. The OGSI [10] specification  
 

 

Fig. 3. The Developing Flow Chart of the Grid Service 
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established an extension model for WSDL which called Grid WSDL. There are two 
core requirements for the service description based upon OGSI. One is used to describe 
how to inherit interface. Another is to define how to describe the extra information 
element through interface. We use data publish/subscribe technique in the system. 
OGSI defines informing mechanism to realize the technique. It has a close relationship 
with Grid service data. If one service wants to realize informing function, it must 
construct a NotificationSource interface to declare that it is the informing source; and if 
one client wants to subscribe the informing service, it must construct a NotificationSink 
interface. The informing message is stored in services using service data format and 
transported in this format as well. 

The development flow of the Grid service with informing function is shown as 
Figure 3. 

5.3   The Design and Implementation of Content Management 

Content management plays an important role in the E-GIP prototype system. It is a Grid 
service that accords with the whole development flow of Grid Service with informing 
mechanism mentioned above. It must establish the basic functions of the government 
information of business such as the management, storinge and publishing, and so on. It 
consists mainly of government information receiving/publishing module, government 
information working base module. The government information receiving module 
receives data that comes from disparate databases. The government information 
publishing module sends out data that comes from disparate databases. It takes the 
informing mechanism of GT3 to realize its function, so that the service must construct 
informing source interface. The content management of government information can 
query, insert, delete to the government information. It provides a universal data 
manipulating API that other modules can call it to manipulate the data.  

5.4   The Design and Implementation of the Store Service 

Store Service is responsible for storing the government information to the database in 
Grid environment. It provides a unified interface to store data in different databases. 
We used OGSA—DAI. OGSA—DAI is a framework with which the government 
information store service GISS of the system accorded. The structure of the 
government information store service is show as Figure 4. 

Client or Server call government information store service interface through SOAP 
request/response. Government information store interface receives the request that 
comes from clients and communicates with specified database, therefore, the system 
does not need to contact with specified database and is easy to transplant and maintain. 
The service calling flow is as shown in Figure 5: 

1  Client or service calls Grid Data Service Registration service to get the handle of 
Grid Data Service Factory (GDSF). 

2  Call GDSF, create Grid Data Service (GDS) instance and return the handle of it. 
3  Call the GDS, and put forward an XML style request. GDS will execute the 

request and communicate with the back-end database through JDBC to return the 
result to the client.  
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Fig. 4. The Structure of The GISS 

 

Fig. 5. The Flow of The Government Information Store 

Server database adopts SQL SERVER 2000. It communicates with GDS through 
JDBC. According to the classification of the objects in the government information 
center database, we create a table for each object to improve the data querying and 
updating speed. 

5.5   The Design and Implementation of GIP  

The GIP is the main interface for users to interact with Government information portal 
system. It is an important part of Government information portal system and also an 
important research point of GIP system. The Information Grid Portal consists of 
receiving, storage and presentation layers. The receiving layer receives information 
that comes from the database. The storage layer saves messages received. The 
presentation layer creates different views according to different requirements. The 
layered structure is flexible and scalable. It can easily integrate various functions and 
satisfy the user’s requirements  

One part of the system is government information display. Another part is the 
encapsulation of former part. It enables the former part running on Grid environment. It 
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is the GT3’s client written in java and adopts publish/subscribe technique and SOAP 
protocol to subscribe the government information from information center’s database. 

5.6   The Design and Implementation of the Infrastructure 

The Infrastructure service is written in Java. It provides a graphical interface to monitor 
the Grid container and the Grid services. The structure of infrastructure service is 
illustrated as Figure 6. 

 

Fig. 6. Structure of Infrastructure Service 

The Grid Service’s operating environment can be GT3’s built-in Grid service 
containers, or a server let container deployed on Apache Tomcat, or containers of a 
J2EE application server. All of them constitute the Grid service.  

Because GT3 does not provide UDDI [11], we provide the service container 
configuration to achieve the similar function. We use the standard components toolbox 
(SWT, Standard Widgets Toolkit) developed by Eclipse organization to establish the 
system [12]. Its interface includes Grid service container view and Grid service 
instance view. Grid service container view mostly lists all Grid services which are 
deployed on Grid service container and distributed on network. It gains the services by 
accessing the Grid service container’s service -- ContainerRegistryService. We list all 
services in service container in a tree list. We can also select a given service to establish 
an instance, listing the established Grid service data and queried service data. Using 
Grid service instance view, we can show the established Grid service instances, and 
destroy them, and call the client program to interact with them. All of these are done in 
a graphic environment implemented by the visible modules.  

6   Conclusions and Future Work 

Grid technology is the future of distributed computing technology. Information Grid 
provides strong supports for government information transmission and integration. 
Grid technology is the core technology in future electronic government. Based on 
OGSI and its specific implementation of GT3, we have implemented a prototype 
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system for government information processing and displaying. The system takes Grid 
service as its basic unit and GT3.2 as developing and operating platform, applies 
publish/subscribe mechanism to transport messages between servers, makes use of the 
function the Grid environment provided to fulfill the system integration and 
government information sharing. Our next step is to establish other parts of the E-GIP 
that users can extend according to their needs. In addition, we will improve the platform 
basic services, add graphic interfaces into the platform basic services to control the 
service data subscribed by users, and take GSI into the system to improve its security. 
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Abstract. Learning Assessment Grid (LAGrid) is an e-learning oriented grid 
system which aims to solve the large-scale formative assessment problem in 
China Radio and Television University (CRTVU). Because of the unbalanced 
distribution of learners and tutors among member organizations of CRTVU, the 
cross-organizational sharing of tutor resources is very critical to the success of 
formative assessment. A global scheduling scheme is designed in LAGrid to 
solve the above problem, through which a formative assessment task could be 
globally scheduled to any available tutor so as to allow collaborative work 
among tutors from different member organizations. Based on the queuing the-
ory, the global scheduling scheme is modeled and analyzed. The implementa-
tion of the global scheduling scheme is also discussed in this paper. 

1   Introduction 

China Radio and Television University (CRTVU) is one of the biggest remote open 
educational systems all over the world, comprising 44 provincial universities, and 
more than 900 municipal branch schools. It provides remote education for more than 
2 million learners dispersed around China. At its early stage, CRTVU mainly uses the 
terrestrial radio broadcasting and satellite broadcasting to deliver remote educational 
services. 

With the booming of the Internet, CRTVU turns to the Internet and multimedia 
technologies to deliver more effective remote educational services. Due to its interac-
tivity and flexibility, the Internet-based remote education gains more and more popu-
larity and many diverse e-Learning platforms have been developed and deployed by 
CRTVU. However, because of the lack of unified planning, it is almost impossible for 
those existing platforms to interoperate. 

Currently, CRTVU is confronted with the problem of how to construct its next-
generation e-Learning platforms. Considering the very large scale of CRTVU, an 
ideal solution should be distributed, scalable, and capable of sharing resources among 
member organizations of CRTVU, and should provide a comprehensive learning 
environment as well as a support for collaboration. 

Rooted in high performance computing and specialized scientific problem-solving, 
Grid computing [8] [9] is now emerging as a powerful general purpose infrastructure 
to enable new applications. We consider that Grid computing is a promising technol-
ogy for the next-generation e-Learning platform of CRTVU. As the first phase  
of applying Grid technology into e-Learning study, the Learning Assessment Grid 
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Project (LAGrid) is launched, which focuses on the solving of the large-scale forma-
tive assessment problem. 

Formative assessment [3] is a kind of learning assessment method designed to as-
sist the learning process by providing feedbacks to learners, which can be used to 
highlight areas for further study and hence improve future performance. The timeli-
ness of feedbacks is a key factor in the success of formative assessment. Because of 
the enormous number of learners and the relatively limited number of tutors, the rea-
sonable utilization of tutor resources becomes very critical. Furthermore, the ratio of 
tutors to learners is diverse in different member organizations of CRTVU. That is, 
tutors are scarce in some places, whereas learners are populous, and vice versa. A 
direct result of such unbalance is the slow feedback in one member organization but 
the waste of tutor resources in another member organization. Thus the sharing and 
cross-organizational collaboration of tutors can eliminate such institutional unbalance 
and hence improve the effect of formative assessment.  

In this paper we focus on the global scheduling scheme adopted in LAGrid through 
which a formative assessment task could be globally scheduled to any available tutor 
so as to allow sharing and collaboration of tutors from different member organizations 
of CRTVU. The rest of this paper is organized as follows. In Section 2, we present an 
overview of LAGrid. In Section 3, we present the scheduling model. The performance 
of the scheduling model is analyzed in Section 4 and the implementation of the sched-
uling scheme is discussed in Section 5. We elaborate on the related works in Section 6 
and conclude in Section 7. 

2   Overview of Learning Assessment Grid 

LAGrid is an e-Learning oriented grid system, typically comprising a portal node and 
a set of decentralized Grid nodes. The portal node provides a single entry point for the 
system through which users can sign in. The Grid nodes provide workspaces for 
learners and tutors based on the functionalities implemented by underlying middle-
ware and services. 

When a user tries to access the system, he/she will be requested to sign in via the 
Web portal hosted by the portal node. During the process of signing in, the user will 
be authenticated with his/her identity information (e.g. ID/Password pair). Once the 
authentication succeeds, the user will be redirected to a so-called home Grid node 
where his/her workspace resides in. Then the user will be granted corresponding ac-
cess rights according to his/her role in the system. 

In the implemntation of LAGrid, users are provided with a Web-based interface. 
The permitted functionalities for a specific user are shown in the form of navigational 
menus in his/her workspace. By clicking an appropriate menu item, the user can exe-
cute a corresponding operation, such as to select a course, or to participate in a forma-
tive assessment task, etc. 

2.1   System Architecture 

The middleware technology is critical and fundamental to Grid computing. Grid mid-
dleware runs on top of Internet and beneath the specific applications, and provides a 
set of core services for building Grid applications. The current Grid middleware is 
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built using Service Oriented Architecture (SOA) [12] and Web Services [2] technolo-
gies. Open Grid Service Architecture (OGSA) [9] is the de facto standard for develop-
ing computing grids. 

Although OGSA and its implementation GT3 or GT4 are very popular in Grid 
computing community, we consider they are not well suited to our application sce-
nario, partially because their originality of high-performance computing does not 
characterize the features of e-Learning, particularly the formative assessment. As a 
result, we decide to design our own service-oriented system architecture. LAGrid 
adopts a layered architecture, as shown in Fig. 1. From bottom up, the system archi-
tecture includes resource layer, basic SOA layer, Grid middleware layer, common 
service layer and domain-specific service layer. 

 

Fig. 1. Layered architecture of Learning Assessment Grid 

The resource layer is the base of the whole architecture and represents all kinds of 
resources in the system, including computing resources, storage resources, network-
ing resources, and database resources, etc. Those resources are generally dispersed in 
different physical organizations and can be accessed through the Internet. 

The basic SOA layer provides basic runtime for service-oriented applications. It 
is comprised of specifications and protocols related to Web Services, such as 
WSDL, SOAP, UDDI, XML, HTTP, etc. This basic runtime is usually provided by 
the advanced hosting environment, for example, J2EE or Microsoft .Net platform. 
In our implementation, we adopt Microsoft .Net platform as the advanced hosting 
environment. 

The Grid middleware layer is the core of the whole architecture. It implements a 
set of core functionalities which are fundamental to the building of high-level services 
and applications. The set of core middleware includes Message-Oriented Middleware 
(MOM), Grid Information Service (GIS), and Service Aggregation Middleware 
(SAM), etc. MOM provides a reliable multicast message delivery among Grid nodes 
and asynchronous messaging through the message queuing and persistent storage. 
GIS manages the metadata of Grid entities and provides dynamic publishing and 
discovery of services. SAM manages and coalesces information from various service 
providers and presents that information to other applications, thus provides an on-
demand and dynamic data aggregation. 
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The common service layer implements a set of high-level services that are usually 
necessary for most applications. As we focus on supporting the large-scale coopera-
tive work in Grid environment, a set of collaborative services is implemented in this 
layer, including a group membership management service, and a collaborative aware-
ness service, etc. Other services can also be added to this layer, such as the group 
memory and collaborative context service, workflow engine service, etc. 

The domain-specific layer provides services and functionalities associated with the 
specific application. It also provides some kind of user interface through which the 
system functionalities can be easily accessed by users. In the case of LAGrid, a set of 
services associated with the process of formative assessment are implemented in this 
layer. Besides, it also provides Web-based workspaces for users. 

2.2   Process of Formative Assessment 

The process of a formative assessment in LAGrid is as follows. First, a formative 
assessment task is issued by a teacher who is in charge of the course. Second, the 
formative assessment task is audited by an education administrator. Third, the forma-
tive assessment task is synchronized through the MOM to all Grid nodes or partial 
Grid nodes according to the scope specified by the teacher when issuing it. Fourth, 
learners who have selected the course will see the newly issued formative assessment 
task in their own workspaces. Fifth, learners finish the formative assessment task and 
submit it for assessment. Finally, the formative assessment tasks submitted by learn-
ers are assessed by tutors and the individualized feedbacks are given to learners for 
their further reference. 

Generally, part of the formative assessment task will be assessed automatically by 
the system and the feedbacks will be presented to learners immediately after submit-
ting. But the remaining part of the formative assessment task has to be assessed by 
tutors manually. Compared with computers, the assessment process by tutors is much 
slower, which leads to a bottleneck in the process of the formative assessment. As 
mentioned above, the timeliness of feedback is a key factor in the success of the for-
mative assessment. Therefore, how to provide assessment feedbacks to learners as 
soon as possible is a significant objective of our research. 

Through globally scheduling a formative assessment task to any available tutor in 
the system, the cross-organizational sharing and collaboration of tutors could be real-
ized. Hence the assessment process could be accelerated and the response time of 
assessment feedbacks could be reduced. 

3   Scheduling Model 

For simplicity but without sacrificing generality, we take a formative assessment task 
of a course to model and analyze the scheduling problem in LAGrid. Given G is  
the total number of Grid nodes in the system, N is the total number of learners who 
participate in the formative assessment task, and S is the total number of tutors. We 
further assume that there are Ni learners and Si tutors at the Grid node i, i.e., N = Ni, 
and S = Si, wherein 1  i  G.  
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According to the deployment of LAGrid system, we can use a distributed schedul-
ing model to give a formal presentation of the formative assessment problem in LA-
Grid. In such a distributed scheduling model, Grid nodes are modeled as task queues 
for receiving and storing the formative assessment tasks submitted by learners, and 
tutors are modeled as servants that get tasks from the task queues and assess them. 
Situated between the servants and task queues, the scheduler is responsible for select-
ing a non-empty task queue and allocating a task from the selected task queue for an 
idle servant. 

As a distributed scheduling model, there is a local scheduler at every Grid node. 
The scheduler handles requests from the local Grid node. Upon reception of a request, 
the scheduler will allocate a task for the requesting servant. According to the policy of 
task allocation, the distributed scheduling model can be local or global, as shown in 
Fig. 2 and Fig. 3 respectively. 

Scheduler

1

2

Qi

Servants

Ni

Tasks

 

Fig. 2. Local scheduling model 

In the local scheduling model (See Fig. 2), the scheduler will always allocate tasks 
from the local task queue. As long as the local task queue is not empty, a task will be 
allocated and pushed to the requesting servant. Otherwise, no task is allocated and the 
servant stays idle, no matter how many tasks are waiting for handling at other Grid 
nodes. Fig. 2 shows the local scheduling model at the Grid node i. The task queue is 
denoted as Qi with a source population of Ni, and there are Si servants. 

 

 

Fig. 3. Global scheduling model 
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In the global scheduling model (See Fig. 3), the scheduler can allocate tasks from 
any task queue, no matter to which Grid node the task queue corresponds. As long as 
there is a non-empty task queue, the scheduler can always allocate a task for the  
requesting servant at the local Grid node. Note that the global scheduling model is 
also implemented in a distributed way. That is, there is a scheduler at every Grid 
node. However, different from the scheduler in the local scheduling model, the sched-
uler in the global scheduling model can allocate a task from any non-empty task 
queue, instead of only from the local task queue. 

Fig. 3 shows the global scheduling model in an exact way. There are totally G task 
queues in the whole system, each with a different source population. When modeling 
the system, these independent task queues can be combined into one task queue with a 
source population that is equal to the sum of the source population of all task queues. 
Similarly, the servants dispersed in the different Grid nodes can also be combined 
together. As a result, there are totally S servants and N tasks in the global scheduling 
model. 

We assume that the time a learner spends in finishing the formative assessment 
task has an exponential distribution with parameterλ. For both the local scheduling 
model and the global scheduling model, when there are n learners who have not sub-
mitted their formative assessment tasks, the probability distribution of the remaining 
time until the next arrival to the task queue is the distribution of the minimum of the 
remaining time for the n tasks. Properties of the exponential distribution imply that 
this distribution must be exponential with parameter nλ. We further assume that the 
service time spent by any servant in assessing the formative assessment task has an 
independent and identical exponential distribution with parameterμ. Then the above 
scheduling models can be described with a finite source population variation of 
M/M/s queue, denoted as M/M/Si/∞/Ni and M/M/S/∞/N for the local scheduling model 
and the global scheduling model, respectively. 

4   Performance Analysis 

In this Section, we will analyze the performance of the local scheduling model and the 
global scheduling model. We expect that the global scheduling model can achieve a 
shorter response time of tasks and higher utilization of servants. 

4.1   Theoretical Analysis 

At the end of Section 3, both the local scheduling model and the global scheduling 
model have been formulated as a finite source population variation of M/M/s queue. 
Then we can analyze the performance of the local scheduling model and the global 
scheduling model based on the queuing theory.  

Take the number of tasks submitted by learners, Nt as the state variable, Nt indeed 
constitutes a Markov process of the birth-death type with a finite state, as described 
by the state transition diagram shown in Fig. 4. 
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Fig. 4. State transition diagram of M/M/s/∞/N queue (N is the total number of tasks; s is the 
total number of servants; λ is arrival rate of a task; and μ is the service rate of a servant) 

We use Pn (n=0, 2, , N) to denote the equilibrium possibility of the system in  
the state n. By equating the probability flow across the cuts shown in dashed lines  
in Fig. 4, we can get the following recursion 

≤<=−+−

≤≤=−+−

NnsnPsnPnN

snnPnnPnN

,1)1(

1,1)1(

μλ

μλ
. (1) 

By the formula (1), all equilibrium possibilities can be reduced to P0, 

≤<
−

≤≤
−

=

− NnsP
ssnN

N

snP
nnN

N

P

n
sn

n

n

,)(
!)!(

!

1,)(
!)!(

!

0

0

μ
λ

μ
λ

. (2) 

Then by applying the normalization condition 
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Once the P0 has been calculated, the equilibrium possibility Pn can be calculated by 
substituting P0 into the formula (2). According to Little’s formula [11], we can further 
calculate the mean response time of tasks, 
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Therefore, we get 
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The utilization of servants is given by 
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To evaluate the performance of the local scheduling model and the global schedul-
ing model, we take the mean response time of tasks and the utilization of servants as 
two basic measurements. In the local scheduling model, we use Ti and ρi to denote the 
mean response time and utilization at the Grid node i, thus the average response time 
and average utilization can be calculated by 
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Based on the above analysis results, we can calculate the mean response time of 
tasks and the utilization of servants in the global scheduling model by simply substi-
tuting the values of parameters into the formula (6) and (7). But for the local schedul-
ing model, we need firstly calculate the mean response time and the utilization at each 
Grid node. Then, we can get the average response time and utilization by substituting 
those intermediate results into the formula (8) and (9).  

4.2   Numeric Analysis 

To give an intuitional understanding of the performance differences between the local 
scheduling model and the global scheduling model, we will give a numeric analysis in 
this Section based on the theoretical analysis results from the prior Section. 

As an illustrative example, we assume that the arrival process of tasks at every 
Grid node has an independent and identical exponential distribution with an arrival 
rate of 0.5, i.e., λ = 0.5; the time spent by any servant in assessing a task has an inde-
pendent and identical exponential distribution with a service rate of 10, i.e., μ = 10; 
and there are 5 Grid nodes in the system, each with a variant source population and a 
variant number of servants. Then we can calculate the mean response time of tasks 
and the utilization of servants by using the formulas given in the prior Section. 
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Table 1. Performance comparison of the local scheduling model vs. the global scheduling 
model (Arrival Rate λ = 0.5, Service Rate μ = 10, # of Grid Nodes = 5) 

i Si Ni ρi Ti 
1 6 130 96.1% 0.25 
2 7 110 74.2% 0.12 
3 8 180 98.3% 0.29 
4 9 210 99.4% 0.35 
5 10 200 92.5% 0.16 

ρ  T  

Local 

92.6% 0.24 
S N ρ T Global 
40 830 97.1% 0.14 

 

Table 1 shows the performance comparison of the local scheduling model and the 
global scheduling model. We can find that in the local scheduling model, each Grid 
node has a variant number of servants and tasks, which results in a variant mean re-
sponse time and a variant utilization at each Grid node. We can further find that the 
global scheduling model is preferable to the local scheduling model in that the former 
has a shorter response time and a higher utilization than the latter. The shorter re-
sponse time means quicker assessment feedbacks to learners and the higher utilization 
means full use of tutor resources. The above results further hint that the differences 
caused by the unbalanced distribution of learners and tutors can be eliminated through 
the global scheduling of the formative assessment tasks. 

5   Implementation of Global Scheduling 

Based on the performance analysis in the prior Section, we can find that the global 
scheduling model can improve the effect of the formative assessment with respect to 
the response time of assessment feedbacks. In addition, it can eliminate the differ-
ences caused by the unbalanced distribution of learners and tutors, as tutor resources 
can work together collaboratively across member organizations of CRTVU. 

 

Fig. 5. Implementation of the global scheduling in LAGrid 
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Therefore, we propose a distributed global scheduling scheme for LAGrid system. 
In the scheme, there is a local scheduling module at every Grid node. The scheduling 
module comprises a local scheduler, a queue status monitor, a queue status table, and 
scheduling policies (See Fig. 5).  

The scheduler receives requests from the tutors at the local Grid node and responds 
them with allocated tasks according to the current scheduling policies and queue 
status. As it is not intended for remote access, the scheduler is implemented in the 
form of a local static object which can be conveniently invoked by other software 
modules within the system. 

The queue status monitor is responsible for monitoring and exchanging the local 
queue status with other Grid nodes, thus maintains an up-to-date queue status table 
where the global queue status information is stored. The task queues are distributed 
repositories for submitted formative assessment tasks. Note that these task queues 
include the local task queue at the current Grid node and remote task queues at other 
Grid nodes. 

The scheduling policy specifies rules of selecting the target task queue before allo-
cating a task for an idle tutor. According to the probability of the local task queue is 
firstly selected, there are three kinds of scheduling policies: 1-persistent, p-persistent, 
and 0-persistent. In the 1-persistent scheduling policy, the local queue is always se-
lected as long as it’s not empty. In the p-persistent scheduling policy, the local queue 
is selected with probability p. In the 0-persistent scheduling policy, the local task 
queue is treated the same as others, and the task queue with the longest queue length 
is selected. 

The scheduling process is as follows. Once a tutor is idle, it will request the sched-
uler to allocate a task, via invoking a method exposed by the static scheduler object. 
The method invocation will activate the scheduling algorithm, which firstly selects a 
non-empty task queue based on the current scheduling policy and the global queue 
status, and then allocates a task from the selected task queue for the tutor in First-
Come-First-Served (FCFS) order. 

The selection of a remote task queue instead of the local task queue will introduce 
additional network overhead during the process of task acquisition. However, as long 
as the time needed to pull the task from the remote task queue is small enough com-
pared with the time needed to assess the task by a tutor, the performance of the sched-
uling will not be affected. In addition, we can eliminate the network transmission 
delay by pulling a task in advance based on the prediction of the arrival of a new 
request. Advantageously, the selection of the globally longest queue can reduce the 
deviation of response time while keeping the mean response time the same. 

6   Related Works 

A number of research works have appeared in the area of Grid scheduling, such as 
Globus [5], Legion [6], Condor-G [10], AppLeS [1], GrADS [7], and Nimrod-G [4]. 
Most existing Grid scheduling schemes mainly focus on scheduling computing-
intensive or data-intensive jobs to available computing or storage resources to obtain 
better execution of the jobs. We consider that human resources are a kind of critical 
resources that can be shared and coordinated to solve problems. Meanwhile, we con-
sider that collaboration is one of the advanced features of Grid computing.  
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Therefore, the purpose of our scheduling scheme is somewhat different from those 
existing schemes. We attempt to realize cross-organizational collaborative work 
through scheduling tasks to any available collaborator, no matther which organization 
he/she comes from. In the case of LAGrid, we try to improve the effect of the forma-
tive assessment by globally scheduling a formative assessment task to a tutor for as-
sessment. In addition, most existing scheduling schemes adopt a PUSH method which 
actively schedules jobs to available resources. However, we adopt a PULL method in 
our scheduling scheme. That is, the allocation of tasks is initiated by the available 
resources (i.e. tutors) instead of jobs (i.e., formative assessment tasks). 

7   Conclusions 

In this paper we present our work on an e-Learning oriented LAGrid that aims to 
solve the large-scale formative assessment problem in CRTVU. We propose a global 
scheduling scheme to accelerate the assessment process and to realize the sharing of 
tutor resources, thereby to provide a timely assessment feedback to learner and to 
eliminate the differences caused by the unbalanced distribution of learners and tutors 
among member organizations of CRTVU. 

The LAGrid system has been deployed and in use by CRTVU. The preliminary re-
sult shows that LAGrid system can remarkably facilitate the process of formative 
assessment and improve the effect of formative assessment. Our future work includes 
enhancement of the existing functionalities, addition of more collaborative facilities, 
such as instant messaging, audio/video conferencing, etc. 

Acknowledgement 

The work presented in this paper has been supported by China National Science 
Foundation (NSFC) with grant No. 90412009. The authors want to thank Prof Jun Xu, 
Dr Jinlei Jiang, Yushun Li, Guiling Wang and all the other members of LAGrid  
team for their devotion to the research and development of the LAGrid system. We 
would also like to thank the anonymous reviewers for their extensive and insightful 
comments. 

References 

1. Berman, F., Wolski, R., Casanova, H., et al.: Adaptive Computing on the Grid Using  
AppLeS. IEEE Transactions on Parallel and Distributed Systems, 14(4) (2003) 

2. Booth, D., Haas, H., McCabe, F., et al.: Web Services Architecture. http://www.w3.org/ 
TR/ws-arch/ (2004) 

3. Boston, C.: The Concept of Formative Assessment. Practical Assessment, Research & 
Evaluation, Vol. 8, No. 9. http://pareonline.net/getvn.asp?v=8&n=9 (2002) 

4. Buyya, R., Abramson, D., Giddy, J., Stockinger, H.: Economic Models for Resource Man-
agement and Scheduling in Grid Computing. Special Issue on Grid Computing Environ-
ments, Journal of Concurrency and Computation: Practice and Experience (CCPE) (2002) 



162 S. Yang and M. Shi 

 

5. Czajkowski, K., Foster, I., Karonis, N., et al.: A Resource Management Architecture for 
Metacomputing Systems. IPPS/SPDP’'98 Workshop on Job Scheduling Strategies for Par-
allel Processing (1998) 

6. Chapin, S., Karpovich, J., Grimshaw, A.: The Legion Resource Management System. Pro-
ceedings of the 5th Workshop on Job Scheduling Strategies for Parallel Processing (1999) 

7. Dail, H., Berman, F., Casanova, H.: A Decoupled Scheduling Approach for Grid Applica-
tion Development Environments. Journal of Parallel and Distributed Computing, 63(5) 
(2003) 505-524 

8. Foster, I., Kesselman, C., and Tuecke, S.: The Anatomy of the Grid: Enabling Scalable 
Virtual Organizations. International Journal of Supercomputer Applications, 15(3) (2001) 
200-222 

9. Foster, I., Kesselman, C., Nick, J.M., Tuecke, S.: The Physiology of the Grid - An Open 
Grid Services Architecture for Distributed Systems Integration. Proceedings of the 4th 
Global Grid Forum (GGF4) Workshop (2002) 

10. Frey, J., Tannenbaum, T., Foster, I., Livny, M., Tuecke, S.: Condor-G: A Computation 
Management Agent for Multi-Institutional Grids. Proceedings of the Tenth IEEE Sympo-
sium on High Performance Distributed Computing (2001) 

11. Little, J.D.C.: A Proof of the Queueing Formula L = W. Operations Research, 9(3) (1961) 
383-387 

12. Papazoglou, M.P.: Service-Oriented Computing - Concepts, Characteristics and Direc-
tions. Proceedings of the 4th International Conference on Web Information Systems  
Engineering, IEEE Computer Society (2003) 



 

W. Shen et al. (Eds.): CSCWD 2005, LNCS 3865, pp. 163 – 173, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Quality Assignments for WSDL-Based Services 

Vincent Ng and Boris Chan 

Department of Computing, The Hong Kong Polytechnic University,  
Kowloon, Hong Kong, China  

{cstyng, csboric}@comp.polyu.edu.hk 

Abstract. In Service Oriented Computing (SOC) over the Web, there is a need 
to have reliable Web services. Hence, QoS (Quality of Service) plays an impor-
tant role. In this paper, a QoS framework is proposed to support partial request 
satisfaction by a priority attribute controlling the preferences of WSDL requests 
and the corresponding sub-requests.  In our framework, the priority attribute 
and the QoS information from the service providers are utilized by the PRSA 
algorithm for the assignments of client requests. The core of the PRSA algo-
rithm is using the online open-bin packing approach. We have performed a set 
of experiments to demonstrate the significance of the partial request satisfaction 
with a range of values set for the priority attribute. The results are interesting 
and demonstrated the usefulness of the new WSDL enhancement.   

1   Introduction 

Web services allow applications, such as automated business transactions, stock 
trading and order-tracking systems, to communicate with each other within organi-
zations, across enterprises, and across the Internet in a loosely-coupled, platform- 
and programming language-independent manner. Several key standards have 
formed the foundation for Web services: XML (Extensible Markup Language), 
WSDL (Web Services Definition Language), SOAP (Simple Object Access Proto-
col), and UDDI (Universal Description, Discovery, and Integration). According to 
W3C, a Web service is defined as: “A software system designed to support interop-
erable machine-to-machine interaction over a network. It has an interface described 
in a machine-processable format (specifically WSDL). Other systems interact with 
the Web service in a manner prescribed by its description using SOAP messages, 
typically conveyed using HTTP with an XML serialization in conjunction with 
other Web-related standards.” A typical Web services model consists of three  
entities: 

- Service providers who create Web services and publish them to the outside 
world by registering the services with service brokers. 

- Service brokers who maintain a registry of published services. 
- Service requesters who find required services by searching the service broker’s 

registry. Requesters then bind their applications to the service provider to use 
particular services. 
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Since the key benefit of Web services is to deliver integrated and interoperable so-
lutions, ensuring the “Quality of Service” (QoS) becomes important.  The demand on 
reliable and readily available Web services has been increasing as more and more 
companies and enterprises are relying on Web services for their e-business applica-
tions. Parameters such as price, execution duration, availability and reliability are 
often considered in controlling the QoS of Web services.   

Nevertheless, it is hard to provide flexible controlling and guaranteeing QoS due to 
complicate considerations including network bandwidth, network traffic loading, 
performance of middleware, as well as performance of backend server.  In fact, there 
are a good number of works on scheduling, load balancing algorithms and implemen-
tation technologies including distributed and parallel computing [4,9,10,14], database 
[5], middleware [1,16], and Web server clustering [11,12,13].   

In this paper, we model the services requested by a client as in the Agent-Based 
Distributed Operating Environments by means of Web Service Definition Language 
(WSDL) [6,7,8].  In addition, we extend the WSDL with an optional attribute in order 
to control the level of QoS.  The extension enables the system to support partial re-
quest satisfaction by a priority attribute controlling the priorities of WSDL requests 
and the corresponding sub-requests.  The implementation of the extension is optional 
and according to the XML grammar.  Thus, the priority attribute can be addressed 
simply through XQuery expressions.  When the priority attribute is set to “ignore”, 
the system will behave as the default.   

Next, we re-visit the background and the related works.  Then, we present the  
design of the suggested framework for the QoS control as well as the implementation 
specification.  The priority attribute, QoS parameters, request scheduling using the 
online open-bin packing formulation is discussed there.  In Section 3, we describe the 
experimental setting and report the experimental results and observation.  Last but not 
the least, we conclude by summarizing with the experimental findings and future work.   

1.1   QoS for Web Services 

Recently, there have been a number of approaches to specify the services level 
agreement (SLA) for Web Services [15]. Within these SLAs, some QoS parameters 
can be set. In the Web Service Level Agreement (WSLA) framework of IBM, the 
QoS is controlled by the use of the WSLA language [18]. A second approach is from 
the HP’s Open View Internet Services product. It has a theoretic Web Service QoS 
parameter specification model and introduced Web Service SLAs in the form of the 
XML based Web Service Management Language (WSML) [16]. In Carleton Univer-
sity of Canada, a group of researchers has come up with a design supporting different 
classes of service with the same functional service specification written in the Web 
Service Offerings Language (WSOL) [17].  Moreover, it is natural to include QoS 
support in workflow languages, such as the Microsoft’s XLANG [19] and IBM’s Web 
Services Flow Language [21]. The recently developed Business Process Execution 
Language for Web Services (BPEL4WS) [20] is designed to merge the advantages of 
both of the XLANG and WSFL but is yet to include the QoS support. All previous 
developments are introducing additional languages and creating complication in the 
Web services environment. 
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On the other hand, the authors in [22] introduced a QoS-enabled Web services con-
cept which extends the WSDL with an XML-based descriptive language called Web 
Service QoS Extension Language (WQEL) which is responsible for defining the QoS 
parameters of the service and makes use of QoS brokers to help Web services client to 
find the QoS-enabled Web services. The WSDL description file is extended to include 
quality features by placing an URL into the WSDL’s <documentation> part, and this 
URL refers to a document which contains the quality parameter of the Web services. 
The paper suggested a method to implement a QoS-enabled Web services where the 
QoS parameters are supplied by the service providers. The QoS broker enables its 
clients to perform QoS parametric query. 

Besides the consideration of specifying QoS controls, in [23], a framework to 
model, compute and police request ranking has been proposed. There are 3 key as-
pects in the model: (1) Extensible QoS model, (2) Preference-oriented service ranking 
and (3) Fair and open QoS computation.  

Similar to [23], the authors in [21, 22] have proposed a global planning approach to 
optimally select component services during the execution of a composite service. A 
composite service is formulated by a set of Web services whose business logic is 
expressed as a process model. It solves the service selection problem by using effi-
cient linear programming methods. However, for an execution path has 10 tasks and 
each task has 10 candidate Web services, there are 1010 execution plans. Evaluating 
these many plans and find the optimal one is impractical for large scale composite 
service. The authors of the paper proposed a linear programming approach to choose 
the optimal Web service component by using three kinds of inputs: variables, an  
objective function and constraints on the variables. However, the actual execution 
behavior of a Web service may deviate from the predicted behavior from QoS  
parameters. This deviation affects the overall QoS of a composite Web service.  

2   A QoS Framework for Web Services Request Assignment 

Typically, when a client requests a Web service, the client can contact an UDDI 
server, discover the service provider and issue the request to the found provider. 
However, this may not guarantee the best service when there are more than one 
provider with different costs and system throughput. In our QoS framework, we 
consider to locate and provide Web services through an agent-based distributed 
system (see Figure 1). The framework includes service providers (SP) and distrib-
uted broker agents (DBA). As a broker, a DBA can help clients to locate a suitable 
service provider with optimized and controllable QoS criteria. For SPs, they may 
simultaneously connect to multiple DBAs (see SP3 and SP4 in Figures 1 and 2). 

A naive approach is to adopt the first-come-first-serve for scheduling client request 
within each DBA. However, very often, requests for services come in a busty manner 
that would overwhelm a SP and result with unacceptable response performance. 
Hence, a better assignment methodology is needed. One can utilize every DBA to 
collect system and cost information of SPs regularly. The DBAs can then use this 
information to assign or schedule the client requests to different servers as shown in 
Figure 2. 
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Fig. 2. Zoom-In Views on Distributed Agent & Service Provider 

2.1   Priority Attribute 

There are many ways to specify the preferences of a client request.  Parameters, such 
as price, operation cost, request duration and resources required can be included in the 
calculation of request preferences. From users’ view, the preference specification 
should be simple and easily comprehended. In Web services, each service is specified 
with an operation in a WSDL document. Thus, we suggest extending the WSDL to 
cover the preference setting. Under this arrangement, clients would not need to in-
volve additional settings but achieve the wanted behaviour. 

In our framework, we propose to introduce a priority attribute in the Operation 
element in WSDL. A new attribute, called priority, is added to the Operation ele-
ment.  It is used to support partial request satisfaction controlling the priorities of 
WSDL requests and the corresponding sub-requests. The priority attribute usually 
contains a character string of three integers. The first integer indicates the minimum 



 Quality Assignments for WSDL-Based Services 167 

 

priority of the operation. The second one is the normal priority while the last one 
represents the maximum priority of the operation. The priority is highest when it has 
the value 1. If all integers are set to zeroes, then the priority attribute is to be ignored 
and the SP can serve the request at its own schedule. An example is shown below. 

 
... 

 <message name="MsgTradePriceInfo"> 

 <part name="body" element="TypeTradeName" /> 

      <part name="body" element="TypeTradeDescription" /> 

      <part name="body" element="TypeTradePrice" /> 

   </message> 

 

   <portType name="PortTypeStockQuote"> 

   <operation  

          name="TradePriceRequest" 

          type="StockQuotePortType" 

         priority="3,2,1" 

         <input message="MsgTradePriceRequest" /> 

         <output message="MsgTradePriceInfo" /> 

      </operation> 

   </portType> 

   ... 
 
In the case above, the priorities of TradePriceRequest are 2, 3, and 1, respectively.   

2.2   QoS Parameters 

There can be many QoS parameters to be collected and controlled. The choice of the 
QoS information used often depends on the characteristics of services. Here, we list 
some of the common QoS parameters below. 

- Server load: the current system load of a service provider 
- Network load: the current communication throughput  of the service provider 
- Execution time: the time needed to complete a request 
- Availability: the chance that the server is willing to serve a request from a client 
- Reliability: the chance that a request is executed successfully 
- Price: the price that a client would need to pay to the service provider 
- Penalty: the return percentage of a price when a service fails after the trial from 

the service provider 

For the many QoS parameters, we can group them into different categories. For ex-
ample, server load and network load are more related to system information; while 
price and penalty are related to cost information. Without loss of generality, we can 
assume that there is a set of QoS service groups (S = {s1, s2, ..., sn}); and each group 
has a set of QoS data. For example, in s1, the QoS data are represented as q11 q12 . . . 
q1m. Hence, we will have a matrix Q, where each column represents one of the QoS 
service groups. In order to work with different QoS data, normalization is needed to 
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obtain a uniform measurement of service qualities independent of units. Another 
advantage of normalization is the possible aggregation of the QoS data. Suppose for 
qij, its maximum and minimum values are rmax and rmin, respectively. The normalized 
value q’ij will be as follows: 

q’ij  = qij /(rmax - rmin) 
For Web services, a request may be nested. Intuitively, for a given time period, say 

[ti, ti+3], there is a WSDL-Request queue, Qti – ti+3, formed where: 

Qti – ti+3  = { …, Rti, Rti+1, Rti+2, Rti+3, …} 

Each single request, Rti, can be expressed as a collection of sub-requests as Rti = 
{..., r 

1
ti, r 

2
ti, r 

3
ti, r 

4
ti , r 

1
ti+1, …}. Here, r1

ti is the first sub-request. Each sub-
request may in turn have their child requests. If every level of request forms a column 
and there are k levels of requests, we can use a matrix to represent the nested informa-
tion of the original request. That is, we have: 

r 
1

ti, r 
1

ti+1, r 
1

ti+2, r 
1

ti+3, r 
1
ti+4 

r 
2

ti, r 
2

ti+1, r 
2

ti+2, r 
2

ti+3, r 
2
ti+4 

r 
3

ti, r 
3

ti+1, r 
3

ti+2, r 
3

ti+3, r 
3
ti+4 

r 
4

ti, r 
4

ti+1,         , r 
4

ti+3, r 
4

ti+4 
r 

5
ti,         ,         , r 

5
ti+3, r 

5
ti+4 

r 
6

ti,         ,         ,        , r 
6

ti+4 

Since each request may have different number of sub-requests, the columns of the 
resulting matrix above would not be of equal length.  Hence, for each normalized QoS 
parameter, we can have its summarized score, sqij, as:  

sqij =   QoS(q’ij, r
l
k) 

where QoS(x,y) returns the normalized score of the particular QoS parameter (x) for 
the first sub-request at level y. After this is obtained, for each service group, si, we 
have its aggregated score (ssi) for the group as 

ssi =   sqij 

In summary, when a request is issued from a  client, the aggregated information 
can be obtained at the DBA and is represented as a QoS vector (ss1, ss2, ..., ssn).  

2.3   Web Service Request Assignment 

The QoS vector can be used as a measure to guide the assignments of the Web Ser-
vices requests from the clients. A simple way is to compute overall QoS scores for 
every request and assign the request with the maximum score to the next available SP. 

The simple method has two problems. First, it does not consider the use of any user 
preference. Second, a too high level abstraction as an overall score may not reflect the 
different QoS aspects of Web Services. Hence, we propose to solve the assignment 
problem with the open bin packing algorithm. 
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In Section 2.1, we have introduced the priority attribute to represent the preference 
of a request. We can incorporate the information through the calculation of sqij as:  

sqij =   QoS(q’ij, r
l
k)/priority(rl

k) 

where priority(x) returns the priority of the request x. After the summations, the QoS 
vector would represent the effective QoS scores of a client request. 

For a group of SPs, there can be different strategies to assign requests to them. One 
possible objective is to assign the requests to the minimum number of SPs so that the 
DBA may have a higher return/commission. An alternative strategy is to assign re-
quests to SPs which can provide the most satisfactory services to the clients.  In this 
case, some queued requests may be taken out from SPs and re-allocate the SPs for the 
new request. In addition, for SPs, they may allow certain level of overflow. For ex-
ample, the system load can be 20% more than the regular maximum. Hence, this al-
lows some flexibility in assigning requests to the SPs. For the first strategy, we can 
formulate as the following problem: 

- There is a group of SP = {SP1, SP2 …, SPm} and n incoming online requests. 
- For each service group (si) of a SP, there is a tolerance level (αi). 
- Every SP has the same capability of providing services. That is their QoS set-

tings are the same. 
- The goal is to allocate the minimum number of SPs satisfying all the requests.  

This problem can be mapped to an online open bin packing problem. Suppose one 
of the tolerance levels is zero and there are only 2 service groups. It is then the same 
problem as fitting maximum number of rectangles in a single bin and aiming to use 
the smallest number of bins in total. This is known as the 2-D open-end bin packing 
problem. As illustrated in Figure 3, each rectangle piece can exceed the bin with one 
of its fractions is inside the bin. It is the same idea of allowing some tolerance. Simi-
larly, the second strategy can also be translated into an online bin packing problem 
with a new optimization goal. 

In [24], the packing of squares into a bigger square (bin) was shown to be NP-hard. 
As shown in [25], the square packing problem can be transformed to the 2-D open-end 
bin packing problem in polynomial time. Therefore, we can see that the 2-D open-end 
bin packing problem is NP-complete. Since there is no optimal on-line algorithm for 
the 2-D open-end bin packing problem, only heuristic algorithms can be developed. 
 

 

Fig. 3. 2-D Open-end Bin Packing 
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There are two representative heuristic algorithms for solving this problem [25]. One is 
called NFL (Next Fit Level); the other is called FFL (First Fit Level). They are both 
modified from the level algorithms [26,27] for the classical 2-D bin packing problem. 

By using either NFL or FFL, a DBA can assign a client request to a SP.  With the 
priority attribute defined in each operation, a PRS assignment (PRSA) algorithm can 
be developed and executed. Initially, when a Web service request comes in, the PRSA 
algorithm would extract the priority information from the corresponding WSDL docu-
ment using an XQuery expression. The algorithm would then calculate a QoS vector 
of the request. According to the result of the open bin packing algorithm, the request 
would be inserted in the service queue of the corresponding SP. A brief version of the 
PRSA algorithm is shown below.  

 
 
Receive a request, R, from a client; 
While (true) {  
       V = QoS_Vector(R) ; 
       SP = OpenBinPacking(V) ; 
       If (SP = 0) response NO_SERVICE; 
 
       Find a request, p, in SP where its      
           priority is lower than that of R; 
       Remove p, increase its priority  
           and re-schedule; 
       Insert R at p’s old position; 
 
       Wait for another request, R; 
 } 

3   Experiments 

We have performed two sets of experiments. One server and one client connected 
directly by twisted network cable. Our first set of experiments aimed to confirm the 
problem of request dropouts when there is no QoS control. We have selected two 
common types of WSDL documents including the HTTP-Get and the Server-Side 
Script & Database Access for our experiments. In order to simulate the busty case, we 
increase the number of threads from 100 to 500 with interval of 100.  Each thread 
may generate request with 1 request for every 5 seconds with a 5-second timeout 
limit.  A request is assigned to a priority following a uniform distribution. In order to 
eliminate any possible error and unfairness, we take the results from the log with 2 
minutes lag after experiment start.  Also, we repeated the experiment 10 times and 
obtained the average value for evaluation. There are a number of sub-requests for 
each WSDL request, thus we measure the percentage by: 

No.of sub-requests returned before timeout    
Total number of sub-requests in the request 

x 100% 

In the first experiment, as shown in Figure 4, we focused the HTTP-Get Request.  
We observe that when the number of threads increased, the rate achieving 100% satis-
faction of request drops significantly.  It is simply due to the large number of requests 
caused an overflown of system load and network bandwidth. 
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Fig. 4. Successful Rate of HTTP-Get Request 

The second experiment focused on server-side scripting and database access.  We 
simply employed Active Server Page (ASP) and SQL 2000 from Microsoft.  On the 
whole, the observed trend in Figure 5 is similar to the one in Figure 4.  Nonetheless, 
when comparing the curves with same number of threads (e.g. 300), the overall trend 
and values in Figure 5 are lower than those in Figure 4.  It is because the ASP+DB 
access request are computationally more intensive when compared with the one in 
HTTP-Get requests.  

 

Fig. 5. Successful Rate of ASP+DB access Request 
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The second set of experiments tried to verify the effectiveness of the PRSA algo-
rithm. In this implementation, we have adopted the FFL method. The settings are 
similar to the first set of experiments but there are 10 service providers simulated. The 
chosen set of QoS parameters are price, penalty, server load and network load. There 
are 5 levels of priorities. The number of requests with the highest priority is kept 
constant as 2000. The number of requests with other priorities is increased constantly 
from 0 to 1600 with an increment step of 200. 

As observed from Figure 6, the completion percentages of the requests with top 
priority only drop slowly when the PRSA algorithm is adopted. On the other hand, the 
simple first-come-first-serve (FCFS) has a much worse dropout. 

4   Conclusion 

In this paper, we extend the service requests by clients in agent-based distributed 
operating environments for Web services.  An optional attribute in WSDL is added to 
allow the support of QoS. The framework is able to support partial request satisfac-
tion for WSDL requests and the corresponding sub-requests.  In our framework, as-
signments of requests are done by the PRSA algorithm which is a variant of the online 
open-bin packing method.  

We conducted two sets of experiments for the preliminary studies. We observe that 
the performance can be improved when partial request satisfaction is allowed. The 
improvement for the high priority requests is significant especially when the PRSA 
algorithm is adopted. 

In fact, the result is served as preliminary studies.  A more sophisticated experi-
mental model has to be prepared with alignment with certain benchmarks for Internet 
application services providing environments.  Besides, the optimal balance between 
the partial request satisfaction and the importance of the request has to be checked 
out. We suspect that the controlling priority attribute is related to the run-time loading 
of SP, DBA, as well as the network.  If it is true, it is necessary to develop a dynamic 
algorithm to compute the value for the controlling priority attribute, while the algo-
rithm should be adaptive to the dynamic changing of the system loading [2, 3].   
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Abstract. The development of collaborative design raises new demands for 
information sharing and process integration among collaborating groups. Based 
on the analysis of these demands, this paper introduces an integration 
framework based on Semantic Web services. A task-oriented semantic 
representation model is built in the framework. This paper also discusses the 
handling processes of service requests for application tasks. The framework can 
improve the flexibility and maintainability of integration of collaborating 
systems and provide support for dynamic alliance oriented integrated product 
development. 

1   Introduction 

Collaborative design is now developing to dynamic alliance [1] oriented Integrated 
Product Development (IPD) following the development and popularization of 
network technology. This new development allows that the process of product design 
and manufacture can break through the constraints of traditions and step into a new 
stage of distributed collaborative design among different enterprises so as to make 
rapid reflection to market demands and changes. 

The realization of inter-enterprise IPD depends on various computer-aided tools. 
These tools can be built on platforms of the same type, but more are on heterogeneous 
platforms. It is urgent and essential to build an integrated virtual enterprise 
information system as the supporting environment for application integration across 
heterogeneous platforms of dynamic alliance to satisfy the demands of information 
and knowledge sharing and process integration in distributed collaborative design. 

As a whole, the demands of distributed collaborative design for enterprise 
integration include two aspects: supporting for dynamic and open collaboration and 
sharing of domain knowledge. 

Collaborative design is a group oriented work process. The participants may be in 
different places, work on different system platforms and use different design tools. To 
achieve a consistent goal, all collaborators must share the product information, 
interact with each other and take part in all the steps of the design process. There must 
be an integration environment to support all the above. Furthermore, dynamic alliance 
oriented collaborative design commonly ranges over the whole product lifetime, so 
the supporting environment must open, loosely coupled and flexible enough to satisfy 
the demand of dynamic adjustment of the alliance. 
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Design is a job that needs a lot of domain knowledge and the whole knowledge 
system consists of many aspects. Each of the collaborating participants might only 
hold some certain aspects and have various representation formats. All of the above 
are great obstacles for effective collaboration to target the final goal. So it is necessary 
to make a uniform definition of domain knowledge and make it sharable to all 
participants. The integration-supporting environment must provide support for 
construction and access of domain knowledge system. 

Focusing on the goal above, we present in this paper a semantic integration 
framework to support collaborative product design of a dynamic alliance. In the 
framework, we suppose that all participating application systems provide their 
functions by means of Web services (if not, it can be done through interface 
wrappers). Furthermore, a semantic model of system communication is built on the 
basis of domain knowledge, semantic descriptions of Web services and task 
specifications. 

The rest of this paper is organized as follows: Section 2 reviews the related work. 
Section 3 describes the architecture of the proposed framework. Section 4 gives a 
detailed discussion on the semantic representation model that is the core of the 
proposed framework. An outline of the work process of the framework with a case 
study is introduced in Section 5. The last section concludes this paper and discusses 
the future work. 

2   Related Work 

The problem of information sharing and systems integration has now been 
pervasively focused not only in the design area. So there are many efforts being made 
on the problem in both industrial and academic areas. The architecture of integrated 
systems can be classified into three types according to the coupling degree of 
applications, system openness, and extensibility. These three types are client-server  
(C/S) based tightly coupled structure, middleware based moderately coupled 
structure, and Web service based loosely coupled structure [2].  

The tightly coupled structure is simple and easy to realize. But the interfaces 
between systems must be customized and the communication protocols be strictly 
matched. Any change will lead to re-compiling and re-deploying of all program 
modules. Compared with tightly coupled structure which is bad in flexibility and 
extensibility, moderately coupled structure makes great progress. This kind of 
structure is based on middleware in which some of the data process logic is enclosed, 
which makes the coupled systems more independent. Now, there are three main 
distributed component technologies that are CORBA, DCOM and EJB to implement 
middleware. But the incompatibility of interfaces and communication protocols 
among the three technologies has become the main barrier of collaboration between 
heterogeneous systems. Because of platform- and language-neutrality, Web services 
which use loosely coupled structure show undoubted advantages in addressing 
heterogeneity [3]. The main technologies of Web services such as SOAP, WSDL and 
UDDI are all based on XML, which is the basis of Web services’ platform- and 
language-neutrality. 
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Till now, tightly coupled integration structure has been going out of the stage. 
Industrial approaches usually use an architecture combined the moderately and 
loosely coupled structure such as SOA [4] and focus on reducing interface complexity 
and increasing eBusiness flexibility through a middleware platform instead of system-
to-system connection. Some technical selection criteria are defined in [5] to evaluate 
integration solutions. Those big companies such as Microsoft and IBM have put out 
their integration products too. However, these approaches are still handling the 
problem at the syntax level. There must be rich and explicit semantics in the 
interaction of collaborating participants in order to achieve efficient collaboration. 

Academic researches have made more efforts at the semantic level. Several 
standards have been proposed for creating semantic Web services. Primarily, OWL-S 
[6], WSMO [7] and WSDL-S [8] have proposed various solutions for creating 
expressive descriptions for Web services. Despite sharing a unifying vision that 
ontologies are essential to support automatic discovery, composition and 
interoperation of Web services, OWL-S and MSMO differ greatly in details and 
approaches to achieve these results. WSDL-S is a lightweight approach for creating 
semantic Web service descriptions. It is simple and built on the basis of current 
standard WSDL. But WSDL-S concerns mostly on functionalities rather than 
behavior compared with OWL-S and WSMO. The latter is much useful in 
composition of Web services. A broker of Semantic Web services described by OWL-
S was presented in [9]. This broker presents a good architecture for integration of 
Semantic Web services. So it can be useful in integration of system applications. But 
it is a pity that the broker is rather simple and has little consideration of business 
processes. 

3   Overview of SWSAIF  

We propose a Semantic Web service-based application integration framework 
(SWSAIF). A prototype system has been implemented. All collaborating participants 
and independent data collectors and storage are abstracted using the concept “service” 
as computing services and data services respectively. Then the functional interaction 
and data access become requests for services. All services are implemented as Web 
services. They are described semantically and advertised in the framework. Then all 
the services organize a semantic service pool. The requests for services are satisfied 
by the framework depending on the autonomous service discovery and matchmaking 
with the aid of semantic information. With the collaborating and sharing support of 
the integration framework, the upper layer systems can concentrate more on design 
work itself. 

A hierarchical semantic model of the application domain to be integrated is built in 
the framework. This model includes two parts: a resource model and a service model. 
The resource model is a well-defined resource ontology of the domain and all 
concepts of the domain will be semantically defined in the ontology as the semantic 
basis of the model. The service model is composed of all Web services with semantic 
descriptions supplied by the participating systems. We will discuss the model in detail 
in Section 4. 
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Fig. 1. System Architecture of SWSAIF 

The system architecture of SWSAIF is shown as Fig 1. The resource model and the 
service model will be realized as the resource ontology and service ontology 
respectively. 

4   Task-Oriented Semantic Representation Model 

4.1   Hierarchical Structure of Model 

The Task-oriented Semantic Representation Model (ToSRM) is a Web service based 
protocol stack that includes five layers and publishes itself outside through a group of 
client invocation interfaces. The five layers are Task Representation Layer, Service 
Representation Layer, Service Interface Layer, XML Message Layer, and Network 
Transfer Layer. The top three layers are semantic layers which are supported by a 
resource semantic model of the integrated domain. The organization of the five layers 
is shown in Fig. 2. 

Task Representation Layer. It is composed of Task Definition Language. The 
language is used to define a standard process to complete a task in an upper abstract 
level and describe the outline of activities that need to be performed to solve the 
problem. On one hand, the language will be generic enough so all the relevant 
services can be found and bound at execution time. On the other hand, there must  
be enough features of wanted services to be specified in all possible matches  
so matchmaking, integration and execution of the dynamically discovered services 
can be automatically accomplished without human intervention. Moreover, the 
abstract task definition should include relevant information so the matched services 
can be ranked and selected at run time based on the information to obtain best 
performance. 
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Service Representation Layer. It composes of OWL-S which describes the meaning 
of Web service in aspects of classification, input/output and precondition/effect to 
make it Semantic Web Service. The semantic information is provided by an ontology 
defined in the Resource Semantic Model. With this support, semantical discovery and 
matching of Web services can be induced into inference task of ontology concepts. 
Then a semantic service register center is built up in the framework. It composes of an 
UDDI and an OWL-S ontology describing the service semantic information and a 
mapping between the two parts [10]. 

Service Interface Layer. It is composed mainly of WSDL that describes the uniform 
syntax of Web service interface to enable interoperability between heterogeneous and 
distributed applications. Because Service Grounding part of OWL-S realizes the 
location of concrete Web service with the complement of WSDL, so OWL-S covers 
this layer too. 

XML Message Layer and Network Transfer Layer are consistent with those of 
traditional Web service. There is no need to discuss more about these two layers here. 

Client Invocation Interface 

Task Representation Layer: 
Task Definition Language 

Service Representation Layer: 
OWL-s 

Service Interface Layer: 
WSDL, OWL-s 

Resource 
Semantic 
Model: 
OWL 

XML Message Layer: 
SOAP 

Network Transfer Layer: 
HTTP, FTP, SMTP, etc. 

Fig. 2. Hierarchical Structure of ToSRM 

4.2   Task Definition Language 

Enlightened by the idea of OWL-S, we also use OWL to define TDL as a business 
process ontology. This makes every layer of the model be of great consistency and 
seamless combination, which benefits the inference task in the process of Web service 
discovery and matching. 

Fig 3 shows a part of task ontology. The top class is class Task which has two 
subclasses AtomicTask and ComplexTask. The two subclasses represent two types of 
tasks respectively. The former represents the task that can’t be divided into smaller 
ones. The latter composes of AtomicTasks or other ComplexTasks using various 
TaskConstructors and is often corresponding to a complex business process. 
Furthermore, the class Task has a group of functional attributes and a 
TransactionType attribute. 

The class Task includes five functional attributes: toAchieve, hasInput, hasOutput, 
hasPrecondition and hasEffect. These attributes give the key semantic information to 
be used in service discovery and matching. 
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Fig. 3. Task Ontology 

In TDL we use four operations to construct complex tasks. The four operations are 
denoted as four TaskConstructors: Sequence, Unordered, Choice and Iteration. For 
the generic and abstract reason, we only adopt these four constructors. They cover the 
four basic types of process structures: serial, parallel, selective and repetitive. They 
are expected to be enough to express the business process in most situations. 

Business processes are often of long duration and use asynchronous messages for 
communication. They also manipulate sensitive business data in back-end databases 
and line-of-business applications. So transaction description is essential in the three 
semantic layers and must be consistent between them. There are three transaction 
types adopted: (1) Required: if there is no transaction context, a new transaction is 
started; otherwise, join the current transaction; (2) RequireNew: no matter whether 
there is a transaction context, a new transaction must be started; (3) Nested: if there 
is no transaction context, start a new one; otherwise, nest it into the current 
transaction. 

Because of the limitation of paper length, this paper only gives a brief introduce-
tion of the language TDL. We will discuss it and other relevant problems in another 
paper. 

5   Service Requests and Their Satisfaction 

Once the ToSRM is built, we then get a uniform representation of domain 
knowledge, a pool of services with semantic descriptions and task definitions of the 
application domain. With this model, services requests can be dealt with 
dynamically and automatically among integrated application systems. The service 
requester can put forward its request for a relatively whole and independent task 
without more consideration of its realization steps and details. According to the 
types of task definition, the service requests can be divided into two types which will 
be discussed below. 
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5.1   Service Requests for AtomicTask 

For an AtomicTask, the task definition can be easily transformed to the semantic 
description of service that provides relevant function or just the same for the sake of 
simpleness of system implementation. Then the request of an AtomicTask is almost 
the same as that of a Web service. Handling of AtomicTask is the basis of that of 
ComplexTask. 

5.1.1   Service Request Handling 
Service Request Broker (SRB) is the entrance of services SWSAIF provides to the 
outside. It is a Web service by itself and takes the charge of receiving and pretreating 
service requests from the clients. The results of services’ execution are returned back 
to the requester through SRB. 

While receiving a service request message, SRB first parses the message and 
obtains concepts of required function, inputs, outputs, preconditions and effects from 
the message. These concepts are sent to the Matching Engine to be used to discover 
and match required services. 

5.1.2   Service Discovery and Matchmaking  
The function of Matching Engine (ME) is to find relevant services and evaluate them 
and finally give the one that best matches the request. ME consists of a Matching 
Control Module (MCM) and a Description Logic [11] Reasoner. 

The MCM controls the whole process of services discovery and matchmaking. The 
matchmaking process can be divided into three phases. At the first phase, the function 
concepts are used to find some service candidates with similar functions. Secondly, 
the input and output concepts are matched against those of the candidates and give 
each of the candidates a match degree based on the matching result. Finally, these 
candidates are filtered by using the precondition and effect concepts and sorted by the 
matching degree. The remained service with highest match degree is the best match to 
be returned. 

The ME then retrieves UDDI using the identity of returned service as keyword to 
get its WSDL so as to invoke the target service. 

5.1.3   Service Invocation  
The service’s WSDL file returned from ME and the parameters information in the 
service request are sent to Service Invoke Broker (SIB). SIB arranges these 
parameters and invokes the target service. The final execution results will be returned 
to the requester through SRB. 

5.2   Service Requests for ComplexTask 

A ComplexTask is often corresponding to a business process with several steps which 
are called sub-tasks. To satisfy this kind of complex task, the original service request 
should be decomposed to several sub-requests. Each sub-request is matched 
respectively to find satisfying service and all the services corresponding to sub-
requests are composed in reverse logic sequence to generate a Web service flow to be 
executed to target the original goal. 
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5.2.1   Task Decomposition 
In SWSAIF, a ComplexTask is defined in the Task Representation Layer of ToSRM. 
Each step of corresponding business process is defined as a sub-task. When SRB 
receives a service request, it will first look up the task definition to confirm whether the 
request is a ComplexTask or not. If yes, the request will be sent to the Task 
Decomposition Module (TD) and TD divides the request into several sub-requests based 
on the task definition. Each sub-request will be submitted to SRB just like a new service 
request. 

5.2.2   Generation and Execution of Business Process of Web Services 
Using the matched concrete services to replace the sub-tasks defined in the task 
definition, we get a whole OWL-S description of a detailed Web services composition 
plan which can satisfy the request of the task. The composition plan can also be 
described as a single composite service. Being converted from the OWL-S description 
to a certain process language (such as BPEL4WS [12]), the plan can be interpreted and 
executed by an engine to satisfy the service request. This will be done by the Service 
Composition module. 

OWL-S provides a group of constructors to build Composite Process with different 
topology. These constructors can be mapped to structured activities in BPEL4WS. 
Atomic Process of OWL-S can also be converted to basic activity of BPEL4WS and the 
interface information of concrete Web service can be found in OWL-S 
ServiceGrounding. Table 1 lists the mapping relationship among TDL constructors, 
OWL-S constructors, and BPEL4WS structured activities. 

Table 1. Mapping among TDL, OWL-S contructors and BPEL4WS structured activities 

TDL 
Constructor 

OWL-S 
Constructor 

BPEL4WS 
Structured Activity 

Sequence Sequence Sequence 

Split 

Split+join 
Flow 

Unordered 

Unordered Sequence 

Choice Pick 
Choice 

If-then-else Switch 

Repeat-while 
Iteration 

Repeat-until 
While 

5.3   A Case Study 

Now we use a simple example to illustrate how the framework finds appropriate 
services to satisfy a request. 

We suppose that product appearance data consist of color data and shape data in a 
collaborating product design application. The two types of data are stored separately in 
two independent data sources which are wrapped as data services ProductColorService 
and ProductShapeService. Their semantic descriptions are shown in Fig 4. 
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Fig. 4. ServiceProfile of ProductColorService and ProductShapeService 

Query request RequestProductAppearanceService is to get the appearance data  
of a product. In domain resource ontology, we define the complex task concept  
as the combination of two sub-concepts RequestProductColorService and 
RequestProductShapeService. The original service request is described using OWL-S 
ServiceProfile as shown in Fig 5.  

 

Fig. 5. ServiceProfile of RequestProductAppearanceService 

SRB receives this request, looks up resource ontology and confirms that the 
request is a complex task. Then TD module divides it into two sub-requests, as shown 
in Fig 6, and submits them to SRB as two new requests respectively. 

         

Fig. 6. ServiceProfile of RequestProductColorService and RequestProductShapeService 

6   Conclusion and Future Work 

The development of collaborative design raises many new demands for application 
systems. These demands range from sharing of data, information and knowledge to 
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interacting and integrating of systems. Based on analysis of these demands, this paper 
introduces a Semantic Web service-based application integration framework. We also 
discuss the components of the framework and its working process. The framework 
can improve the flexibility and maintainability of integration of collaborating systems 
and provide support for dynamic alliance oriented IPD. 

Our future work will focus on two issues: (1) Current algorithms of Web services 
matching and composition are not sufficient for the application integration between 
systems. Not only the parameters of inputs and outputs, but also the world states must 
be considered in services matching and composition. (2) Another issue is related to 
the transformation of task definition to Web service flow. Because there is no 
transaction description in OWL-S at the moment, we must prepare some services as 
the compensation services to realize the business process transaction. There must be 
some rules to direct converting a task definition with some kind of transaction type to 
a composition of Web services with the compensation. 
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Abstract. In an era of fierce global competition and rapid technological chan-
ges, companies thrive by focusing mainly on what they can do best and by  
relying on partnerships to supplement their internal abilities. It is imperative, 
therefore, for companies to find an efficient method through which partnerships 
may be managed on demand. This paper presents a framework called Web Ser-
vice-based Coordinated Process Collaboration (WSCPC) that facilitates col-
laborative design and manufacturing processes using Web services. In WSCPC, 
a process is structured as a network of activities, and each activity is represen-
ted as services that can be advertised and identified through Web semantics 
based on OWL-S. WSCPC also presents service models which are able to re-
present manufacturing behavior, facilitate the complex communication required 
for collaborative process management, and help companies devise an optimal 
solution.  

1   Introduction 

Today the design and manufacturing (D&M) industry faces many challenges due to 
high global competition and rapidly changing technology [10, 23]. Product life cycle 
has been shortened, customers require customized products, and markets have be-
come highly diversified. Companies address the complexities of this environment by 
focusing mainly their fortes and by turning to partnerships for supplementing internal 
abilities. Therefore, it is imperative to find an efficient methodology through which 
partnerships can be created, linked, and maintained on demand. 

Web services technology introduces a new paradigm for distributed business proc-
ess management, ‘Service Oriented Computing’. Applications from different provid-
ers are offered as services that can be used, composed, and coordinated in a loosely 
coupled manner [5]. Web service composition specifications such as OWL-S [20] and 
BPEL [1] enable services to be executed concurrently and in coordination with each 
other. Semantics using web ontology enables the possibility of representing activities 
as services, thereby helping manufacturing companies to identify potential manufac-
turing partners based on the design requirements and manufacturing constraints [14].  
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Semantics for D&M process management have been studied by several organiza-
tions [18, 19, 21], and such studies are used to define a neutral representation for 
manufacturing processes themselves, and hence to improve collaboration in the dis-
tributed manufacturing environment. Such specifications and studies can be used 
throughout the life cycle of a product, including such processes as planning, valida-
tion, and production scheduling and control. However, the guidelines are not well 
suited for process reconfiguration on the fly, i.e., when user requirements change or 
when unexpected events occur during process execution. In addition, they do not 
support the communicative behaviors required for complex interactions in the col-
laborative D&M process. 

In this paper, we propose a framework called, Web Service-based Coordinated 
Process Collaboration (WSCPC), which facilitates D&M process integration and 
coordination using web services. In WSCPC, a D&M process is structured as a net-
work of activities that are represented as services, and each service can be performed 
either within the same organization, or through outsourcing [15, 16]. D&M activities 
are published as services and identified through WSCPC semantic service models. 
Companies can outsource an activity by invoking a service and joining a process by 
agreeing to provide their service. WSCPC also provides a service interaction model 
which supports communicative behaviors in a collaborative process. Partnerships 
among companies are created through service invocation and coordinated through 
service semantics. 

2   Service Models for Collaborative D&M Process 

We define a service model as one that can be used for web service based collaboration 
in a D&M process. The goal of a service model is to provide a standardized strategy 
to publish D&M capabilities, create manufacturing partnerships, and understand part-
ners’ activities. To realize such a goal, our service model specifies process representa-
tion and behavior in terms of service composition, registration, and monitoring. 

Our service model employs Process Grammar [3, 9], which has previously been 
proposed to represent design and manufacturing processes and to generate process 
flow dynamically. Process Grammar [3, 9] provides a way of representing and de-
composing a process. The proposed process flow generation is analogous to partial 
order planning [22] and GRAPHPLAN [4] in the following two aspects: 1. pre-/post- 
conditions are used to evaluate the quality of process flow; 2. the framework requires 
recursive decomposition in process flow generation. 

The core of Process Grammar is the production rule. The production rule is a  
substitution rule that permits the replacement of a task with a set of functional  
sub-components (Figure. 1 a). The left side of the production rule identifies a task to 
be substituted, while the right side identifies tasks to substitute. Note that there may 
be either single or multiple components in the right side. If there is only one task in 
the right side, then the production rule implies that the left side task is wholly as-
signed to a single service provider, such that the service provider has the full control 
of the task execution and decomposition (Figure 1.b). 
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Fig. 1. A Production Rule 

2.1   Semantic Service Description Model 

Our semantic service description model is composed of three sub models; Process 
Definition Model (PDM), Process Enactment Model (PEM), and Process Monitor 
Model (PMM) [6, 7]. The service model describes the temporal relationship among 
collaborating activities represented as services (PDM) and activities that occurred in 
D&M process in terms of service enactment (PEM) and service monitoring (PMM). 
The detailed description of Semantic Service Description Model is explained in Ref-
erences 6 and 7. 

2.2   Service Registry Model 

To manage the D&M process using web services, service providers should register 
their functional capabilities in a public registry so that the service consumer can locate 
it if he needs collaboration [8]. UDDI is designed to support web service registry and 
search, but shows limits due to the lack of its semantic support. WSCPC service regis-
try model is composed of entries such as service type, the pre-/post-conditions, in-
put/output specification, and references to their service description based on WSCPC 
Semantic Service Description model. Entries are defined with OWL ontology [20], 
such that Service consumers can infer individual instances of registry entries.  

Pre- and post- conditions are used for maintaining consistency in the distributed 
D&M process. A service requester is guaranteed certain qualities from the service 
provider before calling a service specialized (pre-condition), and the service provider 
guarantees certain properties after the service returns outputs to the service requester 
(post-condition) [17]. The service provider posts the pre-conditions to inform the 
service requester of the requirements which the service provider must satisfy to in-
voke the service. For example, the service provider can restrict the qualifications of 
the service requester, or ask for the money to pay for the service. On the other hand, 
the service provider describes the quality matrix of service execution in the post- 
condition entry. 
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2.3   Service Interaction Model 

The Service Interaction Model is designed to assist service consumers during the 
service invocation by controlling and guiding the invocation of the operations at each 
interaction step. In the service interaction model, we modeled communicative behav-
iors among partners in distributed and heterogeneous D&M environments. As an 
elemental interaction model, we employ speech act theory [2], which is widely used 
in agent communication languages such as XLBC [13], KBML [11] and FBCL [24].  

WSCPC interaction model is structured as a triple <Intention, Action, Object>. In-
tention tells what intention you have on the message. Intension is used to classify 
messages in order that receivers perform appropriate response. Intention is composed 
of request, propose, accept, reject, query, answer, assert, and declare. Object is the 
target whose property is intended to be changed. Object is anything instantiated such 
as output specs, operations, messages, etc, and described with OWL, RDF or any 
other framework. Actions are classes that can change Object’s state. Action is de-
scribed using PEM and PDM of WSCPC service model. Figure 2 illustrates service 
enactment using the WSCPC interaction model. Once the service consumer decides 
on outsourcing and selects a service (Figure 2.(1,2)), the consumer creates a message 
to invoke the service (Figure 2.(3,4)). In order to build messages, the service provider 
locates actions definitions from service consumers and understands the semantics of 
the received message (Figure 2 (5)). The service provider can either follow the service 
consumer’s action, or start negotiation steps based on local decision logic. In either 
case, the service provider also creates a message with its communicational decision 
and behavior and then sends it (Figure 2 (6)). The negotiation process proceeds 
through direct contact between the service consumer and service provider. Partners 
exchange messages using the Service Interaction Model at each negotiation round. 
For example, a company can send message to initialize negotiations with <request, 
invokeEnactment, materialSelection_A>, where materialSelection_A are written with 
OWL and PDM and invoke is defined in PEM [7]. Negotiation ends when a partner 
sends message <accept, None, materialSelection_A >.  
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Fig. 2. Service Enactment Using Service Interaction Model 
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3   WSCPC Implementation 

WSCPC is a collaborative engineering framework built using Java and web service 
technology. WSCPC utilizes the semantics of Process Grammar and OWL-S for 
process specification and manipulation, and hence manages D&M processes that are 
distributed over enterprises. WSCPC consists of the following basic components 
(Figure 3): 

1. Process Engine (PE): PE handles the process execution and maintains the current 
status of execution. PE comprises two modules; Communication Server and Proc-
ess Controller. Communication Server supports message exchange and process 
synchronization, and Process Controller evaluates available process alternatives 
with locally defined pre-evaluation functions.  

2. Cockpit: It is a JAVA applet, and provides a communications interface connecting 
users to PE. It transmits user’s decisions on process enactment to PE. 

3. Web Service Module (WSM): It connects PE with Web services so PE can locate 
the suitable services for certain tasks through WSM, and it invokes those services. 
WSM captures user’s actions and generates messages using the interaction model. 
When a service is called from outside, WSM translates the message into the plat-
form-understandable format, and sends it to Cockpit. WSM also polls the invoked 
service and captures runtime service execution through PMM.  

4. Service Registry: Each collaborating organization individually has all the compo-
nents except for Service Registry. However, Service Registry is shared among all 
organizations. It stores the descriptions of Web services that specify the design and 
manufacturing capabilities that are represented in PDM. The service registry in-
cludes information such as the type of service, input specification, output specifica-
tion, as well as pre- and post condition. 
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Fig. 3. WSCPC Architecture 
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4   A D&M Process Management in WSCPC Framework 

4.1   Building Partnerships Using Service Decomposition and Service Selection  

Building partnerships in WSCPC involves service decomposition and selection steps. 
Using our service model, companies also can decompose a needed functionality into 
several functional sub-systems, and they can create partnerships of multiple compa-
nies for each sub-system. Figure 4 illustrates a scenario where several companies 
collaborate to make a casting product. This demonstrates how WSCPC can help en-
able effective collaboration. In Figure 4, the die making process is distributed into 
four companies, each of which is assigned a particular role to complete the whole 
process. In this scenario, the whole die casting process is decomposed into four com-
ponents, ‘design parts’, ‘parts analysis’, ‘die design’, and ‘die casting’. When a proc-
ess starts, companies search the right service providers for each component through a 
service registry. Searching requires service entry register and service entry lookup 
using service type, pre-/post- conditions, and input/output specifications described in 
service registry model. The company also recursively decomposes a component until 
it finds a service provider that can take the whole component. For example, ‘part 
analysis’ can be outsourced to a service provider as a whole service, while ‘design 
dies’ can be decomposed into three sub components like ‘design dies’, ‘make trim 
dies’ and ‘make dies’, and these can then be outsourced individually. 
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Fig. 4. A Die Casting D&M Process 

Once the components are decomposed and outsourced appropriately, the collabora-
tive process enactment stage start. However, during the process the result from ‘part 
analysis’ service may not work well on ‘design dies’ service execution. In that  
case, the company working on ‘design dies’ can initiate negotiation steps with  
the company for ‘part analysis’ instead of rejecting activities executed so far. 
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Communicative behavior necessary for negotiation is encapsulated in the WSCPC 
service interaction model so that partners can express their decisive opinion, and at 
the same time they can understand the intentions and meanings in messages from 
others. Partners also are able to check the intermediate execution status using PMM in 
order to predict failure or to reduce self-interest decisions by each domain. For ex-
ample, a company for ‘Design Requirement’ can monitor the ‘part analysis’ task 
and steer decisions on ‘materials’ for a globally optimal solution. 

4.2   Collaborative Process Enactment  

Collaborative process enactment in D&M processes requires support for complex 
interactions among companies. For example, while a D&M process is being enacted 
autonomously across the heterogeneous systems, companies may want to force 
certain decision modification to partners, or highlight problematic parts from the 
design specification before they start the outsourced task. However, Web Services 
are subject to several limitations that reduce their applicability to complex interac-
tions. WSDL only supports the invocation of operations characterized by very spe-
cific signatures that fail to enable the peers to dynamically specify realistic business 
interactions. Such characteristics in WSDL interfaces are not capable of managing 
dynamic interactions between the service consumer and the provider. 

To support interactions in the service invocation, the ability of supporting inter-
active invocations must be defined and declared at WSDL. Figure 5 shows a portion 
of a WSDL declaration to support interactive service invocation. Given the public 
operational specifications in WSDL, the service provider informs the references of 
the service semantic description, by pointing out where the ontology of the service 
description is located. Moreover, service providers should explicitly state their 
services support interactive invocation by declaring that the input message type is 
interaction.  

Service consumers should prepare conversational messages based on the service 
interaction model. To be specific, service consumers should build messages with 
communicative intention, the reference of the consumer’s action representation, and 
the reference of the provider’s target object representation. In this way, the service 
consumer and provider can both understand the service provider’s capabilities and 
the service consumer’s communicative behavior. The ontology used in the  
messages is written in OWL-S. 

Consider the scenario described by Figure 4. During the process, a company work-
ing on component A may want to say to the company working on ‘part analysis’  
“I propose to modify the current material selection to zinc.”. Then the corresponding 
interactions will be <propose, materialSelection, zinc>. materialSelection  
is defined as PDM grounding on top of OWL-S, while zinc is defined using  
OWL-S.  

Figure 6 shows a message generated from a service consumer using the service  
interaction model. The message in Figure 6 indicates that the desired action is  
materialSelection and that the object is zinc. materialSelection is defined at  
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consumerNS, while providerNS describes what zinc is. The definitions linked by 
consumerNS and providerNS are open to be read by any web service inference 
engines. 

<definitions ..
xmlns:pns="url_where_provider's_pdm_ontology_is_defined"
xmlns:tns="url_where_intention_standard_is_defined" ... >

...

<types>
<schema ...>
...
<complexType name="interaction">

<element name="service:Intention" type="tns:#intentio
n"/>

<element name="service:Action" type = "anyType"/>
<element name="service:Object" type = "pns:#object"/>

</complexType>
</schema>

</types>

<portType name="invokeEnactment">
<operation name="enactment_operation" >
<input message="invoking" type="interaction" />

</operation>
</portType>
<service name="DieCastingService">

<port name="invokeEnactment" binding="tns:conversationBindi
ng">

<soap:address location="URL_of_Company_D"/>
</port>

</service>
 

Fig. 5. A WSDL Declaration of an Interactive Web Service 

<service:conversation rdf:ID="message1">
<service:intention rdf:ID="intentionID">

<service:parameterType rdf:about="#propose"/>
</service:Intention>
<service:Action rdf:ID="actionClass">

<service:InvokeEnactment rdf:resource="consumerNS:#ma
terialSelection"/>   

</service:Action>
<service:Object rdf:ID="objectClass">

<service:LogicalService rdf:about="providerNS:#Zinc"/
>   

</service:Object>
</service:hasIntention>

</service:conversation>  
Fig. 6. A Interactive Message of <propose, materialSelection, zinc> 
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4.3   Sharing Process Using Web Services 

Semantic integration to Web services brings up semantic based process sharing, 
where people continue to run their own applications, the execution of which is shared 
with semantic information. In WSCPC, activities in execution are captured and shared 
by PMM, and, hence, it is possible to share processes among multiple participants. 
Once tasks are allocated to peers, PE in WSCPC regularly polls the service status 
through WSM, which in turn creates polling messages using the WSCPC service 
interaction model. Once the query for service execution status comes into the service 
provider, the current service status is obtained, and sent to the service requester in the 
form of PMM grounding. For example, a user may ask the status of an activity ‘part 
analysis’ using a message <request, executeStatus, partAnalysis>, where the 
terminology executeStatus is defined in PMM, and PDM grounding describes par-
tAnalysis. Once monitoring requests arrive, WSCPC reports the local activity’s status 
in the form of the message <declare, None, executeStatusOfpartAnalysis>, 
where executeStatusOfpartAnalysis is a PMM grounding. 

5   Conclusion 

In this paper, we presented WSCPC, a framework supporting service based D&M 
process collaboration. Using web services, WSCPC brings up a new manufacturing 
methodology for collaborative D&M process enactment thanks to its unique approach 
of using semantic service models. This enables users to manage partnerships dynami-
cally. The contributions of our work toward collaborative D&M process management 
are as follows: 1) locates service providers, and selects one of them as a collaborating 
counterpart, 2) dynamically updates the process configuration on the fly, coming up 
with changing process execution environment, and 3) enables the complex level of 
peer communications and process sharing among multiple participants. 

We have implemented a prototype using Java and Tomcat Axis framework, and 
evaluated it over a simple four-company die-casting process. Our evaluation demon-
strated that our service models are useful in understanding collaborators’ capability 
and behavior, and in supporting interactions required for collaborative D&M process. 
However, there is still more to be done to complete development of the framework. 
First, the framework must be empirically validated against other complex D&M do-
mains. Second, emphasis needs to be placed on establishing the validity of our service 
interaction models. Finally, security and access control components must also be 
implemented and integrated as multiple partners work together in the collaborative 
D&M process environment. 
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Abstract. The peer-to-peer (P2P) model which shares the content or resources 
over the network gradually replaces the traditional client/server architecture. A 
new computing architecture: Computing Power Services (CPS) which utilizes 
Web Services and Business Process Execution Language (BPEL) to overcome 
the problems of P2P about flexibility, compatibility and workflow management 
is proposed in this study. CPS is a lightweight Web Services based P2P power 
sharing environment, and suitable for enterprise computing works which are able 
to run in batch format in a trusty network. The architecture relies on BPEL which 
provides a visualized development environment and workflow control man-
agement. In this paper, the collaborated computing system has been applied to 
analyze the robustness of digital watermark by filter bank selection. As the result 
of this case, the performance can be improved in the aspect of speedup, effi-
ciency and process time. 

1   Introduction 

Mainframe computing generally provides sufficient computing power for the enterprise 
in the past. However, it is not cost efficient for the most of the business operation due to 
the high expanse for the mainframe maintenance. Client/server architecture shifts the 
processing burden to the client computers and is an alternative to improve the main-
frame system performance. Through the workload sharing, client/server system can 
maintain efficiency of the information system while reducing the budget for computing 
resources. Therefore, client/server architecture has gained wide acceptance. In the 
mean time, many companies and individuals are continuously looking for ways to 
improve their processing power without further investment in new hardware or soft-
ware when personal computer has gained significant computing capability recently. 

Therefore, peer-to-peer (P2P) model becomes popular lately since it allows users to 
exchange information, content, bandwidth or resources over the network. The term   
“peer-to-peer” (P2P) refers to a class of systems and applications that employ distrib-
uted resources to perform a critical function in a decentralized manner. The resources 
encompass computing power, data (storage and content), network bandwidth, and 
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presence (computers, human, and other resources) [1]. Generally, there are three fea-
tures in the P2P system [2]: 

- Computers can now act as both clients and servers 
- P2P system allows users to make use of the collective power in the network 
- The benefits of P2P system are lower costs and faster processing times for eve-

ryone involved 

There are two kinds of P2P systems at present. One is file sharing model, the other 
one is distributed computing [2]. Content storage and exchange is one of the areas 
where P2P technology has been most successfully addressed. Distributed storage sys-
tems based on P2P technologies are taking advantage of the existing infrastructure and 
some systems even provide the users with potentially unlimited storage capacity. The 
duplication and redundancy in P2P systems help ensuring reliability of data [1] and 
Napster is the first P2P file sharing application that jump started the P2P domain. 
Napster uses the centralized directory model to maintain a list of music files, where the 
files are added and removed as individual users connect and disconnect from the sys-
tem [1]. Other famous P2P file sharing systems are E-Donkey, eMule and Bittorrent. 

Another model is distributed computing. This model tries to combine computing 
power to satisfy processing demands. It can shorten a long processing time without 
processing equipments upgrades. For example, in January 1999, a system with the help 
of several tens of thousands of Internet computers broke the RSA challenge  in less than 
24 hours using a distributed computing approach [1]. Distributed computing is also 
implemented in large-scale scientific researches. A famous one is SETI@home [3]. 
Generally speaking, a distributed computing system works which needs to split the 
computational problems to be solved into small independent parts. Each of the parts is 
done by individual computer and the results are collected by a central server. Individual 
can participates in the project by downloading participant software from the central 
server. Therefore, this study is basically focused at the distributed computing study 
only but the results could be applied to other areas as well. 

However, problems with the P2P model like security concern, lack of ability to 
customize the computing tasks or workflow control management are still yet resolved. 
According to these problems, this study presents a lightweight Web-Services based 
P2P power sharing environment, and suitable for executing enterprise computing 
works which are able to perform in the batch format in the trusty network. The archi-
tecture also applies BPEL [4] which provides a visualized development environment 
and workflow control management. Compared with other approaches, BPEL can 
compose a complex service of atomic services on the fly which means BPEL can define 
a job for distributed computing at the run time but Sun’s JXTA[5] must define it at the 
design time which limits its flexibility. Besides JXTA, the other frequently mentioned 
system - Indiana University NaradaBrokering [6-8] is an event brokering system de-
signed to run on a large network of cooperating broker nodes. It supports heterogeneous 
client configurations that scale to arbitrary size and incorporates efficient routing al-
gorithms to optimize disseminations to clients. According to [8], NaradaBrokering has 
not provided the workflow control capability yet which is a key requirement at this 
study.  
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In order to examine the performance of the collaborated computing system, the 
analysis which is evaluating the robustness of the digital watermark using the wavelet 
filter bank evaluation is performed for comparison [9]. 

2   Analysis of P2P Distributed Computing Model 

P2P computing is defined as the sharing of computer resource and services which in-
clude the exchange of information and content files, processing cycles, cache storage, 
and disk storage for data files [10]. Even Grid computing is also a collection of dis-
tributed computing, the differences are discussed in the aspects of security, connec-
tivity, access services, resource discovery, and presence management [11]. 

P2P Distributed computing can integrate computing power over networks to meet 
high computation processing demands, such as large-scale scientific computing. Using 
distributed computing system can improve the processing efficiency for various com-
plex tasks. But there are still issues for small scale business organizations as following: 

1) Security: Security of running distributed computing system is based on trusty. 
Participants must completely trust the research organization before they download 
the programs. Allowing program running on computers greatly increases vulner-
ability to security breaches. A malicious attacker may add or delete files on the 
computer, or connect to other computers and perform illegal operations by at-
tacking vulnerability on the computer. It is very difficult to secure P2P applications 
against such misuses. However, if the sponsors of P2P project are famous like the 
University of Oxford which sponsors the Cancer Research Project in UK, it can 
give participants enough trusty to assure them the safety of the download program. 

2) Motivation: Participants who participate distributed computing generally only 
want to make contribution to the researches or the charity organization and do not 
ask any repayment. Similarly, they do not hope to join the projects that have com-
mercial purposes as well. Some famous P2P systems like the Cancer Research 
Project in UK, announces their research results do not belong to any commercial 
originations and it can improve the participant's confidence of willingness.  

3) Flexibility: The download program of the P2P distributed computing system is 
important. Participants must download and install the software on their computers 
and donate their processing time. Once, if the programs need to be updated, the 
tightly coupled of procedure language would make it hard to update all the pro-
grams efficiently. 

4) Compatibility: Compatibility across different platforms is another problem. Some 
distributed computing systems like seti@home solve the compatibility problem by 
using different versions of softwares for different platforms, but it increases the 
cost of maintenance as many versions must be maintained and updated. 

5) Workflow Control: What most P2P distributed computing middleware focuses on 
is performance, workload balance or stability but hardly for workflow control 
management. Workflow control management can execute a complicated workflow 
which is composted by parallel or dependent sequence. Currently, it is not widely 
supported by most of models. 
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According to the problems mentioned, this paper presents some available solutions 
or technology to deal with these issues under the trusty environment. 

1) Asynchronous Web Services: Web Services [10][11] is a solution of distributed 
Services Oriented Architecture (SOA). A Web Services based system can in-
herent the features of Web Services which are loosely coupled with open stan-
dards. Web Services is a message-based architecture and the interaction between 
services is based on messages exchanges. General synchronous Web Services is 
not suitable for distributed computing because it is hard to estimate the processing 
time of the distributed computing systems and it may cause over-time exception. 
Asynchronous Web Services that responses until tasks finishing is more rea-
sonable in distributed computing environment and is the solution which avoids 
the over-time exception and provides more flexibility in applications.  

2) Business Process Execution Language (BPEL): Business Process Extension 
Language (BPEL) [12] is a widely accepted standard of Web Services composi-
tion and is integrated by IBM and Microsoft from WSFL and XLANG. It  
has characteristics like visualization, workflow control management, exception 
and transaction handling and compatible with Web Services [11]. A compli- 
cated workflow composed by parallel or dependent sequence of distributed 
computing task can be executed by BPEL engine under visualized development  
environment. 

Trusty network defined in this paper is a network where peer and peer trust each 
other. Thus, the concerns about security and motivation can be ignored. 

3   The Architecture of Computing Power Services (CPS) 

Based on the discussion in previous sections, the architecture of Computing Power 
Services (CPS), which is a Web Services based P2P architecture is proposed in this 
study. It provides users a platform to design the business processes and control work-
flow of the processes by using BPEL. The architecture is assumed to be implemented in 
the trusted network to execute the computation intensive tasks for the enterprises. 

The key point of CPS is how to assign the jobs in a distributed computing envi-
ronment. Intuitively, the computing requester should search for the feasible computing 
units and assign them the tasks. If CPS is implemented in this way, each computing unit 
will need to publish its Web service as the associate accessing point. It means an ap-
plication server will be needed to host the Web service. However, such an environment 
will be too complicated for users to request the expected computation and it will dis-
courage users to participate in the project. 

Because CPS is bases on the architecture of Web services, it will inherit the char-
acteristics of SOA (Service Oriented Architecture) which consists of three participants 
that are service requester, service provider and service broker. However, , three par-
ticipating roles will be changed slightly in order to make the program developed in CPS 
as thin as possible and the description of three roles is as following: 

1) The role of Coordinator: the coordinator acts as a service broker to fairly mediate 
between the computing unit (service requester) and computing requester (service 
provider). Its major function is to maintain a list which records the URL and 
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requirement of computing requester. This list will be created when the computing 
requester publishes its Web service in the coordinator. If computing unit asks for 
the subtasks through the coordinator, the coordinator will assign the URL of 
computing requester in the list to computing unit by round-robin mechanism. 
Afterward, the computing unit will use the specified URL to communicate with 
the computing requester directly. In addition, the function of account and auditing 
management will be implemented at the end of coordinator. This role is corre-
sponding to the role of UDDI in SOA. 

2) The role of Computing Power Requester: the requesters should design their ex-
periment processes and publish their requirement with the coordinator. In addi-
tion, it will assign the subtask to the computing unit with the work flow control 
capability. 

3) The role of Computing Unit: This role is responsible for executing computation. 
It will inquire the coordinator for the job while it is idle. After getting back the 
requester’s URL of Web services, it negotiates with the requester to download the 
subtask along with the required data. When the subtask is finished, it will respond 
the result to the requestor and the whole procedure will continue until all subtasks 
are completed. 

The interaction among roles and the operating procedures of CPS are described by 
the Fig. 1 below.  
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Fig. 1. The operation diagram of CPS with the TaskUnit interaction 

Even BPEL doesn’t support the distributed computing, it does support CPS with 
visual development environment and the capability of workflow control. This study 
develops a TaskUnit program by BPEL which interacts with P2P CPS middleware 
(Fig. 1) to resolve this issue. It comprises of two modules where one module is to  
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invoke a ExpClient Web service and the other one will asynchronously receives the 
results from P2P CPS middleware. 

The Fig. 2 is the layered diagram of CPS architecture. By functionality, the archi-
tecture is divided into five different layers which are the user layer, the power sharing 
layer, the communication layer, the contract layer and the discovery layer. 
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Fig. 2. The layered diagram of CPS Architecture 

Excluding the User Layer, the other 4 layers comprise the P2P Power Sharing 
middleware which is the core of CPS. The Power Sharing Layer corresponds to the 
Description Layer of Web services. It describes the interaction between the requester 
and the computing unit. The Communication Layer uses the communication mecha-
nism of Web services, i.e. SOAP. The Contract Layer defines the conversation between 
a computing unit and the requester. The coordinator operates in the Service Discovery 
Layer as a broker agent for the requester and the computing unit. The coordinator will 
not involve with the actual task and behaves like the UDDI role at the Web Services. 
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The users access the whole architecture in the User layer. At computing unit, it provides 
an interface to control the execution of the program and allow the user to design the 
BPEL process at the interface of the requester. Besides, it also provide GUI interface to 
facilitate the design and management of the process workflow. 

Because CPS is based on Web services, the middleware is also established by the 
protocols of Web services as Fig. 3 depicts. 
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Fig. 3. The diagram of P2P middleware in the CPS architecture 

CPS is implemented in the trusted network in order to efficiently utilize the enter-
prise computing power. The coordinator publishes a Web service to provide the list of 
requiring computing power as the access point of CPS. As for the requester, it uses 
Oracle Process Manager Server to host BEPL engine and Oracle PM designer with 
Eclipse to provide GUI interface for design and management. Meanwhile, the task 
program from the requestor is run at the computing unit with low priority like the 
screensaver. 

4   Implementation and Discussion 

The CPS architecture is implemented with low cost software and the system require-
ment is shown in Table 1. In order to test the performance of the CPS system, a digital 
watermarking algorithm with wavelet filter bank selection is performed [13]. Discrete 
Wavelet Transform (DWT) based watermark makes use of filters to filtrate and con-
struct the signals of a digital image. Among filters, analysis filters are used for distin-
guishing between the low frequency signals and the high frequency signals in a digital 
image; synthesis filters are used for constructing image based on the low frequency 
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signals and the high frequency signals. The whole DWT based digital watermark al-
gorithm includes decomposition, embedding, reconstruction, and detection procedures 
[14][15]. Through the comparison of original watermark and the embedded watermark 
from the attacked image, a similarity function based on correlation statistics is calcu-
lated and the authority of the digital image can be verified. By using the algorithm, 
digital copyright properties can be well protected and the ownership information can be 
preserved under attacks. 

In Fig. 4, it is an example of decomposition of Lena image using DWT. The  
watermark was embedded in the band 9 as circled area. 

Table 1. The implementation environment of CPS architecture 

Role Environment Requirement 
Requester Microsoft Windows 2000, XP, 2003 

Oracle BPEL Process Manager 2.1.2 Server 
Oracle BPEL Process Manager Designer 2.2 + Eclipse 3.0 

Microsoft Internet Information Services 5.1 
Microsoft .Net framework v1.1 

J2SE SDK 1.4.2.08,  
ExpClient v1.0 Web Services 

Computing 
Unit 

Microsoft Windows 2000, XP, 2003 
Microsoft .Net framework v1.1 

Computing Unit v4.0 win32 version 
Coordinator Microsoft Windows 2000, XP, 2003 

Microsoft .Net framework v1.1 
Microsoft Internet Information Services 5.1 

Microsoft SQL Server 2000 Personal 
Coordinator v1.0 Web Services 

 

Fig. 4. An example of decomposition using DWT 
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In order to further verify the robustness of digital watermark in [13], a number of 
filter banks are selected to decompose and reconstruct the digital image which is con-
structed by different wavelet filters. Without CPS, the total computation time consumes 
21 hours and 12 minutes by a HP Pentium IV 3.2G MHz desktop PC with 512M DDRII 
RAM which executes 76,177 wavelet filters for the watermarking algorithm with JPEG 
attacks. If the task is performed by a lower capable computer like Pentium III 737 MHz 
PC with 512M RAM, the total computation time will take 47 hours and 19 minutes. 

 

Fig. 5. Total computation time by CPS for the wavelet filter evaluation 

To take advantage of the CPS architecture with distributed processing capability, 
the wavelet filter evaluation algorithm testing total 76,177 filers which are grouped 
into several subtasks with 100 filters in each subtask. By using the similar model of 
Pentium IV 3.2G desktop computer with equal computing capability at the computing 
unit, the total computation time versus the number of computers involved for the task 
is shown in the Fig. 5. 

Through the collaborated computing system CPS, the time consumption is reduced 
dramatically while the number of computer unit increases. For example, the task takes 
3 hours and 54 minutes while six computing units participate in the job. From Fig. 5, 
the reduction ratio is steeper when computer unit increases from one to two than 
computer unit increases from three to six. This fact is more significant when the 
computer unit increases since the communication between the requestor and computing 
units also increases. The communication overhead in the network and the subtask  
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assignments by the requestor slow down the reduction ratio which is not avoidable for 
the distributed computing P2P environment. Therefore, the reduction ratio goes down 
or even become flat when the number of computer unit continuously increases in real 
applications. 

The computing units were very dedicated for the task in the above experiments since 
it was performed during the office off hours. In practice, large scale computing task 
may take days to complete and the computing operation could overlap with the daily 
operation for the business. Under this principle, another simulation is performed for 
1,628,250 filters and each subtask consists of 500 filters. If one computer unit dedicates 
its whole computing power for the task, it will take approximately 19 days to finish. By 
using CPS under the condition of normal enterprise operation, it significantly shortens 
the computing time to 2 days 14 hours and 13 minutes by the maximum of total 16 
different computing units which are executing the tasks in the background mode 
without interfering with the business daily processes. Therefore, we can see the CPS 
indeed helps executing the computation-intensive task under the Web services based 
P2P environment and it can be easily implemented for the integration of enterprise 
computing with low cost. 

5   Conclusion 

This paper presents CPS - a Web Services based P2P architecture for distributed 
computing in a trusty network. CPS employs Web services protocols with the flexi-
bility in enterprise computing and integrated with BPEL in workflow control. CPS 
also takes advantage of the user-friendly visual environment to speed up the de-
signing processes. Such a lightweight architecture is especially applicable to the 
batch programs which need intensive computation power and suitable for the enter-
prises which can efficiently utilize their computing power after the office hours. A 
digital watermarking algorithm with wavelet filter bank selection is evaluated for the 
CPS performance comparison. Through the experiments, CPS efficiently utilizes the 
available computing units among the cooperation to reduce the total computation 
time for the task. Therefore, by integrating those computation powers within the 
organization, the computation intensive task or the whole business processes can be 
speeded up effectively. 
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Abstract. Online experimentation allows students from anywhere to operate  
remote instruments at any time. Web service, as the latest technology for distrib-
uted applications, provides a new potential to build Online Experiment Systems 
(OES). The most valuable feature of Web service for OES is interoperability 
across platforms and programming languages. In this article, we propose a  
service-oriented architecture for OES enabled by Web service protocols. We pre-
sent the methodology to wrap the operations of instruments into Web services. 
As the classic Web service is stateless, we discuss how to manage the instrument 
states in this application. Web service has intrinsic weaknesses on latency  
because it uses more transport layers for communication. Therefore we need to 
justify if the performance of Web services is feasible for online experiments. 

1   The Service-Oriented Architecture for Online Experiment 
System 

An Online Experiment System uses the scattered computational resources and instru-
ments on the networks for experiments. The current online experiment systems com-
monly use classic client-sever architecture [1][2][3] [4] and off-the-shelf middleware 
for communication [4]. Normally, an online system relies on products from individual 
companies, such as National Instruments or Agilent. WindowsTM is the common op-
erating system for these instruments. The client side needs to install proper software 
to operate the remote instruments. The goals of resource sharing among the online 
laboratories and easy access via the web remain unachieved. 

A Web service is a software system identified by a URI, whose public interfaces 
and binding are defined and described using XML (specifically Web Service Defini-
tion Language (WSDL) [5]). Its definition can be discovered by other software sys-
tems (e.g. via a registry server using Universal Description, Discovery and Integration 
(UDDI) protocol [6]). These systems may then interact with Web service in a manner 
prescribed by its definition, using XML based messages conveyed by Internet proto-
cols (i.e. Simple Object Access Protocol (SOAP) [7]). Web service is designed to 
support interoperable machine-to-machine interaction over a network. A service-
oriented architecture based Web service is suitable to integrate heterogeneous  
resources for online experiment system. 
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We present a double client-server architecture for online experiment system  
(figure 1). The first client-server architecture is between the client browser and the web 
server associated with the online lab management system. The second client-server 
architecture is between the online lab management system and the scattered resources 
that are wrapped as Web services. SOAP message is used for communication between 
the online laboratory and the remote resources. The online lab management system  
is the key component in this architecture. It has functions like a normal Learning  
Management System, such as tutorial management, student management etc. It also can 
utilize the remote Web services. The system works in a series of steps. A service  
provider first registers its services in a UDDI registry server (step 1 in Figure 1). A 
service requester searches the registry server and gets all the potential resources. It  
selects the proper services based on its own criteria (step 2). The service requester sends 
SOAP messages directly to the service provider to invoke the remote service (step 3). 

In this paper, we discuss how to interoperate the heterogeneous experiment  
resources using Web service, i.e. mainly the step 3 in figure 1. Process integration,  
i.e. how to discover the relevant resources and determine the operation process in a 
flexible way for an experiment, is not covered in this paper. 

 

Fig. 1. Double Client-server Architecture for an Online Experiment System 

2   Wrapping Instrument Functions as Web Services 

A WSDL file contains the operations of the Web service and the arguments to invoke 
operations. Our WSDL file provides three kinds of information: 1) the input/output 
parameters to operate the instrument; 2) the information about rendering the GUI of 
the instrument panels; and, 3) the metadata about the instruments. 

2.1   Instrument I/O Features 

Instrument I/O is a well studied domain for which industrial standards have been 
established. Using the I/O library, we can control the instrument by sending an ASCII 
string to it and reading ASCII strings back from it. The commonly accepted industrial 
standards are Virtual Instrument Software Architecture (VISA) and Interchangeable 
Virtual Instruments (IVI) [9]. Most commercial products follow these standards. The 
purpose of these standards is to enable interoperability of instruments, which means 
using common APIs of the instruments. 
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IVI is a standard built on VISA. Compared with VISA, IVI can operate the instru-
ment by referencing its properties. The IVI standard classifies the instruments into eight 
classes. Each class has basic properties that are shared by all the other instruments in the 
same class, and extension properties that are unique to the individual instrument. The 
following code sets the frequency of an Agilent Waveform Generator 33220A to 
2500.0HZ by using VISA and IVI. IVI COM operates the property of frequency di-
rectly, while VISA COM sends a string whose semantics defines the operation. 

//using IVI 

Fgen->Output->Frequency = 2500.0;      

 //using VISA 

Fgen->WriteString("FREQuency 2500"); 

IVI add more measurement functions than VISA, such as state caching (i.e. keep 
track of current instrument settings to avoid sending redundant commands to the in-
strument1), simulation, multithread safety, and range checking. But on the other side, 
IVI driver has longer learning curve and slower execution speed. IVI drivers run 
slower because they do not invoke the instruments directly. IVI drivers consist of 
class driver and instrument-specific driver. They both do not provide an appropriate 
route for interchanging two instruments from different classes that are capable of 
making the same measurement. 

2.2   Wrapping Instrument Operations Based on VISA and IVI Standards 

Since both VISA and IVI send ASCII strings to control the instruments, the methodol-
ogy of wrapping the instrument services can be generic to any instrument. This means  
 

Table 1. The Snippet of WSDL to Operate an Instrument 

<?xml version="1.0" encoding="UTF-8"?> 

<wsdl:definitions ……> 
……
<!--define the response message --> 
……

  <!--define the request message --> 
<wsdl:message name="writeStringRequest">

    <wsdl:part name="in0" type="xsd:string"/>
  </wsdl:message>

<!--define the operation --> 
<wsdl:operation name="writeString" param -eter
Order="in0">

      <wsdl:input message="intf:writeStringRequest"
name="writeStringRequest"/>

      …… 
    </wsdl:operation>

 
                                                           
1  For Web service, stateful service means to distinguish different client and invocation. It is 

different from the state here. 
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the same Web services interface. We need only to define an operation writeString for 
sending commands or data to the instrument. The argument of this operation is always 
string, which is the same for any instrument. Similarly, we define an operation read-
String for getting status or data from the instrument. Table 1 is the snippet of WSDL for 
defining the operation of writeString. See the WSDL snippet in Table 1. 

For example, we want to operate the waveform generator to generate a sinusoid 
waveform. The set of control parameters for the sinusoid waveform contains “instru-
ment address”, “wave shape”, “impedance”, “frequency”, “amplitude”, and “offset”. 
In order to save the time of composing SOAP message and establishing network con-
nection, we combine multiple commands into one string, so that only one SOAP mes-
sage is sent. After the server gets the string from the client, it will parse the string 
according to the delimiter (here we use “;”) and send the command to the instrument. 
The following string combines multiple commands for the waveform generator. 

"*RST;FUNCtion SINusoid;OUTPut:LOAD 50;FREQuency 
2500;VOLTage 1.2;VOLTage:OFFSet 0.4;OUTPut ON"; 

Using VISA, the commands are parsed into the following code. 

Fgen->WriteString("*RST");  

Fgen->WriteString("FUNCtion SINusoid"); 

… … 

Fgen->WriteString("OUTPut ON"); 

Using IVI, the commands are as following (the combined string is a little different 
from the one in VISA). 

Fgen->Utility->Reset(); // Reset  

Fgen->Output->Function = 
Agilent33220OutputFunctionSinusoid;  

Fgen->Output->Frequency = 2500.0;  

Fgen->Output->State = VARIANT_TRUE; //on  

.... 

We can also define one generic WSDL for each IVI instrument class, in which the 
operations for each property are define. The interoperability is satisfied if the instru-
ments are in the same class and if they have the same extension properties. 

3   Design the Web GUI for the Instrument 

We need to display the panel of a remote instrument graphically on a web browser, so 
the user can operates the GUI to control the instruments. The principle is as follow-
ing. The instrument panel is serialized as an XML file [4] and stored at the end of the 
remote instrument service. When the service is chosen, this file will be downloaded 
from the service to the online lab management system. The Web server of the online 
lab management system can parse it and render it to the client. 

Figure 2 shows the process in detail. The XML schema for the Digital Multi- 
meter is in DMM_GUI.xml. It is the knowledge of the online lab management  
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system. The online lab management system uses it to validate the file 
DMM_Agilent_34401A_GUI.xml which defines the GUI for the Agilent 34401A 
(downloaded from the remote service). Then JAXB (an API and tools that automate the 
mapping between XML documents and Java objects) is used to parse 
DMM_Agilent_34401A_GUI.xml and map it to java servlet objects. The Web service 
associated with the online lab management system displays the panel objects on a 
HTML page. The right bottom section of Figure 2 shows the generated GUI page. 

 

Fig. 2. The principle to display instrument panel from its XML description 

It is a little more complex to show arbitrary shapes, such as waveforms. We have 
three options, generating a jpg image for the waveform or using applets (for java) or 
activeX control (for windows platform). 

Table 2 shows a snippet of the XML for Agilent 34401A [10]. One can see the con-
tainer panel objects are the parentFrame, parentPanel and childPanel. A container 
 

Table 2. A snippet of the XML to describe the panel of Agilent 34401A 

<parentFrame parentFrameName="Frame Container">
<parentFrameLayout> … </parentFrameLayout>

</parentFrame>
<parentPanel parentPanelName="Parent Panel">

<parentPanelLayout>GridBagLayout</parentPanelLayout> <parent-
PanelDimension>…</parentPanelDimension>

</parentPanel>
<childPanel childPanelName =     "ExternalParametersChildPanel">

<childPanelLayout> … </childPanelLayout>
  <component className="jLabel">

<componentName> … </componentName>
         …

</component>
   … 
</childPanel>
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object can contain other panel objects, such as labels and text boxes. A container object 
has a layout that describes how to render the objects inside the container. 

4   Interfaces of Meta Information 

The IEEE Learning Object Metadata (LOM) standard defines metadata for a learning 
object [11]. LOM is designed for the objects of an online course. It includes informa-
tion such as the author, the organization, and the language. Instruments can be taken 
as a kind of Learning Object. In [3], the LOM standard is extended for experimenta-
tion context. For operating an instrument, we add two additional types of information, 
the availability and the quality of services (QoS). 

Table 3. The operations to get metadata information in WSDL 

<!--define the operation --> 
<wsdl:operation name="getLOMMateData">
  <wsdl:output name="getLOMDataResponse">
 </wsdl:output>

<!--define the operation --> 
<wsdl:operation name="getAvailabilityInfo">
  <wsdl:output

name="getAvailabilityResponse">
 </wsdl:output>

<!--define the operation --> 
<wsdl:operation name="getQoSInfo">
  <wsdl:output name="getQoSResponse">
 </wsdl:output>

 

 
In the WSDL, we define the operation, getLOMMetaData, to download the infor-

mation and getAvailabilityInfo, to get availability information for booking the service 
(Table 3). 

QoS information is accumulated from history and can become an important selling 
and differentiating point of Web services with similar functionality. We record the 
successful connecting rate to the instrument, the response time to the instrument, and 
customer’s rating to use its service. QoS information can be used for selecting proper 
instruments for an experiment (not covered in this paper). We design the operation 
getQoSInfo for this in WSDL (table 3). 

5   Managing Stateful Instrument Web Services 

It is well known that classic Web service is stateless, i.e. it does not maintain states 
between different clients or different invocations. HTTP, the commonly used trans-
port protocol for Web services, is a stateless data-forwarding mechanism. There are 
no guarantees of packets being delivered to the destination and no guarantee of the 
order of the arriving packets. Classic Web services are suitable for services providing 
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non-dynamic information. In order to manage the instrument Web services, we need 
additional effort. 

An instrument itself does not record client information or invocations. Indeed, an 
instrument acts in a reactive way. It receives commands, executes them accordingly, 
and returns the results. If we say an instrument has “states”, these are the parameters 
of its working mode, which have nothing to do with the states of a web service. 

An instrument service needs to be stateful for two reasons. First we need to record 
the operations from one user for payment accounting and controlling how the user can 
use this instrument; and second we need to transport the results among several re-
sources asynchronously. 

Stateful services always rely on database or other persistency mechanism to main-
tain the states and recover from failures. But there are different schemas for defining 
the context of the states and how to pass the context between requests. Grid Services, 
such as GT4.0 from Globus alliance (www.globus.org), uses the pattern of “factory” 
to generate an instance of the service for each client. The service instance manages 
the stateful service for the client. This mechanism works well for a resource that can 
accept multiple users, e.g. a computer that can run multiple processes. Since the meas-
urement instruments are single user resources, this factory mechanism does not work 
well in this application. Web Service Resource Framework (WSRF) is another pro-
posed framework which relies on the resource itself to manage the states. WSRF 
passes the WS-addressing to point to the stateful resource. And this WS-addressing is 
past as the context of request between the client and server. Since our instruments are 
stateless resources, this framework does not work in this application. 

We design the stateful service for instrument resources as in Figure 3. The state 
context is identified by the client ID and the resource identifier (an URI). In detail: 

- Step 1. The client sends the request to the web service. The request should con-
tain the ID of the client to identify the session. 

- Step 2. The web service returns the identifier of the reference. 
- Step 3. The client always contacts the service using the resource identifier.  
- Step 4, 5. The online experiment is executed and the results are returned to the 

Web service.  
- Step 6. The Web service records the results in a proper manner and returns the 

results to the client. 

 

Fig. 3. The Stateful Service for Instrument Resources 
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6   Benchmark of Latency and Optimize the SOAP Efficiency 

The trade-off of high interoperability of Web service is lower performance than other 
middleware due to more transport layers used for SOAP messages. The delay in-
volves marshalling the SOAP message, binding it to the HTTP protocol at the request 
side, the transportation time over network and decoding time on the service side. Our 
benchmark test is aimed at determining the time to transport a service request from 
the requester to the provider. This test takes place when the instrument web service 
and the OES are on the same host. Thus, the Internet delay is not considered. We use 
ASCII strings for encoding a volume of the floating numbers in SOAP message. We 
assume each floating number has 16 digits to provide adequate precision. The size of 
the strings for floating numbers is directly proportional to the number of digits. We 
measured the time delay starting from the call of the service and ending as the request 
reaches the service endpoint. The dark blue line in Figure 4 shows the relation of the 
delay time vs. the number of data points per message. 

The most straightforward method of optimization is to reduce the SOAP message 
size. By sending data as a SOAP attachment, we can reduce the message size and also 
save the time for XML encoding. The overhead of this method is the time for process-
ing the attachment. The first test is using Multipurpose Internet Mail Extensions 
(MIME) attachment (purple line in Figure 4). We can see that when the volume  
of data is small, it is faster to transport XML message than to use attachment. It is 
because the encoding time is little for small volume of data, while the attachment 
processing costs more. But when there is large volume of data, the attachment way is 
faster, because the time for attachment processing does not increase much as the vol-
ume of data increases, while the encoding time increases proportionally to the volume 
of data. Transportation time of the SOAP message can be reduced further by  
compressing the payload. The second test is compressing the data into ZIP format and 
sending it as MIME attachment (yellow line in Figure 4). The payload size is 40~50%  
 

 

Fig. 4. Different Methods to send String Data through SOAP 
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of its original size. We can see that the ratio of the yellow line is about half of the 
purple one. The intersection to the vertical axis is not changed. It means that the time 
is saved at transportation time, while other costs (e.g. preparing attachment, establish-
ing connection) are unchanged.  

Direct Internet Message Encapsulation (DIME), another specification for SOAP  
attachment format, is especially designed to address the basic features required for 
applications handling SOAP messages with attachments in a minimal and efficient 
manner by providing chunking and a special designed record header. Thus, DIME is 
simpler, and provides more efficient message encapsulation than MIME, while MIME 
provides the most flexibility. Sky-blue line in Figure 4 is for the test using DIME with 
ZIP method. It has the same ratio as the yellow line due to the size of payload is trans-
ported. The basic offset is lower due to that DIME is more efficient of processing 
attachment. 

One can see that the transportation time can be reduced dramatically after the op-
timization. And the optimized delay falls into the feasible range for the context of this 
application when large amount data needs to be transported. We should point out that 
our application is in the e-learning domain and the tasks are not mission-crucial. 

7   Summary 

We present our solutions to several technical problems to integrate heterogeneous 
experiment resources using Web service. It focuses more on data integration, rather 
than process integration. For the next step, we will study how to describe the re-
sources in UDDI semantically and match the proper services for specific experiment 
requirements. SOAP performance is also an important topic for Web service too. As 
we write this paper, more optimization methods are presented. 
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Abstract. A Web-service based approach is presented which enables 
geographically dispersed users to share software resources over the Internet. A 
service-oriented software sharing system has been developed, which consists of 
shared applications, client applications and three types of services: application 
proxy service, proxy implementation service and application manager service. 
With the aids of the services, the client applications interact with the shared 
applications to implement a software sharing task. The approach satisfies the 
requirements of copyright protection and reuse of legacy codes. In this paper, 
the role of Web-services and the architecture of the system are presented first, 
followed by a case study to illustrate the approach developed. 

1   Introduction 

The authors are currently involved in two EU-China projects supported by the 
European Commission’s Asia Link and Asia IT&C programmes [1, 2], which include 
five geographically dispersed teams from four countries. In order to conduct the 
projects, the team members have to share their software resources, such as CAD 
packages, design tools, analysis software and calculation programs, over the Internet. 
Most of the software tools/packages/programs are not initially designed with 
distribution features and are not all written in the same computing languages. To meet 
the demand, an effective software sharing system has to be developed.   

The conventional way of software sharing is to give the binary or source file to the 
users. However, for the following reasons, the owner of the software probably neither 
wants to give the binary file nor the source code to other people. First, the executable 
file could be easily cracked by anti-compile tools and delivered to other people who 
have no rights to use it. The situation would be even worse when source codes are 
given, the copyright would no longer be protected. Secondly, the software may be 
released with a lot of copies being used in many different places. In such a situation, 
if a serious bug is discovered, it would take a lot of time to update all the copies. 
Sometimes the software development team may want to recode the old version of the 
program to make it adapt to new requirements, and the spread of the old version 
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makes the update difficult. Moreover, some software needs to request information 
from a database belonging to another organization, which may not wish to give 
permission to share the resources with users other than the service providers.  

To overcome the above drawbacks, a new way to share software, i.e. service-
oriented software sharing, is developed by the authors. This method neither gives the 
binary nor the source file to users; instead, it packs the binary files of the software 
resources, so called shared applications, within a Web service and provides users an 
interface of the service. The user of a shared application receives the description file 
of the interfaces, with which the user could build a client application to access the 
shared application via Internet. In this way, the software owner does not need to 
worry about the software sharing problems mentioned above and the software could 
be shared efficiently. However, most of the existing software programs/packages have 
not been designed for this purpose or do not follow the right structure in so doing. To 
resolve the problems, a method to package the software based on the Web service 
technology is developed by this research.  

In the following sections, after a brief introduction of the Web-service based 
approach for software sharing, the architecture of service-oriented software sharing 
system and its implementation are presented, followed by a case study to illustrate the 
approach developed. 

2   Service-Oriented Software Sharing and Web-Service 

2.1   Requirements for the Service-Oriented Software Sharing 

In the service-oriented method for software sharing, the term ‘service’ refers to a 
logic view of the real application defined in terms what it does, typically carrying out 
the business logic of an application. The service interface is an end-point where the 
particular business logic of an application could be invoked over a network. The 
description file of the service interface is accessed by the service requester. With the 
file, a client application, which interacts with the service to complete a task, is then 
built. This method enables the service requester to share not only the business logic of 
an application, but also the resources associated with the application. It provides 
enough facilities for users to allow their client applications to integrate such services 
for their use. Sharing software in such a way, the drawbacks of the traditional method 
for software sharing are overcome, and, hence, software can be efficiently shared. 

Although the new idea of software sharing mentioned above sounds simple (once 
someone has thought of it), the implications are often subtle. There are some 
requirements that should be taken into consideration: 

- It should support access control, for the reason that the software owner may 
allow only selected people to share his/her software. 

- Since many existing legacy applications have not originally been designed for 
distribution purposes, the issue how to convert these applications into 
distributed ones has to be considered.  

- The software performance is also a very important issue. 
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2.2   The Role of the Web Service in Service-Oriented Software Sharing  

There are some existing distributed technologies available for the purpose of software 
sharing over the Internet. However, the ways for those existing techniques to interact 
with the applications via the Internet are not compatible with each other. For example, 
the IDL (Interface Define Language) used by CORBA cannot fit the Servlet/JSP 
architecture [3]. Generally speaking, every client with such a technique could only 
invoke its own technique-compatible server application, which greatly reduces the 
flexibility of building client applications. Such a drawback could be avoided by Web 
service. 

Web service is an emerging technology and provides a Service-Oriented 
Architecture (SOA) [6, 7], supporting interoperable machine-to-machine interaction 
over a network. It has an interface described in a machine-processable format called 
WSDL (Web Service Description Language) [8]. It enables clients to establish the 
client-side program in a language/technique with their preferences, to interact with the 
service by following the service description using SOAP messages [9].  

 

Fig. 1. Different clients access applications via Web service interfaces 

For the Web service approach, once the shared application, i.e. the software, is 
packed into a service, the uniformed service interface, which is provided by WSDL 
[3], is then published. After such WSDL files are discovered by other people, who 
could build their own applications interacting with the service interfaces, and it is not 
necessary for them to understand the internal structure of the service. The service 
could be visited by programs written in JSP/Servlet, CORBA or others over Internet 
even could be directly visited by an unknown application. Multiple users with 
different client applications could visit the same service at the same time as shown in 
Figure 1. For example, while some people are using a web browser to invoke the 
service, another batch of users use their own customized client-side programs to call 
the service. So by using web services in software sharing, a legacy program could be 
easily integrated into the system as a Web service package with distribution features. 
The same service not only is available for multiple users, but also has multiple ways 
of accessing. 

3   Structure of a Service Oriented Software Sharing System 

The Service oriented software sharing system has to be designed to meet the 
requirements stated in the previous section. The first requirement could be easily 
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achieved by using Web service. The other requirements are met by careful design of 
the system components as detailed in this section.  

3.1   Constituents of a Service-Oriented Software Sharing System  

In the service-oriented software sharing system developed using Web-service 
technique, there are three types of services:  

- Application proxy service,  
- Application proxy factory service, and  
- Application manager service  

Besides the three services, there are two types of applications 

- Shared applications which are the software packages/programs, such as CAD 
packages, design tools and calculation programs, to be shared amongst the 
collaborative team members and users, and  

- Client applications interacting with the shared applications, which are built 
with the service interfaces description files and are used by the people, who 
want to access the shared applications. 

Application proxy service (APS). The APS provides a surrogate for the process to 
run a shared application and to control the access to it. It models functions presented 
in the shared application and exposes the functions as Web services. Actually, an 
application proxy Web service is similar to a running process of a shared application, 
but it is accessed remotely. The APS also manages the resource used by the shared 
application, monitors the situation of the shared application, and handles security and 
other issues. A client application interacts with an APS to share an application. 

Application proxy factory service (APFS). It may be a common situation that the 
shared applications are not originally designed for service-oriented software sharing. 
Some of them even cannot be used in a multi-user environment where the service-
oriented software sharing method is to be utilised. A single APS cannot serve multiple 
users, so there would be multiple services to serve different clients. These APSs 
should be managed, and the resources used by these services should be managed too. 
The APFS, which is similar to the process management in a local Operation System, 
is designed to meet the needs of managing the creation and lifecycle of an APS. The 
resources used by these services are also managed by the APFS. Each shared 
application has an APFS to create multiply APS instances. The APS and APFS 
pattern not only make it possible for an application to be packed with a web service, 
but also make a single user application pretend to be a multi-user one, which is 
similar to research results presented in [3]. 

Application manager service (AMS). In an Internet environment, everyone could 
access the same single Web service using his/her own client application at the same 
time. Although the APS and APFS are used to make a shared application pretend to 
be a Web service based on a multi-user one, it is in fact a single user one. The number 
of clients that these applications could serve at the same time is not as good as a pure 
Web service one. So the AMS is built to confront this performance issue. Another 
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reason of building the application manager service is to support the access control 
mechanism. 

3.2   Architecture of the Service-Oriented Software Sharing System   

Figure 2 shows the architecture of the service-oriented software sharing system. There 
probably are multiple shared applications installed in multiple computers. Each of 
them is installed with the APFS.  The process of activating the shared applications is 
represented by the APS created and managed by the APFS. All the APFSs are 
registered to the AMS and assigned an application identifier. The AMS has an ACL 
table for security control. 
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Fig. 2. Architecture of service-oriented software sharing system 

Figure 3 shows the process of interaction between client applications and other 
components within the system. When the user launches a client application, the client 
application issues a request to get an APS from the AMS. When the request arrives, 
the AMS looks up the APFS registered in the catalogue using the application 
identifier specified by the client application. If the APFS exists in the catalogue, the 
AMS then checks whether the client application has the right to use it. If the access 
right checking is successful, then the AMS interacts with the APFS to create an APS.  

It’s possible that multiple APFSs are associated with one shared application. 
These services may be installed in different locations. When an APFS is requested to 
create an APS by AMS, it should determine whether a new APS is to be created or 
not. If the APFS cannot create a new APS, the AMS is then informed, and hence the 
AMS chooses another APFS instead.  

After an APS is created by an APFS, the AMS returns the handle of the newly 
created APS to the client application. The AMS authorizes the client application with 
a license to access the APS. Then the client application uses the handle to access the 
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shared application. After the client application completes its task, the APS used by the 
client application terminates, and the resources allocated to the APS are then 
released accordingly. 

During the process of interaction described above, the client application cannot 
access the shared application without authorization. This performance issue is 
solved by the AMS and APFSs, and the service-oriented software sharing is thus 
achieved. 

It would be a challenging work to assure the reliability of the system, such as 
handling the exception that one APS is down while it is being processed. This is 
currently being dealt with in the authors’ on-going research.  

 

Fig. 3. Process of interaction 

4   Implementation of the Approach 

The major tasks for implementation of the Web-service based approach for software 
sharing include packing an application with an APS and implementation of the 
APFS and AMS. The development of the methods for conducting the tasks is 
detailed below. 

4.1   Application Packing 

The APS represents a process of activating a shared application. When a request 
arrives, the APS delegates the request as local function calls to the associated 
process. The primary issue of this service is how to pack an application with an APS. 
Four strategies are developed to pack different types of applications as categorized 
below: 
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- Applications with distributed features. In this case, most applications could be 
packed with Web service by wrapping the interfaces exposed for distribution 
purposes. With these interfaces, the APS could be easily built. 

- Applications built with component technology. If all the business logics of the 
application reside within a single component, then the solution is to simply pack 
the component object and expose the web service interface. If the business logic 
resides in multi-component, a new business object, which interacts with multi-
components and exposes all of business logic interfaces, should be built, and then 
the business object could be packed with APS. 

- Applications using shared libraries. In this case, the solution is to build adapters to 
call functions within the shared libraries, and then build a high-level business 
object to interact with low-level adapters, finally, expose the business interface 
with the APS. 

- A standalone executable file as an Application. This kind of application is very 
difficult to be packed into services though it is still possible to do so. In most cases, 
it is recommended to rewrite the application. However, in some cases, applications 
are really very important and it would be costly to rewrite, some solutions could 
still be available. For example, Microsoft Visual Studio Net provides some tools to 
convert a standalone executable file into DLL, and then the strategies mentioned 
above are applicable.  

In other situations, some applications use input stream to read data and output 
stream to write results. These standard I/O streams could be replaced with or 
redirected to another input or output streams. For example, in Java language the 
System.setIn() method could be used to replace standard input stream with an input 
stream, even a network input stream. So an aided application could be written to 
replace or redirect the I/O stream of the original application, then expose interface 
using Web service. Another case is that applications use command line arguments to 
read data. To deal with this, an aided program with functions to execute files by 
specified command line arguments are necessary; such functions exist in most 
programming languages. 

For applications, most of which are Graphical User Interface (GUI) applications, 
do not use standard I/O functions, they could be converted into shared libraries. If 
users want to reuse these applications instead of rewriting them, which often results in 
an unimaginable high cost, the solution is to build a bypass library to replace the 
library needed by the application. The bypass library interacts with the APS. Due to 
the complexity of the work involved, it is not recommended.  

4.2   The Implementation of APFS 

APFS has a function to create an APS. When a creating request arrives, the 
application proxy factory should check the status of the local computers to determine 
whether a new APS could be created or not. After a new APS is created, the APFS 
allocates the resource required by the APS, and then registers the APS to a proxy 
service catalogue. This catalogue is stored in the XML format.  

The APFS should manage the lifecycle of all the APSs. It periodically checks 
whether an APS in the service catalogue is still active. If an APS is inactive, the 
application proxy factory would dispatch a timer for this service. The inactive APS 
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would be removed. If its TTL (Time To Live) is over, the associated shared 
application process should be terminated. The resource allocated to this process is 
then released. In current version of the software sharing system developed by the 
authors, each application factory service is associated with only one shared 
application and accessed only by the AMS. 

4.3   The Implementation of AMS 

The main function of the AMS is to deal with the performance and security issues. 
The AMS provides a catalogue containing URIs of all registered APFSs. The 
application identifier identifies all the APFSs of a shared application. As mentioned in 
the above sections, each APFS represents a shared application in a computer. So the 
application identifier is used to look up all the APFSs of a shared application. 

The APFS catalogue is implemented via an interface, which connects to a 
relational database, typically a MySQL database. Each APFS is registered as a 
database entry containing an application identifier and URI of the application Proxy 
factory service. When looking up a specific shared application, the URIs of APFSs 
with the same application identifier should be returned. Then the AMS interacts 
with the APFSs using these URIs to create an APS. 

In order to achieve higher performance, a shared application could be installed in 
multiple computers with an APS associated with each one. Then all the APFSs are 
registered to the AMS. When creating an APS, the AMS polls these APSs and 
chooses one, which has reported that there are enough resources to create a new APS. 

There is also a table used to store the Access Control List (ACL) information for 
a shared application in the factory service catalogue. In the current version, the 
AMS use PKI (Public Key Infrastructure) [5] for access control. Each entry in the 
ACL table contains certificate information of each application identifier with its 
authorized users who could use the application. When a client application requests 
to use a shared application, it sends its certificate information in a SOAP header to 
the application manager. Then the application manager checks whether the client 
application could use the shared application by using the ACL table. If the client 
application has access right, the AMS signs a certificate to the client application. 
This certificate expires after the client application finishes its tasks. In the last step, 
the AMS uses the APFS to create an APS, and then returns the handle of the APS to 
the client application, which finally uses the certificate given by the application 
manager to interact with the created APS.  

5   A Case Study 

In this section, a software package for gear design optimization, GearOpt, is used to 
illustrate the Web-service based approach for software sharing. The original GearOpt 
is of a single user version without distribution features [11]. As the increasing demand 
of using this application for gear design, it is shared by using the service-oriented 
software sharing approach.  

The original application consists of a graphical user interface (GUI), a genetic 
algorithm (GA) program and a numerical analysis program for gear strength 
calculation to the British Standard BS 436. The GUI is used to input data, setting-up 
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the optimization specifications (goals, weight factors, population size and number 
of tests) and display results; the GA program conducts the optimization and the 
numerical analysis program is invoked by the GA program in the optimization 
process to calculate the tooth strength. All the three parts are integrated into a single 
software system.  

The GA and numerical analysis programs are the core of the software. So the aim 
is to wrap the GA program and the numerical analysis program with Web service 
and to build a GUI client application to interact with the Web service. The input 
parameters of GA program are stored in a file and the location of the file is 
specified from command line arguments. Such a situation is discussed in section 4. 
In the Java language, the class Runtime has a method called exec. This method 
executes an executable file and specifies the command line arguments. After the 
GA program calculates the gear parameters, it produces the results as a file in its 
working directory. The Runtime.exec() method also specifies the working directory. 
So the input and output of the GA application can be redirected. 

A program called GA proxy service and its GA proxy factory service were 
written. When the request for creating a GA proxy service is received by the GA 
proxy factory service, this service then allocates a file to record the input data, 
specifies the working directory and creates a new GA proxy service. Each creating 
request creates a different file stored in different directory and has a different 
working directory. Otherwise different requests probably clash with each other.  

The client application is a GUI application written in Java. It is also used for 
designing data input, setting-up optimization specifications, and displaying results. 
The difference between the new and original GUI applications is that the new one 
interacts with remote GA program with web service. Of course, the client 
application could be built using other technology in different form. After GA proxy 
factory service creates a proxy service, the proxy service handle is returned to the 
client application. Then the user uses the client application to input parameters used 
in gear optimization and send data to the GA proxy service. The GA proxy service 
reads the data and stores them in the allocated file; then Runtime.exec() method is 
invoked to specify the file location and working directory, followed by execution of 
the application. After this, the results are stored in another file which is read by the 
proxy service, and then the proxy service returns the results to the client. Finally, 
the client application displays the result to the user. 

In the current version, the GA proxy service, GA proxy implementation service 
and GA program are installed in multiple computers for performance reasons. The 
GA proxy implementation services are registered to the AMS using ‘GA’ as its 
application identifier.  People who want to use the application could use the client 
application to do their jobs. The remote application serves the request and returns 
the results. But before invoking the application, the user should request an access 
right to the GA.  

6   Conclusion 

A Web-service approach for software sharing has been proposed, based on which a 
service-oriented software sharing system has been developed. It enables geographically 
dispersed team members to share their software resources, such as CAD packages, 
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design tools, analysis software and calculation programs, over the Internet. Different 
from traditional methods of software sharing, the Web-service based approach neither 
gives the binary nor the source file to users; instead, it packs the binary files of the 
software resources within a Web service and provides users an interface of the service. 
It hence meets the requirements of copyright protection, reuse of legacy code, and better 
performance. 

This research utilized the application proxy service, proxy implementation service 
and application manager service to conduct a software sharing task. It has been 
approved that the three-service method is successful and effective. 

Nowadays, software sharing is a common issue for collaboration over a network, 
therefore, the Web-service based approach developed by this research has a great 
potential for applications in a wide range of areas.  
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Abstract. It is a challenging issue to exchange procedural CAD models between 
heterogeneous CAD systems. In this paper, we extend the synchronized 
collaborative design environment among heterogeneous CAD systems, which we 
developed previously, to a Web services based platform for exchange of 
procedural CAD models between heterogeneous CAD systems. First, the real-
time exchange of one single operation is extended to the exchange of a complete 
procedural CAD model between heterogeneous CAD systems. Second, Web 
services technology is adopted to encapsulate the procedural CAD model 
exchange functions to a standard interface, which is then released on the Internet 
and can be easily used by remote developers in their windows applications, Web 
applications, and so on. Finally, a Web service for exchange of procedural CAD 
models between SolidWorks and Autodesk Mechanical Desktop is realized. 

1   Introduction 

As products are often developed via different CAD systems by different enterprises, 
the product data exchange is displaying its appealing importance along with abundant 
cooperation carried on between enterprises in the modern world. 

The parametric information, such as features, parameters, and constraints in the 
procedural CAD models, needs to be transferred in the process of CAD data exchange 
since it includes the significant design intents which have all along been designers’ 
main concern. The design intents are the functional requirements provided by 
customers, i.e., a set of geometric and functional rules which the final products have 
to satisfy. However the exchange of the parametric information between 
heterogeneous CAD systems is hitherto a tough problem in the field. In search of a 
feasible way to exchange the information accurately, though, there have been some 
efforts worldwide. These works have their own characteristics, advantages but also 
limits, which shall be described in Section 2 of this paper. 

Recently, we have constructed a synchronized collaborative design platform based 
on heterogeneous CAD systems [1, 2]. In this paper we extend the synchronized 
collaborative design environment that we have developed to a Web services based 
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platform for exchange of procedural CAD models between heterogeneous CAD 
systems, so that remote users can utilize the platform to exchange parametric feature-
based models between heterogeneous CAD systems by a standard interface in their 
windows applications, Web applications, etc. 

2   Related Work 

In recent years, the exchange of procedural CAD models between heterogeneous 
CAD systems has attracted increasingly great attention. Outlined here in the following 
are some of the main works conducted so far. 

Choi et al. [3] proposed a macro-parametric approach to exchange CAD models 
between different CAD systems. By analyzing the general commands of several 
commercial CAD systems (CATIA, Pro/ENGINEER, UG, IDEADS, SolidWorks, 
and SolidEdge), they set up a series of neutral commands. The standard commands set 
is a common set of modeling commands [4] that are used in part modeling modules of 
major commercial CAD systems. Instead of directly exchanging CAD models, their 
method exchanges the macro command files between different CAD systems through 
neutral commands. This approach is dependent on whether the macro files of CAD 
systems provide sufficient information. As pointed out by the authors, the approach is 
not applicable to Pro/E since the macro file of Pro/E cannot provide the required 
information.  

Rappoport [5] introduced Geometry Per Feature (GPF), a method for integration of 
parametric and geometric data exchange at the single part (object) level. Features can 
be exchanged either parametrically or geometrically, according to user guidelines and 
system constraints. At the target system, the resulting model is represented by means 
of a history tree, regardless of the amount of original parametric features that have 
been rewritten as geometric ones. By using this method they maximize the exchange 
of overall parametric data and overcome one of the main stumbling blocks for feature-
based data exchange. 

Some work aiming at extending the international standard ISO 10303 (STEP) [6] to 
permit the exchange of procedurally defined shape models between CAD systems is 
being conducted. The specific work includes: 

• ISO 10303-55: “Procedural and hybrid representation” is out for ballot as a 
Draft International Standard. The most basic entity defined in ISO 10303-55 is the 
procedural_representation_sequence, which provides the capability for capturing 
the precise ordering of operations. Specialized subtypes are also provided for the 
representation of sequences defining wireframe, surface and solid models (in the 
last case, CSG operations are available). Although its main intended application is 
the procedural representation of CAD shape models, ISO 10303-55 is a 
fundamental resource for the whole of the STEP standard. 

• ISO 10303-111: “Construction history features” has passed its Committee Draft 
ballot, and a Draft International Standard version is in preparation. It is being 
written for the representation of design features. Its scope is based on an analysis 
of the capabilities of several major CAD systems and of a range of typical 
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mechanical engineering parts. It is intended that ISO 10303-111 will provide a 
future edition of AP203 (‘Configuration controlled 3D designs of mechanical 
parts and assemblies’) with the ability to capture a range of design features that 
have been identified as common to all major CAD systems. 

In addition to academic researches, there are also some feature-based translators 
developed by companies such as ASPire3D [7], Proficiency [8], Theorem [9], and 
TTI [10]. A typical case in point is Collaboration Gateway, the translator developed 
by Proficiency. In Collaboration Gateway, the Universal Product Representation 
(UPR) architecture is defined and adopted to provide universal support for all data 
levels employed by today’s CAD systems (It enables an unprecedented level of CAD 
interoperability through sharing of design intents including features, dimensions, 
history, assemblies, metal data, and other information). Currently, Collaboration 
Gateway has been able to support four high-end CAD systems including IDEAS, 
Pro/ENGINEER, CATIA and Unigraphics.  This product has its powerful Web page 
but does not provide a standard Web service interface for development, in which 
application developers throughout the world are very interested. 

3   Design of the Procedural CAD Model Exchange Platform Based 
on Web Services 

3.1   Underground Procedural CAD Model Exchange System 

We developed a Synchronized Collaborative Design (SCD) platform based on 
heterogeneous CAD systems previously [1, 2]. It is a replicated architecture with a 
distinct CAD system at each site which performs product modeling. In each site there 
are two translators in addition to an independent CAD system. One is the SMO-to-NMC 
translator which is responsible for translating each SMO (system modeling operation) 
just carried out locally into an NMC (neutral modeling command) that will be sent to 
other sites immediately. Another translator, called NMC-to-SMO translator, is in charge 
of translating each received NMC from other site into one or more corresponding SMOs 
of the CAD system. It is these two translators in each site that make possible the real-
time exchange of the modeling operations between heterogeneous CAD systems and 
thus enable the platform to support synchronized collaborative design. 

In this work, we first extend the platform to make it capable of supporting 
procedural CAD model exchange between heterogeneous CAD systems. Fig. 1 shows 
the system structure of the procedural CAD model exchange platform. 

Although the core ideas and essential techniques are similar between the 
synchronized collaborative design platform and the procedural CAD model exchange 
platform, i.e., using Neutral Modeling Commands and original CAD systems’ APIs to 
achieve the exchange of modeling operations between heterogeneous CAD systems, the 
implementation details are different. In the procedural CAD model exchange platform, 
since all heterogeneous CAD systems are on the same site, the local NMC sequence is 
used to achieve the exchange of modeling operations between different CAD systems in 
this platform. Moreover, since the procedural CAD model exchange platform deals with 
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Fig. 1. The procedural CAD model exchange platform 

the whole model rather than a real time modeling operation in the synchronized 
collaborative design platform, the translators and NMC set need to be modified as 
follows: the SMOs are extracted by traversing and parsing the feature tree constructed 
from the part file of the CAD system instead of capturing real time modeling operation 
event; three new NMCs are added, which will be described in Section 3.4. 

3.2   SOA and Web Services 

An SOA (Service-Oriented Architecture) is a component model that inter-relates the 
different functional units of an application, called services, through well-defined 
interfaces and contracts between these services. The interface is defined in a neutral 
manner that should be independent of the hardware platform, the operating system 
and the programming language in which services are implemented. This allows 
services, built on a variety of such systems, to interact with each other in a uniform 
and universal manner. 

Web services technology allows applications to communicate with each other in a 
platform- and programming language-independent manner. A Web service is a 
software interface that describes a collection of operations which can be accessed over 
the network through standardized XML messaging. It uses protocols based on the XML 
language to describe an operation for execution or data for exchange with another Web 
service. A group of Web services interacting together in this manner defines a particular 
Web service application in a Service-Oriented Architecture (SOA). 

Web services use XML that can describe any and all data in a truly platform-
independent manner for exchange across systems, thus moving towards loosely-
coupled applications. Furthermore, Web services can function on a more abstract 
level that can reevaluate, modify or handle data types dynamically on demand. So, on 
a technical level, Web services can handle data much more easily and allow software 
to communicate more freely. 
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SOA itself is an abstract concept of how software should be put together. It relies 
on the more concrete ideas and technologies implemented in XML and Web services, 
to exist in the software form. 

The distinction between SOA services and Web services lies in their designs. The 
SOA concept does not exactly define how services are specifically to interact, but just 
how services can understand each other and how they can interact. Web services, on 
the other hand, has specific guidelines on how messaging between services needs to 
interact; i.e., the tactical implementation of an SOA model is most commonly seen in 
SOAP messages delivered over HTTP. Thus, Web services are essentially a specific 
subset of how an SOA can be implemented. 

Through the analysis above, we recognize the significance of SOA and decide to 
develop a Web service to encapsulate our procedural CAD model exchange system. 
Once our Web service is published on the Internet, any developers are supposed to 
find this service through UDDI (Universal Description, Discovery and Integration) 
and use its function of exchange procedural CAD model to help build their 
applications or services. In fact, they could simply use it without knowing the details 
of our procedural CAD model exchange system. 

3.3   Architecture of the Web Services Based Platform 

Fig. 2 shows the architecture of the procedural CAD model exchange platform based 
on Web services. The left part is the underground data exchange platform, while the 
right part is the Web service module which provides a service interface without 
revealing the implementing details of the data exchanging. 
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Fig. 2. Architecture of procedural CAD model exchange platform based on Web services 

The Data Exchange Agent module takes charge of dispatching NMCs to a suitable 
CAD system after the source CAD part file has been uploaded. And then this agent 
will listen to detect whether the translating work has been done and will send out the 
transformed CAD part file when assured. 
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Actually, the application module is not a part of this platform. The user application 
is any module that needs our service. It can be a windows application, a Web 
application, or even an alternative Web service, if the developers prefer it. Through 
the interface we defined these applications could use it. 

3.4   Construction Details of the NMC Set and the Web Service Interface 

The original NMC set used in the synchronized collaborative design platform cannot 
completely satisfy the needs of our procedural CAD model exchange platform. So we 
extend the NMC set to have four new NMCs: NewCADFile, OpenCADFile, 
SaveCADFile and CloseCADFile. Now let us see the specific data flow. 

First, when the source CAD part file has been uploaded to the translating system, 
the data exchange agent will dispatch an OpenCADFile NMC to the suitable CAD 
system (according to the source CAD part file’s type).  
Then, in this source CAD system, we need to: 

1) Open the part file and broadcast a NewCADFile to other CAD systems; 
2) Traverse the feature tree of the part and extract the SMO sequence and translate 

each SMO to its corresponding NMC to broadcast; 
3) Broadcast a SaveCADFile and CloseCADFile to other CAD systems in the 

procedural CAD model exchange platform; 
4) Close the part file after receiving all acknowledgement messages. 

On the other hand, in other object CAD systems of the platform, we need to: 

1) Create a new part file when receiving a NewCADFile; 
2) Translate each modeling NMC to its corresponding SMO; 
3) Save the reconstructed part model as a native CAD part file (object file) when 

receiving a SaveCADFile; 
4) Close the part file when receiving a CloseCADFile and send an 

acknowledgement message (CloseAck) back to the source CAD system and the 
data exchange agent. 

 

 

Fig. 3. NMC of source CAD system Fig. 4. NMC of destination CAD system (right) 
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At last, the data exchange agent will send back the object CAD part file to the user 
when receiving the CloseAck. 

Fig. 3 and Fig. 4 are the two sample NMC output files (record the NMCs the CAD 
systems send). 

The Web service open interface is as follows: 

[WebMethod (Description="send the file to server and get the new file back")] 
public string TransformFile(string fileName, string fileStr, int srcID, int desID) 
{ 

… 
} 
 

The WSDL: 
<?xml version="1.0" encoding="utf-8" ?>  
<definitions  

… 
> 
<types> 

<s:schema elementFormDefault="qualified" 
targetNamespace="http://www.cad.zju.edu.cn/"> 
<s:element name="SendFile"> 
<s:complexType> 
<s:sequence> 

<s:element minOccurs="0" maxOccurs="1" name="fileName" 
type="s:string" /> 

<s:element minOccurs="0" maxOccurs="1" name="fileStr" 
type="s:string" /> 

<s:element minOccurs="1" maxOccurs="1" name="srcID" 
type="s:int" />  

<s:element minOccurs="1" maxOccurs="1" name="desID" 
type="s:int" /> 

</s:sequence> 
      </s:complexType> 

       </s:element> 
<s:element name="SendFileResponse"> 

<s:complexType> 
<s:sequence> 

<s:element minOccurs="0" maxOccurs="1" 
name="SendFileResult" type="s:string" />  

</s:sequence> 
         </s:complexType> 
    </s:element> 
      </s:schema> 
       </types> 

Parameters 
fileName: the name of the source CAD part file (e.g. a MDT file named 
example_partfile.dwg). 
fileStr: the content of the source CAD part file (in base64string format). 
srcID: an integer number representing the type of the source CAD part file. 
desID: an integer number representing the type of the destination CAD part file. 
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Return 
The content of the destination CAD part file (also in base64string format). 

Function 
Take in the parameters and transform the source CAD part file to a new CAD part file 
(the user defines the new file’s type in parameter desID), then return it back. 

The data exchanging between the Web service and the underground system is 
achieved in TCP/IP protocol as we take into account its high efficiency. 

4   Implementation 

A Web service for exchange of procedural CAD models between SolidWorks and 
Autodesk Mechanical Desktop is realized. For each of the two CAD systems, both 
SMO-to-NMC and NMC-to-SMO translators are implemented with Visual C++ 6.0 
and the open programming APIs of the CAD systems (SolidWorks 2003 and 
MDT6.0). The Web-service part of the platform is implemented with Microsoft C#. 
And a Web application is also developed to invoke the Web service with a view to 
checking whether it works well. It is implemented with Microsoft C# too. 

Now let us have a look at how all these modules work together appropriately. 
First, the user uploads a CAD part file (push the upload button) on the Web page 

(Fig. 5) and pushes the transform button to get the specific CAD file that he wants 
(the user can use the two drop-lists to select suitable source file type and destination 
file type). 

Then, when the transform button is pushed down, the Web service is invoked and 
then it starts the underground exchange platform (the communication between Web 
service module and the underground exchange platform is built on TCP/IP). Next, the 
underground exchange platform produces a new CAD file and transfers it back to the 
Web service module. 

At last, on the Web page, the user gets the transformed CAD part file returned from 
the Web service (Fig. 6). 

 

Fig. 5. View of the Web application Fig. 6. Downloading of destination part file 
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Fig. 7. View of the source SolidWorks part file Fig. 8. View of the destination MDT part file 

The SolidWorks part file before transforming and the MDT part file after 
transforming are respectively shown in Fig. 7 and Fig. 8. 

5   Conclusion and Future Work 

In this paper, we present a Web services based platform for exchange of procedural 
CAD models between heterogeneous CAD systems. The features of the platform are: 

1) The exchange of procedural CAD models between heterogeneous CAD 
systems is achieved based on Neutral Modeling Commands and the APIs of 
CAD systems. 

2) Web services technique is used to construct a standard interface for the 
procedural CAD model exchange platform so that it can be used by remote 
developers in their windows applications, Web applications, etc. 

In the future, we will add more CAD systems such as Pro/ENGINEER and UG into 
this platform and adjust the Web-service structure to provide more powerful functions. 
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Abstract. In our paper, we put our efforts to find a solution for resources shar-
ing among manufacturing enterprises. Since grid technologies are applied in 
network widely, resources can be shared more conveniently. We want to apply 
these technologies to our solution and build a grid application called Manufac-
turing Grid (MG). In our solution we adopt thoughts of peer-to-peer system to 
construct manufacturing grid architecture. Through creating classifications dy-
namically, presentation of resources is solved simply. Distributed hash table 
(DHT) is introduced to our solution for quickly locating requested resources. 
Then we present algorithms based on classifications and DHT to resolve the 
most important issues for resource sharing, resource publishing and searching. 
We also discussed the issue about fuzzy searching of resource caused by DHT. 
Finally, we build a prototype system to testify that our solution is feasible and 
efficient. 

1   Introduction 

Grid [1] is presented to resolve the integration of resources, data, software, etc. in the 
distributed environment. Previously the grids were mainly focused on resource alloca-
tion, task cooperation and data access in distributed computing. And then many com-
panies want to apply these techniques in their businesses in order that they can share 
more resources and integrate businesses with other companies easily.  

Service grid is a critical architecture component required to realize the business po-
tential of Web services [2]. It is service oriented. The Open Grid Services Architec-
ture (OGSA) [3] represents an evolution towards a Grid system architecture based on 
Web services concepts and technologies. IBM also presented their service grid named 
as Service Domain [4] to manage Web services and grid services. 

Peer to peer (P2P) [5-7] system is a type of distributed systems in which nodes 
with equal roles and capabilities exchange information directly with each other. There 
are at least two types of P2P systems. The first type is centralized indexing system 
(represented by [4]) which has a central server to store the index of all the files avail-
able in the entire community. The second type (Presented in [5] and [6]) is structured 
system which uses a distributed hash table (DHT) to locate files. 

With the rapid development of manufacturing, more and more resources are dis-
tributed in different corporations. Resources which seem to be useless in one corpora-
tion might be highly needed for others. So enterprises want to cooperate with each 
other to share more resources and get more business opportunities over the Internet. 
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So the concept of manufacturing grid is coined and accepted by many enterprises and 
research organizations. 

2   Related Work 

Before the “Manufacturing Grid” was coined, many advanced manufacturing patterns 
have been presented such as Networked manufacturing, E manufacturing, Agile 
manufacturing, Virtual Supply Chain, Holonic Manufacturing Systems, etc. In our 
views, MG becomes a new manufacturing pattern by integrating the distillates of 
these patterns and combining grid computing technology. 

A team of researchers at the Institute for Manufacturing (IFM), Cambridge  
and elsewhere are beginning to scope out the way in which a grid of available manu-
facturing services might operate and be readily available to customers in the UK  
and elsewhere. And a working definition of manufacturing grid is the harnessing of 
distributed manufacturing resources to satisfy emerging business requirements. In 
practice, that requires an interconnected mesh of operations and services between 
businesses with different customers, markets and organizational goals [8]. 

We pay more attention to DHT-based P2P system such as CAN, Chord [8] and so 
on in which each file is associated with a key (by hashing) and each node in the sys-
tem takes charge of storing a certain range of keys. Chord is the most representative. 
“Chord provides support for just one operation: given a key, it maps the key onto a 
node. Data location can be easily implemented on top of Chord by associating a key 
with each data item, and storing the key/data item pair at the node to which the key 
maps. Chord adapts efficiently as nodes join and leave the system, and can answer 
queries even if the system is continuously changing.”[9]. 

Significant research efforts on resource sharing are going on. An object-oriented 
model for manufacturing resources is presented in [10].  An object-oriented data 
model (MDM) is defined in [11]. This model supports efficient data sharing and ex-
changing among virtual manufacturing enterprises. 

3   Manufacturing Grid Architecture 

The architecture of manufacturing grid adopts the thoughts of peer-to-peer and Web 
service technologies, so that distributed services and resources in different enterprises 
can be integrated and shared more easily. 

Hubs on which core services and resources are deployed compose a P2P structure, 
interconnected and equal with each other in physical network. But Hubs are organized 
into a virtual overlay network in logical, as shown in Fig. 1. The overlay network is a 
ring like space composed of some dispersed identifiers (IDs), similarly as in the 
Chord [8] system. The size of the space equals to that of hash table which stores ser-
vice/resource indexes. Every Hub will be assigned an ID in the overlay network space 
before it joins in MG. Then primary services such as publishing service, searching 
service and hashing service and so on will be deployed in each hub.  

The theory of resource sharing in MG is introduced in next section. 
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Fig. 1. Overlay Network of Hubs 

4   Primary Theory for Manufacturing Resource Sharing 

To share resources in MG, three issues resource presentation, publishing and search-
ing, must be resolved. In this section, we will discuss these issues in detail. 

4.1   Dynamic Resource Classification  

For the complexity of manufacturing resources, it is difficult to provide representations 
for all resources.  So that an approach of dynamic resource classification is required.  

We define that all resources have three types of properties including sharing prop-
erty, technical property and identifying property. 

Sharing Property. This property is mutual in all resources. We offer twelve metadata 
for sharing property, including type, name, owner, producer, model, available period, 
amount, unit, price, sharing mode, trading mode, location, and retrieval URL. The 
metadata make resource sharing probable. 

Technical Property. This property is used to describe the technical details of resources. 
The metadata of this property are offered and will be customized by the domain experts, 
which will be an important work when a new resource classification is created. 

Identifying Property. Each resource can have several identifiers and each identify will 
be given some keywords. Now we just offers two metadata, including “name” and 
“manufacturer”. 

After the properties of resources are defined, we will introduce how to create a tree 
of classifications. The main idea is to create a new classification inherited from an 
existing one so that the classification tree can be extended. First, a classification 
should be selected from the tree. Then append the technical metadata which inherited 
from the selected classification.   

By this way, a new classification for the complex resources can be created easily. 
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4.2   Effective Resource Publishing and Searching 

In MG it is very important to offer an effective way of resource publishing and search-
ing. We adopt the thoughts of distributed hashing table (DHT) used in peer-to-peer 
systems and present a distributed hashing algorithm in MG, called MGDH algorithm. 
This algorithm will be available when the hub joins in MG. 

4.2.1   Thoughts of Distributed Hash Table Used in P2P System 
Distributed hash table (DHT) is currently used to map files to network addresses rapidly 
in peer-to-peer system. Every node has a virtue logical address and a routing table that is 
used to store routing information about how to access the hub in MG. 

According to the logical addresses in a peer-to-peer system all the nodes compose a 
steady and compact topologic structure. The files are distributed into the network accu-
rately and meanwhile their indexes are stored. 

4.2.2   MGDH Algorithm 
We will discuss the algorithm from two aspects: resource publishing and resource 
searching. Algorithm for publishing is used to hash the resource indexing information 
to hubs in MG, and algorithm for searching is then used to get more results from MG.  
First we will define some rules. 

 

[A,B]
 A  B C 

[B,C]

 

Fig. 2. Rule2 of MG 

Rule1.The routing table stores the routing information of all the hubs in MG. 

Rule2.Every hub in MG will store the resource hashing items not only in local area 
but also the areas of its neighbors. 

In Fig. 2 [A, B] stands for the area between A and B and [B, C] stands for the area 
between B and C. The two arrows suggest that the resource hashing item in area [A, 
B] and [B, C] should be stored in HubB.  

Rule3. When searching a resource, we will first search it from the hub that HUBID is 
greater than the hashing value if there is no HUBID that is equal to this value.  

Now we will give definitions for MGDH algorithm as follows:  

Definition1. We assume that the maximum amount of hubs that are allowed to join in 
MG is N. Every hub that joins in MG will get a value between 0 and N-1 as its HUBID. 
So the maximum number of routing information that routing table can store is N. 

Definition2. A function “mgHash” for hashing is defined. The length of hash table is 
N. Through this function the keyword can be hashed to a value between 0 and N-1, 
which is presented as “mgHash (keyword)”. 
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Definition3. An array HubList [N] [2] is defined to store all the routing information in 
routing table. And an array Result [3] is defined to store addresses of hubs. 

4.2.2.1   Algorithm for Publishing 
Step1. Through the function mgHash we get a hashing value of keyword-mgHash 

(keyword). 
Step2. Get all routing information from routing table and store it to HubList. 
Step3. Retrieve array HubList by bisearch and get the accessing addresses of current 

hub, its previous and following neighbor. Then store these addresses to Result 
[0], Result [1] and Result [2] separately. 

Step4. Send message-“saveResourceHashItemRequest” to the addresses stored in 
Result that are not null. Turn to Step5. 

Step5. Finish. 

4.2.2.2   Algorithm for Searching. The descriptions of Step1 to Step3 are similar to 
those in MGDH form publishing. So we will just introduce the steps how to search 
resources by distributed hashing. 

Step1’ to Step3’ are omitted. 
Step4’. If Result [0] is not null, send message-“getResourceItemsRequest” to the ac-

cessing addresses stored in Result [0]. If a response message “getResour-
ceItemsResponse” is received successfully, turn to Step5’. Else do the similar 
work for Result [2] and Result [1] until a response message is received suc-
cessfully, then turn to Step5’. 

Step5’. Finish. 

4.2.3   Fuzzy Searching 
The fuzzy searching is quite difficult in the system that uses DHT. We have intro-
duced that the resources have identifying properties and it will be given several key-
words when published. These keywords are just be used to resolve the problem of 
fuzzy searching. Now we will give an example to explain this issue. 

Resource “steels” will be published in HubA and “golds” published in HubB. 
Assume that HubA and HubB have joined in MG. The identifying properties of 
“steels” and “gold” are described in Table 1 and Table 2. Table 3 and Table 4 show 
their hashing items. 

Table 1. Identifying property of “steels” 

Resource name manufacturer 

Steels steel, metal steels manufacturer 

Table 2. Identifying property of “gold” 

Resource name manufacturer 

Gold coherer gold manufacturer 
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Table 3. Resource hashing items of “steels” 

hashing value keyword hubAddress resourceFileName 
mgHash(steels) steels HubA SteelsResourceFile.xml 
mgHash(steel) steel HubA SteelsResourceFile.xml 
mgHash(metal) metal HubA SteelsResourceFile.xml 

mgHash(steels 
manufacturer) 

steels manufac-
turer 

HubA SteelsResourceFile.xml 

Table 4. Resource hashing items of “gold” 

hashing value keyword hubAddress resourceFileName 
mgHash(gold) Gold HubB GoldResourceFile.xml 

mgHash(coherer) Coherer HubB GoldResourceFile.xml 

mgHash(gold 
manufacturer) 

gold manufac-
turer 

HubB GoldResourceFile.xml 

Table 5. Results of searching 

hashing value 
keyword hubAddress resourceFileName 

mgHash(coherer) metal HubA SteelsResourceFile.xml 

mgHash(coherer) Metal HubB GoldResourceFile.xml 

 
In Table 3 and Table 4, each hashing item includes four parameters. “hashing 

value” presents the value hashed by hashing function “mgHash”. “keyword” presents 
the parameter to be hashed. “hubAddress” presents the address where the resource is 
published. And resourceFileName presents the resource description filename. 

Now a user wants to search a resource named “metal”, he inputs the name “metal” 
and starts a search. Then he will get such results as being showed in Table 5. By this 
way, we can get resource hashing items of both “steels” and “gold” which use “metal” 
as their keywords. Then the user can get detail description from HubA and HubB. 

4.3   Available Resource Allocating 

In this section, we discuss how to deal with the resources allocating when a hub joins 
in or exits from MG. 

Join in MG. The hub that will join in MG is defined as JoinHub. When JoinHub joins 
in MG, the following work should be done. 

Firstly, we find a hub in MG as a proxy, and this hub is called AgentHub. A hubid 
will be generated and allocated to JoinHub through a service deployed in AgentHub. 
Secondly, JoinHub gets all the routing information from AgentHub and saves them to 



 A Solution for Resource Sharing in Manufacturing Grid 241 

 

its own routing table. Thirdly, JoinHub sends Web service message to all the hubs in 
MG for updating their routing tables. And finally, Resources in JoinHub’s neighbors 
are transferred or duplicated to JoinHub. Fig. 3 shows how the resource hashing items 
in LastHub and NextHub are transferred or duplicated to JoinHub. The procedures of 
transfer and duplication all obey Rule2 defined in section 4.3.2. 

 JoinHub

NextHubLastHub 

Transfer
Duplicate

 

Fig. 3. Resource transfer and duplication 

Exit from MG. Define the hub that will exit from MG as ExitHub. When a hub exits 
from MG, the process is more complex. 

Firstly, the resource hashing items will be transferred to LastHub and NextHub. 
This is opposite to the procedure when the hub joins in MG. Secondly, a message is 
sent to all the hubs in MG for deleting the routing information of ExitHub. And fi-
nally, ExitHub exits from MG successfully. 

5   Prototype System 

To validate our method for resource organization, we have built a prototype system of 
MG. This prototype system contains some general functions mentioned in Section 4. 

In the system three virtual hubs that are named HubA, HubB and HubC are initial-
ized and join into MG.  

Each hub has its own address, ID of hashing router table that is used to store the  
information of all the hubs in MG. Several services of publishing, searching and hash-
ing are deployed in each hub.  

Publishing service provides an interface “SaveResources” for users to invoke, 
searching service provides an interface “FindResources”, and hashing service  
provides an interface “ResourceHash” and “FindHashItem”.  

Through invoking publishing service, users can publish a new resource to a Hub. 
Then the name of the resource will be hashed. Get the correct hubs in the router table 
and invoke hash service, ResourceHash, the new hashing item will be saved into these 
hubs.  

In Fig. 4, we can see the process of resource hashing. Through invoking the hash-
ing service, the hashing item of resource is saved successfully in the hub with an id  
of 1.  
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Fig. 4. Process of resource hashing 

If a user wants to search a resource in MG, the user just needs to input the name of 
the resource in any hub and invoke the hashing service “FindHashItem” to get the 
hash items and call searching service to get the detail of resources. 

6   Conclusions 

In the paper, a solution for manufacturing resource sharing is presented. The main 
contributions of our work are to present the method for resource sharing and to build a 
manufacturing grid (MG) system. And finally, a prototype has been built to validate 
the proposed approach. By joining in MG, users can get more useful resources and 
cooperate with each other more conveniently. 

Of course, there are still many problems for us to resolve. Such as security, quality 
of service, service composition and so on. We will continue our work to build a more 
useful and effective manufacturing grid. 
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Abstract. Dissemination of Internet and networking technologies have brought 
about an increase in adoption of remote work groups, with teams working in 
non-collocated environments. In this new scenario, contact with colleagues and 
discovery of opportunities for interaction and collaboration, previously easy due 
to physical proximity, becomes harder. In this paper, we describe an agent-
based framework to assist users in finding opportunities for interaction that may 
have been overlooked. While many similar approaches have been proposed to 
provide “matchmaking” services, they rely on historic data and bring users to-
gether based on interests. In our approach, we utilize ongoing work context to 
produce matches that fit each user’s needs. In this way, we aim to provide 
awareness information about other users current work, enabling individuals to 
become aware of what is happening in the surrounding environment. 

1   Introduction 

The dissemination of computer networks is changing work environments. Groups that 
used to be co-located are now distributed through several locations, with teams col-
laborating remotely. In this scenario, many interactions are carried out using computer 
based communication media, such as messengers, email or videoconferencing. This 
increased decentralization and restructuring means companies now need tools and 
methods to support decentralized group work. 

Previous research has emphasized the importance of proximity in collaborative  
efforts [15]. In remote work groups and distributed teams, opportunities for collabora-
tion, interaction and information exchange often go unnoticed. The casual, informal 
interactions that happen in hallways or during coffee breaks do not happen very  
frequently in these settings. 

This problem also occurs in design environments, where partitioned projects com-
prised of several teams working independently are becoming commonplace. These 
teams may answer to different organizations and have little contact with each other. 
Decentralization of design projects through subcontractors and external consultants 
has become commonplace, and contributes to the appearance creates of communica-
tion rifts [25]. 

In the following sections, we present our approach to opportunity discovery in re-
mote work. We begin with some related work in Section 2. In Sections 3 and 4, we 
present a description of our approach and its current implementation, and in Section 5 
a final discussion. 
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2   Related Work 

Related work ranges from remote and co-located collaboration to agent systems, in-
cluding awareness and opportunistic interaction. In this section we briefly present the 
most relevant research, which served as a basis to this paper. 

2.1   Spontaneous Interactions 

Studies have shown that spontaneous interactions occur because people happen to be 
close to each other. These interactions are usually informal, short and build upon 
previous discussions [15]. Research also points out that the majority of conversations 
in organizations are not formally planned or scheduled, and that they happen due to 
proximity. These studies indicate that informal interactions play a central role in help-
ing workers learn, understand, adapt and apply formal procedures and processes in 
their work environment [1]. 

Esborjörnsson and Östergren define spontaneous interaction as those actions that 
take place where human and/or computational participants coincide temporarily at a 
location and interoperate to satisfy immediate needs. They also point out that users are 
usually involved in several simultaneous activities, which means that great care must 
be taken when deciding on the composition of information to be sent to a user [8]. 

As researchers perceived that systems needed to provide more information to indi-
viduals if they were to appropriately support their working practices, new systems were 
created. Early systems used video interfaces to support personal awareness and infor-
mal interactions: CRUISER [21] is a model for a virtual environment using audio and 
video channels to support informal, interpersonal, mobility-based social interaction 
(social browsing). The interface provides sets of virtual hallways where the user can 
browse at will. VideoWindow [9] is a teleconferencing system that connects two coffee 
lounges in different, physically separated, offices. This research investigates the inter-
actions, through a large video screen, between physically separated people taking 
breaks in coffee lounges. Portholes [4] and Polyscope [3] are media spaces to support 
shared awareness, which can lead to informal interactions. These systems provide 
awareness by sending office images to others in order to let them know who is busy 
and what others are doing. Piazza [12] enables people to become aware of others work-
ing on similar tasks, thereby providing an incentive for unintended interactions. PIÑAS 
[17] is a platform that provides potential and actual collaboration spaces, as well as 
specific services customized to support collaborative writing on the Web. 

In [16], Matsuura et al. introduce the concept of virtual proximity, which is defined 
as situations in which users access the same data or invoke the same application in a 
virtual environment. We take a similar approach, using an individual’s current context 
(what he or she is currently working on) to search for others who might be interesting 
to talk to or collaborate with, within that context. 

The first step towards successful collaboration is becoming aware of the opportu-
nity to collaborate. We focus on potential collaboration awareness, providing users 
with information on opportunities for collaboration [18], given their current work 
contexts. Few systems have focused on support for opportunistic and spontaneous 
interactions. We are interested in the determination of collaboration opportunities and 
in ad-hoc cooperative work and in loosely structured work environments. 
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2.2   Agent-Based Systems 

Intelligent agents are entities that perceive the environment through sensors and act 
upon it based on this perception [22]. Agent-oriented techniques have been applied to 
a range of telecommunication, commercial, and industrial applications. Agents are 
especially well suited to the construction of complex, peer-to-peer systems, because 
they can be lightweight, facilitate parallelization and reconfiguration of the system. 

CSCW systems are complex distributed systems and there are many good argu-
ments for the application of an agent-oriented approach to deal with this class of sys-
tems [14] (for instance, agent-oriented decomposition can be used to handle problem 
space magnitude and agent-oriented philosophy can be applied to the modeling and 
management of organizational relationships). Agents have been applied to groupware 
for a long time due to their social abilities, and a recent survey of the application of 
agents in groupware and CSCW can be found in [5]. Systems such as NEEM [6], 
Personal Assistant [7] and COLLABORATOR [2] are successful examples of agent 
approaches used in developing collaborative tools. AwServer, CScheduler and 
E_Places are good examples of agent-based awareness work [1]. 

2.3   Opportunities in Design 

Design is a multidisciplinary activity that often requires groups of people to work 
together to solve complex problems. In these situations, more than one individual may 
be looking for a solution for a given problem; some people might have already han-
dled similar problems and others may be working on the same problem from a differ-
ent angle. In any of these cases, the opportunity to discuss and argue different points 
of the work being undertaken is usually helpful. Additionally, there might be an op-
portunity to collaborate more closely, through a division of tasks or even through 
synchronous engagement on the same task. In interdisciplinary design, different spe-
cialists work on different parts of a project, which means that in a house project, for 
instance, there would be teams or individuals responsible for the building design, 
electrical installations, pipes, water heating, etc. [25]. 

Subdivisions in such a project are seldom neat or well defined, and quite a few 
overlaps usually exist, with one designer’s work impacting on another’s (especially 
when working at the boundaries between sub-projects.) Thus, designers need to ex-
change information or discuss conflicts arising from project overlap. 

Besides specific conflict situations, it might also be interesting to bring individuals 
together to work on parts of a project, share information or discuss alternatives when 
handling a new or different problem, in an effort to devise better solutions. Counting 
on others’ experiences or discussing a project and possible solutions might lead to 
better performance, facilitate problem resolution and produce novel results. 

3   CUMBIA 

CUMBIA is an agent-based framework in which each user has a cluster of agents to 
assist with knowledge management and collaboration tasks. Agents identify potential 
cooperation situations and inform users about them. To determine a user’s context, 
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Fig. 1. CUMBIA General Architecture 

the current work environment is analyzed. Users are matched with other users who 
are working on similar tasks, who might have information that would help or who 
have an interest in the subject. 

Agents are constantly collecting information from the user’s workspace and com-
municating with other users’ agents, attempting to match current work contexts. This 
creates a work-centered match, where individuals with similar interests or tasks to 
accomplish are referred to each other. In the CUMBIA framework, there are four 
main services provided by agents. The agents interact to perform specific tasks, de-
scribed below and shown in Fig. 1. 

- User Interface Services include information display and allow the user to 
specify parameters and information to the other agent teams. 

- Collaboration Services allow for the easy and quick establishment of contact 
when the possibility for collaboration arises and provide tools for cooperation 
(forums, messaging, etc.) These are mostly modular applications such as chats 
or forums integrated into the framework. 

- Awareness and Matchmaking Services perform searches for other users with 
whom it might be interesting to establish contact, contact other agents for their 
users’ profiles and work contexts and compares user profiles to current context 
and work environment. 

- Knowledge Management Services involve managing each user’s personal data, 
building initial profiles based upon this data and keeping track of document 
usage, searches, ongoing collaborations and current research. 

CUMBIA is an agent based peer system, where each individual has his or her own 
agents to assist him or her while they work. In this fashion, each user will have his or 
her private knowledge bases and personal history, parts of which may be made avail-
able to other agents or during the matchmaking process. 

The agents perform three main functions: extracting information from applications 
and files, calculating proximity to other users, alerting the user as to this proximity. In 
this paper we focus on the Awareness and Matchmaking and Knowledge Manage-
ment aspects of the CUMBIA framework. A more detailed description of the whole 
framework can be found in [19] and [26]. 
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3.1   Knowledge Management Services 

Several task-specific Monitor Agents monitor each user’s work environment: one for 
the operating system and a specialized one for each application. Each monitor agent 
creates a XML activity log file with the information about the object being manipu-
lated and the actions performed (i.e.: Open, Save, Print, Close, etc.), thus creating an 
object manipulation history. 

A sample XML activity log file is shown in Fig. 2. The file specifies the object be-
ing worked on and the actions taken, which will help to determine the relative impor-
tance of the object or theme in the current work context. The log files generated are 
sent to the Matchmaking Agent, so that they can be analyzed for possible collabora-
tion opportunities. 

<Documents> //Begin document list 
<Document> //Begin document description 
 <Action>Open</Action> 
 <Timestamp>11/7/2004 06:18:29</Timestamp> 
 <Name>JavaMemoryModel.doc</Name> 
 <FullName>C:\Docs\JavaMemoryModel.doc</FullName> 
 <DateCreated>6/10/2004 21:39:17</DateCreated> 
 <DateLastAccessed>7/11/2004 06:18:15 </DateLastAccessed> 
 <DateLastModified>5/9/2004 20:47:24</DateLastModified> 
 <Size>39424</Size> 
 <Type>Documento do Microsoft Word</Type> 
</Document> //End document description 
</Documents> //End document list 

Fig. 2. XML activity log file generated by Monitor Agents 

The user’s context is inferred by analyzing the text of documents currently active 
on the desktop. Given that the user may be switching between tasks, the documents in 
active windows are clustered with other documents in the user’s computer, and each 
cluster is considered to be an activity. While the system does not differentiate be-
tween work and non-work activities (one could conceivably benefit from discussions 
while planning travel or handling personal affairs), we are working on a classification 
scheme, so that the user might teach the agents what is work related and what is not. 

3.2   Awareness and Matchmaking Services 

One Matchmaking Agent calculates the proximity between one user and other users. 
Each user can define the agent’s search scope, limiting the search to the people that 
appear in the contact list or extending it to everyone using the CUMBIA architecture 
at the moment. The second option is obviously more expensive in terms of CPU time 
and bandwidth, but may generate better results. The information gathered by the 
Monitor Agents and the information about the current task being performed is used 
for the proximity calculation. 

Matchmaking agents have to communicate with each other, sending and receiving in-
formation about their users and calculating matches based on each user’s current work. 



 Using Agents to Detect Opportunities for Collaboration 249 

 

This communication goes through the internet, as each user has a local agent cluster that 
exchanges information with other clusters to find opportunities for collaboration.  

Matches are made using the vector space model [23]: documents are represented as 
keyword vectors using the TfiDF algorithm and these are compared to each other to 
verify similarity between them. The current context is also represented as a keyword 
vector, clustering all documents pertaining to the current workspace. The agents cal-
culate and display others who are working on similar activities, and it is up to the user 
to determine whether or not he or she wants to initiate interaction or further investi-
gate another user’s activities. Results are displayed on screen using a radar metaphor, 
where the user is in the center and other users are presented around him or her, with 
screen proximity representing the potential for collaboration (Fig. 3). The user inter-
face is further detailed in a later section. 

4   Current System Implementation 

To test this architecture, we have started implementing the agents and services de-
scribed above. In this section we provide a brief overview of the current implementa-
tion of the system. 

4.1   Knowledge Extraction and Clustering 

Information is extracted on two levels: first, there is a generic user-profile level, 
where information is pre-processed and clustered to form a user profile. This profile 
reflects the user’s long-term interests and activities. A dynamic profile is built based 
on recent tasks, documents created or accessed on the user's file system and history of 
web pages (taken from the internet cache an history list). 

The second level of information extraction has agents constantly monitoring each 
user’s activities to detect what actions are being undertaken at the moment, so that the 
system can calculate his or her proximity to other users and determine possible col-
laborators. We adopt a work context metaphor: the user’s work context is inferred 
from the desktop activity, i.e., actual object (document, web pages and/or application) 
that is being manipulated and the type of action performed on it. Desktop activities 
are clustered in accordance with the pre-processed profiles, so that they can be fit in a 
general knowledge area/project. In this fashion, two different tasks can be separated if 
they are unrelated. Further classification and organization of activities through the use 
of specific taxonomies and user input is under study. 

Presently, we have developed a set of MS Office agents in Visual Basic for Ap-
plications (VBA), one for each of the main Office applications: Word, Excel and 
Power Point. Another agent, to monitor window switching (task switching) on MS 
Windows has been developed (in VBA as well). Finally, an HTTP Interceptor Agent, 
a Java non-caching proxy that monitors the HTTP traffic to mine, log and cluster the 
pages visited has also been implemented. The CUMBIA architecture allows us to 
independently add other task specific agents so that more information can be easily 
aggregated. 
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4.2   Detecting Opportunities 

Opportunities are detected through observation of each user’s current activities. 
Opportunities for assisting another user, receiving assistance from another user or 
initiating a potential collaboration with others may be detected based on each user’s 
tasks. However, at this point, the system makes no distinction between the different 
types of assistance that may be provided, displaying results based only on the simi-
larity of two people’s work. A set of rules to allow agents to suggest what type of 
collaboration would be appropriate, depending on the tasks and goals of each user 
under study. 

In the current implementation, each user is represented as a vector of concepts re-
lated to his or her work context and the proximity measure is calculated using a clas-
sical vector similarity algorithm [23]. The user can define a minimal distance so that 
the system will inform him or her when another user enters that range. 

We are using concepts, as opposed to straightforward keywords extracted from text, 
in an attempt to improve the representation of the user’s work context. We calculate 
the concept vectors using the ConceptNet toolkit [24]. ConceptNet is a large, freely 
available database of commonsense knowledge. In this package, concepts are repre-
sented as a semantic network. Given a text, the ConceptNet engine transforms it into a 
set of frames and calculates the contextual neighborhood using a spreading activation 
algorithm, which results in a set of words that are semantically related to the source 
text. The ConceptNet package is run as an XML-RPC server and accessed via sockets. 
The system currently handles only English language text. It could be adapted to other 
languages through substitution of the dictionaries used for text processing. 

4.3   User Interface 

Each user’s “proximity” to other users is represented in a Radar Screen, sub-divided 
into various sectors, where the center (bulls eye) represents the user, as seen in Fig. 3. 
The other users may appear in one or more sectors of the radar represented by an icon, 
as the sectors correspond to the user’s different areas of interest. The distance of each 
user from the center is the proximity measure given by the vector match. Users are 
represented as weighed term vectors, which are usually different. Each vector is com-
pleted with the missing words, to which a weight of 0 is assigned. In this fashion, a 
matrix operation can be undertaken to verify the similarity between vectors. 

The color and shape of the other users’ icons represent his or her status (i.e. online, 
offline, etc.) as in a typical status icons in Yahoo, MSN and others messenger sys-
tems. Further information can be obtained by “mousing over” the other user’s icon. 

Both the matchmaking agent and the UI agent have been developed using JADE 
(Java Agent Development Framework) [13]. JADE is a software framework fully 
implemented in the Java language. It simplifies the implementation of multi-agent 
systems through a FIPA-compliant middleware and through a set of tools that sup-
ports the debugging and deployment phase. The agent platform can be distributed 
across machines (which do not need to share the same OS) and the configuration can 
be controlled via a remote GUI. The configuration can be changed at run-time by 
moving agents from one machine to another one when required. 
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Fig. 3. CUMBIA Radar Screen 

5   Discussion and Further Work 

As individuals move beyond the co-located work environment into networked/virtual 
environments, the opportunities for chance encounters and informal discussions di-
minish. The majority of interactions in an organization is informal, and occurs due to 
chance encounters in hallways or coffee rooms [12]. In distributed environments, 
finding opportunities for cooperation is a challenge. As design becomes increasingly 
distributed and knowledge intensive and new work configurations appear, knowledge 
exchange becomes more important than ever. New design projects are complex and 
interdisciplinary and involve several people working together [25]. In a collocated 
environment, these people would have several opportunities for informal interactions, 
but in distributed, virtual, environments, these opportunities may be lost. 

In this paper, we presented an agent framework for detecting opportunities for col-
laboration. While many other agent-based frameworks have been proposed, ours is 
the only one to deal with current ongoing work, to generate matches between people 
with similar tasks.  

Yenta [10] presents a framework where each user has one agent to make introduc-
tions, but it deals only with users’ interests, attempting to build communities of  
interest based on these. Another similar system is [20], where the authors use  
web-browsing patterns to detect and look for similar interests. Web browsing is one 
of the possible inputs to our system, which encompasses other behaviors. The systems 
described in [11] display miniatures of users’ desktops in order to improve awareness 
and collaboration, but do not provide any way to filter or verify whether the activities 
might be of interest. Our implementation, while it has only been superficially tested, 
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provides information filtering and analysis of the user’s current tasks as opposed to 
simply interests. The vast majority of agent based recommendation and matchmaking 
systems focuses only on interest information. In this sense, we provide a novel and 
promising approach to collaborator discovery. Our current information gathering and 
matchmaking models are undergoing further development, with the development of 
rules and inferences to enable better matches. 
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Abstract. Web services provide a loose-coupling deployment platform for 
large-scale systems, facilitating application-to-application interaction. On this 
platform, how to achieve better search and integration of services has become 
an important research point. Based on some new technologies, this paper 
proposes an automatic service search model which adopts Semantic Web 
Services and agents to improve the intelligence of searching services. 
Moreover, QoS (quality of service) is brought into this model to provide 
reliable standards for automatic service search. From the services that are 
obtained from UDDI and match the users’ requirements, the model 
automatically executes all the service flows which are integrated in the Web 
services and meet the requirements of QoS. After that, the sorted results are 
returned to the users according to the degrees of fulfillment of the requirements.  
In this way, the model helps the users make a decision on the service flow 
according to the results. Finally, we will give an example to illustrate how the 
model works. 

1   Introduction 

As a new technology, Web service is attractive to many experts in recent years. A 
Web service is a self-contained, self-described and modularized application which is 
identified by a Uniform Resource Identifier (URI) and uses XML to describe its 
public interfaces. Its applications range from the simple requests to the complicated 
business requests. Once deployed on the Internet, the service available can be 
discovered and invoked by other Web Services applications. 

The Web services are established on some universal protocols, and the system is 
primarily based on XML/SOAP/WSDL/UDDI. UDDI [1] provides dynamic search 
for other Web services. With the UDDI interface, e-commerce can connect to external 
services the collaborators provide. WSDL [2] is a standard to describe the requests for 
Web services based on different protocols or encoding formats. SOAP [3] helps the 
Web services use methods of Post and Get from HTTP protocol to communicate with 
remote machines. The powerful system of Web services is primarily built on the 
technology of XML, making it possible for diverse applications to find each other and 
exchange data seamlessly via the Internet [4].   
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Nowadays, Web services discovery and integration are mostly based on manual 
work or semi-automation. To increase the intelligence of the network, the agent 
technology is adopted here. At the same time, Semantic Web Services are introduced 
to express information in a machine-readable format to facilitate the automation of 
agents. 

Moreover, agent-based Web services are helpful to service scheduling based on 
QoS, which improves the efficiency among services. Current techniques for 
publishing and finding services rely on static descriptions of service interfaces, such 
as WSDL and UDDI, forcing consumers to find and bind services at design time 
[5]. The technique cannot apply to the dynamic assessment of attributes, which is 
important in QoS-based technology. To solve the problem, software agents are 
introduced to facilitate runtime service selection based on QoS. 

In this paper, we will present an automatic Web service model called AWSS. 
First AWSS accepts all the consumers’ requests for the needed service, which 
include the keywords of the Web service, the QoS requirements and so on. If the 
requirement should be realized by a service flow, consumers also need to provide 
the keywords of all the Web services in the flow and the order of execution. When 
the system finishes all the flows that are integrated by the Web services, the 
execution results from the UDDI will be returned by AWSS to the consumers, from 
which consumers can obtain the best service flow. The structure of the paper is as 
follows. Section 2 will generally introduce semantic Web services. In Sections 3 
and 4, we will give a detailed description of the architecture and components of 
AWSS. An example of searching the Web services will be illustrated in Section 5. 
In Section 6, we will summarize the work and discuss the future study from the 
conclusions. 

2   Semantic Web Services 

The Internet is a repository rich in information. How to effectively utilize these 
resources faces both providers and consumers. The traditional Web is based on the 
manual work, when annotating Web pages and operating Web services, which 
lowers the efficiency of network. So experts began to focus research on automation 
and try to make network more and more intelligent. Semantic Web Services express 
the information of the Web services in a machine readable format. This provides a 
means for automatic discovery, execution, and integration of Web services. 

The design of semantic markup of the Web services is the key for Semantic Web 
Services. The markup provides agent-independent APIs, from which we can get 
some descriptions of data and attributes about the Web services (such as capability, 
preference, the results of execution and so on). The technique facilitates the 
interoperation of the Web services and data transportation between agents. Therefore it 
becomes more feasible to realize the automatic system of Web services based on the 
agent technology. Figure 1 explains how to achieve automated Web service discovery, 
execution, composition, and interoperation. 
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Fig. 1. Architecture of  AWSS 

Automatic Web service discovery. Automatic Web service discovery involves 
automatically locating the Web services required by consumers. We should check 
whether the results satisfy the requirements. With a semantic markup of services, the 
necessary information is easy to be obtained. 

Automatic Web service execution. Automatic Web service execution involves an 
agent automatically executing an identified Web service. Semantic Web services 
provide public and computer-interpretable APIs, and the markup tells the agent 
necessary information for interaction, such as what should be input, what will be 
returned and how to execute. 

Automatic Web service composition and interoperation. Automatic Web service 
composition and interoperation involves the automatic selection, composition, and 
interoperation of the Web services, which are realized according to the information 
the markup provides and the specified description of the task’s objective. 

3   The Design of the Automatic Web Services Searching Model  

A model called AWSS (Automatic Web Service Searching Model) is proposed here 
for intelligent Web services search and collaboration, based on the agent technology 
and semantic Web services. The model provides the consumers with the interface to 
input the information of Web services and configure the search preferences, 
according to which the appropriate Web services will be dynamically selected. The 
preferences always include the QoS requirements, such as the executed time, the 
precision of the service results, and so on. All the satisfied service flows are executed 
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in the order that the consumers call for. The results of execution will be returned to 
the consumers, and the best Web service flow will be made clearly. 

Nowadays, UDDI is the most popular way to discover the Web services. The pitfalls 
are that results from UDDI only provide specifications for registered Web services, and 
cannot express if they are what consumers really want. To resolve the problems, an 
agent-based Web services middleware (AWEM) has been proposed in [4]. AWEM 
accesses Web services’ URI that are retrieved from the UDDI with randomly generated 
values, and returns the results to the consumers. AWSS improves upon AWEM. The 
model can also search simple Web service flows, if the consumers provide all the 
keywords of the Web services in the flow and the order of execution. Furthermore, 
AWSS dynamically operates the Web services according to the preference information, 
and removes all the unfulfilled and unsatisfied flows at any moment, in order to make 
the results more reliable. 

Figure 1 describes the architecture of AWSS. It adopts the technology of UDDI, 
SOAP, and WSDL, and realizes the automation of the Web services based on agents. 
The architecture and function of AWSS will be introduced in next section.  

4   The Architecture and Function of AWSS 

AWSS consists of a controller, local database, agent server, cache, template generator, 
preference, QoS database, result memory, and Web service agent. We explain each 
component and its functionality as follows. 

4.1   Controller  

As the interface for human-machine communication, the controller plays the most 
important role in the model. The consumer can choose Web service flow to realize his 
requirements. In that case, he must input the keywords of all the Web services in the 
flow, their QoS requirements, and the weights of all the QoS attributes in the order of 
the service flow execution. Based on the above requirements, the controller configures 
Preference. 

After the configuration, the controller searches the Web services the consumers need 
from the UDDI. It makes as many requests to the UDDI as the number of the Web 
services in the service flow. The results every time searched from the UDDI are saved 
in the same service category in the local database, and at last the number of categories in 
the local database is the same as the number of requests made by the controller. In order 
to communicate with the UDDI server and obtain the service information, the controller 
is designed to be able to connect to UDDI with SOAP messages, and to apply the 
functionality that is provided by UDDI [4]. As soon as the searching is finished, the 
controller sends the message to the agent server to start it. 

In the end, the controller returns the ranked results to consumers, which are sent from 
the agent server. 

4.2   Local Database 

The local database saves the results searched by the controller and categorizes them 
according to the type of services so that it is convenient for the agent server to work. 
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When the agent server needs a type of Web services, it can get all the Web services of 
this type by the serial number of the category. 

The local database facilitates the collaboration between the Web services. If the 
system does not have the local database, each Web service must be searched from the 
UDDI only after the preceding ones are finished, and the long process of searching may 
result in the loss of data. At the same time, the local database shortens the time of 
linking the Web services, and makes the process more fluent. Moreover, some Web 
services may be invoked for several times, in that case, the local database avoids 
repeating the useless work. 

4.3   Agent Server 

The agent server is the controller of the Web service agent. The information of the 
needed Web service is taken from the local database according to the requirements of 
the consumer, and an agent is created for each service. Then the agent server sets up 
execution rules for the service agent in the light of user’s preferences, and starts the 
agent by its access points. After all the Web services have finished, the results will be 
taken from result memory and returned to the controller by the agent server. 

When the agent server asks for a type of the Web services, several services may meet 
the demand. So more than one service flows should be taken into account. In AWSS, all 
the flows are tried in terms of the sequence of searching. For example, after the 
execution of Web service A, service B needs to be invoked. We assumed that there are 
three Web services of type B (B1, B2, B3). Then, the agent server prepares to invoke 
service B1 and saves service B2, B3 together with the QoS data of the flow at that time 
in the stack of the cache. When a service flow finishes, the agent server will take out the 
Web service from the top of the stack and go on execution. But too many flows may 
result in heavy burden on the agent server. Therefore, AWSS applies to the Web service 
flows that are simple and easy to specify. 

4.4   Template Generator 

The template generator generates templates to invoke the Web services actually. The 
template has a SOAP format, contains WSDL messages from the Web services, and 
proper values [4]. When a Web service finishes, the returned SOAP message will be 
saved in the template generator in order to evaluate the parameters that are needed when 
the next Web service is invoked. If the value of a parameter is not clearly specified in a 
Web service flow, the template generator will randomly generate the value according to 
a parameter’s number and type. 

4.5   QoS Database 

The QoS database saves the current QoS status during execution. During the flow, the 
satisfied Web service will be executed after the comparison between the QoS data in the 
QoS database and Preference. As soon as a Web service finishes, the QoS status will be 
overwritten. We express the requirements using the QoS ontology, which can be 
accepted by the agent. 
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4.6   Web Service Agent 

After being created by the agent server, the Web Service agent interacts with a Web 
service, and finds operations of the Web service. The agent invokes the appropriate Web 
service of service provider with a template generated by the template generator [4]. If 
the QoS requirements cannot be satisfied during the execution, the agent will stop the 
service, and return the failed results to the agent server. The successful results are also 
sent to the agent server. The server will save them in the template generator and 
decide the next work by consumers’ preference information. 

4.7   Cache 

Cache is used to save the information and the QoS data of the unfinished flows that 
are needed to continue later. Cache is a stack, and the service will be taken out from 
the top of the stack for execution when a service flow is finished. 

4.8   Result Memory 

When a service flow finishes, the process, the results, and QoS data will be saved in 
the result memory. Moreover, the result memory gets the weights of QoS attributes 
from Preference. A weighted sum is performed between all the attributes and the 
value represents the quality of that service flow. According to these values, the flows 
in the result memory are ranked to help consumers make a choice. In the end, all the 
results will be returned to the agent server. 

4.9   Preference 

Preference enables the consumers’ requirements to be accepted by the system. It tells 
the system which Web services are needed, the QoS demands on the Web services, 
the execution order, and the weights of all the attributes. When each Web service 
agent is created, the agent server configures it according to the data in the Preference 
for dynamically selecting services. 

5   Example 

In this section, we give an example to demonstrate the technologies presented in the 
previous sections. 

We assumed that a consumer wants to book some tickets after selecting the airline 
on the Internet using Web services. As Figure 2 shows, the consumer starts AWSS 
search by typing “1 airline 2 airline ticket” and awaits execution results until 
AWSS provides them.  

Table 1 and Table 2 show the lists of UDDI search results with the keywords 
“airline” and “airline ticket”. 

For convenience, we classify the results of Table 1 and Table 2 into two types, A 
and B, and then simplify the Web services of Airline enquiry, Airline ticket 
booking, Airline ticket enquiry as A1, B1 and B2. 
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Fig. 2. The initial interface of the system 

Table 1. Search results of “airline” 

Service name Access point 
Airline enquiry http://www.airline.com/enquiry/service1.asmx 

Table 2. Search results of “airline ticket” 

Service name Access point 
Airline ticket booking http://www.airline.com/enquiry/service1.asmx 
Airline ticket enquiry http://www.airline.com/ticket/booking.asmx 

 
Figure 3 uses a UML sequence diagram to illustrate a typical execution process. 
First, the controller starts the agent server (Step 1). The server gets the Web 

services of type A, and creates agent A1 to execute (Steps 2 to 9). After service A, 
the server gets the type of the next service from Preference (Steps 10 and 11), and 
obtains service B1, B2 (Steps 12 and 13). At that time, service B2 is saved in the 
cache together with the current QoS data, and agent B1 is created at first. But the 
access point of Airline ticket enquiry is not proper URI, so the flow can not 
continue (Steps 14 to 16). Then service B2 and its data are taken out from the cache 
to create and execute agent B2. When the flow finishes, the results will be saved in 
the result memory (Steps 17 to 25). In the end, the controller returns all the results 
to the consumer, from which the satisfied Web service flow can be found out (Steps 
26 to 28). When AWSS shows the result, the user interface is designed to be able to 
get actual choice and parameters. The consumer selects one service flow from the 
results, and uses the flow by setting the parameter values to actual values. 
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Fig. 3. The process of the Execution 

When the agent A1 interacts with access point of Airline enquiry, it gets the 
operation Getairlines and analyzes it in order to find parameters’ number and type. 
The Getairlines operation has four parameters, startlocation, endlocation, 
takeoffdate and maxnum, and their type are string, string, string and int 
respectively. Then the agent creates the SOAP request message generated by the 
template generator as shown in Figure 4(a). The template generator generates the 
values of Nanjing, Beijing, 2004-12-18 and 5, which indicate startlocation, 
endlocation, takeoffdate and maxnum respectively. When the Web service finishes, 
the service provider sends the response message as shown in Figure 4(b), and the 
massage will be saved in the template generator for invoking next Web service. The 
same process is applied to service B2. All the values will be saved in the result 
memory after the last response message of a successful Web service flow. 

The search results are provided to the consumer as shown in Figure 5. He can make 
a decision according to the results. 
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Fig. 4. SOAP messages in AWSS 

 

Fig. 5. The window that shows the result 

6   Conclusions and Future Works 

UDDI helps the consumers search the needed Web services. To improve the existing 
standards, the model called AWSS is introduced based on the agent technologies and 
QoS. It applies to both a single Web service and a service flow that is integrated 
according to consumers’ requirements. All the satisfied Web services or Web service 
flows can be returned to the consumers for making a decision, which are also ranked 
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in accordance with the QoS values, such as the time, so that consumers and systems 
can communicate in an effective way.  

At the same time, AWSS has some disadvantages. Too complicated flows and too 
ambiguous requirements may lower the efficiency of the system. Therefore, future 
work will be conducted to improve the efficiency and optimize the policy. It is also 
worthwhile for us to consider further how to optimize the interface for customs' 
submitting demands so as to develop the way of expression that can be easily 
accepted by both humans and machines. 
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Abstract. KIMM (Korea Institute of Machinery and Materials) has been prac-
ticing a project on the development of an e-Engineering framework for automo-
tive module design from 1 year ago. In this project, several advanced  
technologies for e-Engineering such as intelligent software agents, Inter-
net/Web, process-flow, optimization, PDM (Product Data Management) & 
CAE (Computer Aided Engineering) interfaces, and database management 
are included. The framework especially focuses on initial prototype design 
stage of automotive suspension module. A kind of process oriented frame-
work has been developed and a new kind of function oriented one, which 
means the project’s main goal can be achieved by each autonomous PAS 
(Process/Analysis Server) agent’s cooperation, is designed and developed on 
the base of JADE (Java Agent DEvelopment Framework) and VivAce(Vivid 
Agent computing environment).  Each framework aims at providing integrated 
or individual engineering services between car vendor and 1st tier module 
maker or between 1st tier and 2nd tier module maker. 

1   Introduction 

With the rapid development of electronic computer, information technology and re-
lated engineering technologies (CAD, CAE, CAM, etc.), e-Engineering is becoming 
an emerging technology, as a new engineering paradigm, to be able to increase rap-
idly the productivity of industries and the quality of products [1,2,3,4]. Compared 
with the PLM (Product Lifecycle Management) concept, e-Engineering is narrower 
one which only covers CAD (including digital mock-up), CAE (including numeric 
simulation), virtual production and design optimization, in other words, which treats 
engineering region only. However, e-Engineering is very similar to PLM in view 
points that it concerns the integration of products information, process information 
and resource information [5,6,7,8]. 

For the successful construction of e-Engineering framework that can offer the inte-
grated process for various kinds of engineering services, agent based one can be an 
excellent candidate [9,10,11,12].  It is very powerful in using distributed resources, 
up-to-dated information technology and artificial intelligence; and in designing or 
sustaining the system itself. When it comes to a little complicate engineering service, 
the related tasks must be divided into sub-engineering fields. The agent based system 
is convenient to get the integrated solution of the complete problem using its natural 
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cooperation function. Furthermore, agent system is a real fault tolerant system, which 
means some faults of component’s level would not give serious affection to system 
level [13,14]. 

The modularization in automobile industry has become one of key words for up-
dating the productivity and decreasing the cost of car vendors. The cooperation 
between car vendors and module makers is initiated several years ago in pursuing 
the modularization. In Korea, the stage of modularization is also moving toward 
level from first to second such that the module makers can do design and check the 
performance of the module by their own ability and they can offer the refined de-
sign results to car vendors satisfying given constraints. If such e-Engineering 
framework were set up successfully in the field of automotive module design, it 
can’t be overestimated the influence, usefulness and effectiveness of the system.  

KIMM1 has a plan to develop an e-Engineering framework for automotive mod-
ule design from 2004 to 2009 under the Korean government’s financial support.  In 
this project, several advanced technologies for e-Engineering such as intelligent 
software agents, Internet/Web, process-flow, optimization, PDM (Product Data 
Management) & CAE (Computer Aided Engineering) interfaces, and database man-
agement are included. The framework especially focuses on initial prototype design 
stage of automotive suspension module. A kind of process oriented framework has 
been developed and a new kind of function oriented one, which means the project’s 
main goal can be achieved by each autonomous PAS (Process/Analysis Server) 
agent’s cooperation, is being designed and developed on the base of JADE2 and 
VivAce3. Each framework aims at providing integrated or individual engineering 
services between car vendor and 1st tier module maker or between 1st tier and 2nd 
tier module maker. 

2   System Architecture 

In order to reduce man-powers, times and costs of the automotive module design, the 
integrated engineering system is to be constructed. Fig. 1 shows the architecture of the 
system, which covers three main subsystems; agent-based e-Engineering framework, 
virtual prototyping technique and web based collaborative PDM system. 

At first, the agent based e-Engineering framework is being developed on the 
JADE [15] environment and FIPA4 specification [16] and various kinds of agents; 
Engineering Server agent, Engineering Data Management agent, Directory Facilita-
tor, Process/Analysis Server agent, Ontology Bank agent, Interface agent and Moni-
toring agent will be included. This framework will support multi-job and multi-user 
function. Optimization agent will be also added in the framework for the effective 
search of main goal for given engineering problem. The details of each agent’s role will 
be explained in next section. 

                                                           
1  Korea Institute of Machinery and Materials. 
2  Java Agent DEvelopment Framework. 
3  Vivid Agent computing environment. 
4  Foundation for Intelligent Physical Agents. 
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Virtual prototyping technique consists of modeling support tool, CAE analysis mod-
ule, CAE DB and design review tool. Among various barriers in e-Engineering prob-
lem, the seamless interface between CAD data and CAE modeling is still  
remained as a hot issue even though recently many major vendors of CAD program 
provide the smooth neutral data formats for the geometric information of the product. In 
this project, some specific CAD-CAE interface for suspension module shown in Fig. 2 
is being developed. 

CAE analysis modules are developed for each specific field of mechanics; strength 
analysis, fatigue analysis, vibration analysis and etc. Each analysis module is set up as  
 

 

Fig. 1. System architecture of overall engineering system for automotive module design 

 

Fig. 2. Suspension module of automobile 
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PAS agent in system level shown in Fig. 1 using a wrapping technology. Furthermore, 
the independent CAE DB will be developed within the platform and interfaced with 
PDM system. 

Finally, the Web based collaborative PDM system is included in the system. The 
commercial DynaPDM [17] was adopted for the application in the real design proc-
ess of suspension at one representative module company. To-be process of work-
flow in developing the suspension module is analyzed and systematized using 
DynaPDM, which handles CAD model, all kinds of analysis model, part DB and 
other engineering information data. 

Three above subsystems are being developed independently at initial stage of 
project’s period (2005-2007) and will be integrated in the future stage by agent 
based e-Engineering framework. 

3   Agent Based e-Engineering Framework 

Prior to this project, KIMM has an experience to develop an e-Engineering envi-
ronment for design and optimization with NRC-IMTI5 early in 2003 [18,19,20]. The 
primary objective of the project was to develop a proof-of-concept prototype soft-
ware system based on the Web and software agents.   

On the base of the previous one, multi-layered e-Engineering system, which in-
cludes several server agents shown in Fig. 3, is proposed. The modified framework 
for multi-project includes not only all basic process and agents of previous one, but 
new agents such as Ontology agent, Optimization agent, Processor/Analysis Server 
agent based on Web Services and EDM interfaced with commercial PDM. The 
main role of each agent will be described briefly as follows. 

3.1   Interface Agent (IA) 

Interface agent is the gateway that users (designer, project builder, PAS builder, 
system administrator and etc.) must get through to meet the system to define, man-
age, monitor and practice the information about the engineering project. Designer 
can define design parameters; get design results; and monitor the status of engineer-
ing process. It provides the Web based designer’s interface for multi-user and multi-
project. Several Servlets are responsible for receiving these requests on the Web 
server. Project or PAS6 builder can define and manage the engineering project or 
process through IA. They offer the key information for engineering process. System 
administrator can manage the system environment of network, DB, agent and server 
configuration; to maintain basic information in the database, i.e. user, role, project, 
task, file, parameter and relationship. 

3.2   Monitoring Agent (MA) 

Monitoring agent is specially designed to facilitate the monitoring of agents’ behavior in 
the system. Since the information is distributed and controlled by each individual agent 
 

                                                           
5 National Research Council’s Integrated Manufacturing Technologies Institute in Canada. 
6 Process/Analysis Server. 
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Fig. 3. Agent based e-Engineering framework for multi-project 

in a distributed computing system, it is necessary to have an agent that could accumulate 
information required from various resources. Through this monitoring agent, dynamic 
condition of the system environment as well as all individual agents can be conveniently 
monitored or reviewed through a graphical tool provided to the users. MA can provide 
independent monitoring interfaces corresponding to each users group. 

3.3   Directory Facilitator (DF) 

Directory Facilitator has all the registration service functionalities for other agents 
residing in the system; keeps up-to-date agent registration and informs all registered 
agents with updated registry; provides look-up and matching-making; etc. 

3.4   Ontology Bank Agent (OBA) 

Ontology Bank agent contains all kinds of terminologies and concepts for system 
itself, engineering process, product information and engineering resources. It helps 
the task sharing and allocation of ES agent to set-up the engineering process  
for given problem. All kinds of content between agent’s communications can be 
referred on it. 
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3.5   Engineering Data Management Agent (EDMA) 

Engineering Data Management agent is an engineering data service agent interfaced 
with commercial PDM system. EDMA has the knowledge of database location, 
engineering file directories, location and configuration of SOAP7 server and etc. It 
provides database and file operating service such as creating data sets for a new job, 
updating design data, retrieving design data sets for a new job of engineering and 
processes. 

3.6   Engineering Server Agent (ESA) 

Engineering Server agent separate its global engineering task into several sub tasks 
and negotiate the task sharing with several PAS agents based on some task alloca-
tion references such as reliability(the accuracy or correctness of the results), cost 
and time. It can set up the global working scenario between agents and control the 
starting and ending condition of the given engineering problem. It manages and 
files up all kind of the results from PAS agents. In other words, all kinds of the 
answers from PAS agents are accumulated in its D/B through EDM. The task allo-
cation can be done in view points of engineering analysis fields or sub parts of the 
product. Other functions of ESA is as follows: responding to Interface agent’s or 
PAS agent’s request to EDM; updating data/files through the EDM agent when 
necessary; and searching optimal results under the principle of Optimization agent. 

3.7   Optimization Agent (OA) 

Optimization agent offers the various kinds of optimization scheme to ES and PAS 
agent if necessary. 

3.8   Process/Analysis Server Agent (PASA) 

Process/Analysis Server agent is the actual engineering process solving agent. It not 
only carries out the communication and negotiation functions but also executes PAS 
process to do the related analysis, simulation or optimization, which are principled 
by BDI8 model [21,22]. It is really autonomous agent because it can determine its 
own activity by itself through catching the change of world model as the change of 
external design condition. 

Of course, it is an intelligent one because it can level up its own ability by updat-
ing it own DB, action plan and etc by its own expert algorithm as shown in Fig. 4. 
The followings are the required detail functions of PAS agent. 

− The multi jobs can be executed independently and concurrently corresponding to 
the change of design parameters. 

− The followings can be dealt as design parameters; the configuration change of 
the product, material properties, the change of manufacturing process, all kinds 
of modeling parameters, etc. 

                                                           
7 Simple Object Access Protocol. 
8 Belief-Desire-Intention. 
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Fig. 4. Architecture of PAS agent 

− PAS agent utilizes various kinds of engineering S/W and H/W resources using 
PAS Wrappers. It has an effective control function to utilize various engineering 
resources such as negotiation protocol. 

− It has its own knowledge base composed of expert system and local EDM. 
− If necessary, it can generate middle layered PAS agents or multi processes. 
− PAS agent is ready to take a super level command from ES agent. 

PAS Process is not an agent but a process, which executes the actual engineering 
S/W resources on the help of UDDI. PAS process is created by PAS agent and util-
izes Web Services technique [23] to use efficiently distributed various engineering 
S/W resources as shown in Fig. 5. In the Web Services model, PAS process, UDDI 
registry and engineering resources are corresponding to service requester, registry 
and provider respectively. PAS process can contact engineering resources to get the 
required engineering S/W services, which are wrapped up by PAS Wrappers, 
through the registered services on the UDDI. 
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Fig. 5. Web Services model of PAS process 



 Development of an e-Engineering Framework for Automotive Module Design 271 

 

The proposed KIMM’s e-Engineering framework will be operated on the follow-
ing system environment: 

− OS: Windows 2000/XP, Redhat Linux 9.0 
− Execution Language: JAVA JRE 1.4 
− Agent Middleware: JADE 3.3 
− Web Server: Apache 2.0 
− SOAP engine: Axis1.1 
− JSP/Servlet engine: Tomcat 4.1 
− DBMS: MySQL 4.0 

 

Fig. 6. Software architecture of agent based e-Engineering system 

4   Conclusions 

This paper presents an ongoing project of KIMM for the development of an agent 
based e-Engineering framework for the automobile module design. Agent, Inter-
net/Web, task decomposition and allocation, ontology, database, PDM, CAE interface 
and EDM are main technologies used in this project. 

In section 2, the proposed integrated engineering system is explained. It can use 
distributed engineering resources efficiently and offer integrated engineering solu-
tions through individual agent’s cooperation, virtual prototype technique and com-
mercial PDM process. In section 3, the proposed agent based e-Engineering frame-
work for multi-project is explained. It is composed of 3 layered agent groups; user 
interface agent group (Interface agent, Monitoring agent); engineering service agent 
group (Engineering Server agent, Optimization agent and Process/Analysis Server 
agent); and system level agent group (Directory Facilitator, Ontology Bank agent, 
Engineering Data Management agent). 
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When the current e-Engineering framework is developed successfully in near fu-
ture, much savings of man-powers, times and costs of the automobile design company 
is expected. It is also expected that engineering system will be easily extended for 
other applications in the design and manufacturing of various industries. 

Acknowledgement 

The present study is a part of the results of the project “Development of  
e-Engineering Framework for the Automotive Module Design,” which is being car-
ried out with financial supports granted by the Ministry of Science and Technology 
(MOST) of Korea.  All supports are gratefully acknowledged. 

References 

1. Toye, G., Cutkosky, M.R., Leifer, L.J., Tenenbaum, J.M., Clicksman, J.: Share: A  
Methodology and Environment for Collaborative Product Development. Proc. Second 
Workshop on Enabling Technologies: Infrastructure for Collaborative Enterprises, Los 
Alamitos, CA. (1993) 33-47 

2. Park, H., Cutkosky, M.R.: Framework for Modeling Dependencies in Collaborative Engi-
neering Process. Research in Engineering Design, 11 (1999) 84-102 

3. Wang, L.H., Shen, W.M., Xie, H., Neelamkavil, J., Pardasani, A.: Collaborative Concep-
tual Design - State of the Art and Future Trends. Computer-Aided Design, 34(13) (2002) 
981-996 

4. Senin, N., Wallace, D.R., Borland, N.: Distributed Object-based Modeling in Design 
Simulation Marketplace. Journal of Mechanical Design, 125(1) (2003) 2-13 

5. Bowler, L.L., Rohde, S.M.: A Math-Data Environment to Improve Vehicle Creation. Proc.  
ASME 9th Annual Engineering Database Symposium, Boston, MA (1995) 

6. Koulopolous, T.M.: The Workflow Imperative: Building Real World Business Solutions. 
Van Nostrand–Reinhold, New York (1995) 

7. Fleischer, M., Liker, J.K.: Concurrent Engineering Effectiveness: Integrating Product  
Development Across Organizations. Hanser Gardner (1997) 

8. Rangan, R.M., Rohde, S.M., Peak, R., Chadha B.: Streamlining Product Lifecycle  
Processes: A Survey of Product Lifecycle Management Implementations, Directions, and 
Challenges. Journal of Computing and Information Science in Engineering, 5(3) (2005) 
227-237 

9. Shen, W., Norrie, D.H., Barthes, J.P.: Multi-Agent Systems for Concurrent Intelligent  
Design and Manufacturing. Taylor and Francis, London and New York (2001) 

10. Wang, Y., Shen, W., Ghenniwa, H.: A Web/agent based Multidisciplinary Design Optimi-
zation Environment. Computer in Industry 52(1) (2003) 17-28 

11. Campbell, M.I., Cagan, J., Kotovsky, K.: A-Design : Theory and Implementation of an 
Adaptive, Agent-based Method of Conceptual Design. J. S. Gero and F. Sudweeks(eds), 
Artificial Intelligence in Design (1998) 579-598 

12. Sun, J., Zhang, Y.F., Nee, Y.C.: A Distributed Multi-agent Environment for Product  
Design and Manufacturing Planning. Int. J. Proc. Res. 39(4) (2001) 625-645 

13. Yaskawa, S., Sakata, A.: The Application of Intelligent Agent Technology to Simulation. 
Mathematical & Computer Modeling, 37 (2003) 1083-1092 



 Development of an e-Engineering Framework for Automotive Module Design 273 

 

14. Barber, K. S., Goel, A., Han, D.C., Kim, J., Lam, D.N., Liu, T.H., Macmahon, H., Martin, 
C.E., Mckay, R.: Infrastructure for Design, Deployment and Experimentation of Distrib-
uted Agent-based Systems: The Requirements, The Technologies and An Example. 
Autonomous Agents and Multi-Agent Systems, 7 (2003) 49-69 

15. JADE, Java Agent Development Framework. Http://jade.tilab.com/ 
16. FIFA, Foundation for Intelligent Physical Agent. Http://www.fipa.org 
17. Http://www.inops.co.kr/en/project/DynaPDM_e.asp 
18. Hao, Q., Shen, W., Park, S.W., Lee, J.K., Zhang, Z., Shin, B.C.: An Agent-Based  

e-Engineering Services Framework for Engineering Design and Optimization. Proc. 17th 
International Conference on Industrial and Engineering Application of AI and Expert  
Systems, Ottawa, Canada, (2004) 1016-1022 

19. Hao, Q., Shen, W., Zhang, Z., Park, S.W., Lee, J.K.: Development of an e-Engineering 
Environment for Mechanical Systems Design and Optimization. Proceedings of the 8th In-
ternational Conference on Computer Supported Collaborative Work in Design, Xiamen, 
P.R. China, (2004) 251-258 

20. Hao, Q., Shen, W., Zhang, Z., Park, S.W., Lee, J.K.: A Multi-Agent Framework for Col-
laborative Engineering Design and Optimization. ASME International 2004 Design Engi-
neering Technical Conferences and Computers and Information in Engineering Conference 
(DETC/CIE), Salt Lake City, Utah, USA, Sep 28 (2004) 

21. Huber, M.: Jam: a BDI-theoretic mobile agent architecture. Proceedings of the 3rd Interna-
tional Conference on Autonomous Agents (Agents 99), Seattle, WA. (1999) 236-243 

22. Padgham, L., Lambrix, P.: Formalisations of Capabilities for BDI-Agents. Autonomous 
Agents and Multi-Agent Systems, 10 (2005) 249-271 

23. Papazoglou, M.P.: Service-Oriented Computing. Communications of ACM, 46(10) (2003) 
25-28  



 

W. Shen et al. (Eds.): CSCWD 2005, LNCS 3865, pp. 274 – 283, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Towards a Systematic Conflict Resolution Policy in 
Multi-agent System: A Conceptual Framework 

Yi Jiao, Baifeng Wu, Kun Zhu, and Qiang Yu 

Department of Computing and Information Technology, Fudan University,  
Shanghai 200433, P.R. China 

{Jiaoyi, Bfwu}@fudan.edu.cn 

Abstract. Complex modern artifacts are often designed collaboratively by 
both human and machine agents with different areas of expertise in a multi-
agent system (MAS) environment. The interaction of such agents inevitably 
invokes exceptions, which are not well-addressed due to their sophistication. 
This paper focuses on conflicts, the primary presentation of exceptions among 
agents, and considers mainly conflict resolution (CR) in a knowledge-based 
system consisting of both machine-based and human designer agents. Based on 
previous studies, we propose a generic taxonomy of conflicts, a preliminary  
integrated conflict management mechanism, and a general CR scheme. A new 
system architecture is also presented in the paper, with the discussion of a case 
study.  

1   Introduction 

The design of complex artifacts is a problem solving activity based on multiple and 
diverse sources of expertise. Design has become an increasingly cooperative en-
deavor carried out by multiple agents with their expertise of great diversities. In 
engineering design field Computer Supported Collaborative Design (CSCD) is now 
one of the major branches of Computer Supported Collaborative Work (CSCW). It is 
also one of the key technologies of concurrent engineering. Multi-agent system bears 
the strength of neat and clear modularity and therefore acts as a good platform for 
building fault tolerant system albeit it is non-deterministic. Consequently, agent-
oriented system has been emerging as a prominent paradigm in CSCD [1][2][3][4].  

A critical challenge to the creation of an agent-based system is allowing the agents 
operating effectively when the environment is complex, dynamic, and error-prone 
[5]. In such environments, exceptions are inevitable. Although there are a number of 
exception handling approaches available, the problem is not well-studied due to its 
sophistication. Conflict resolution plays a central role in cooperative design [3]. We 
believe this still holds under the MAS situation. As generally acknowledged, excep-
tions in MAS can be divided into two categories: those caused by conflict and those 
not. It is crucial to well-understand conflict resolution first in order to thoroughly 
handle exceptions in MAS.    

Usually an agent means an encapsulated computer system that is situated in  
some environment and is capable of flexible and autonomous actions in that envi-
ronment in order to meet its design objectives [2]. Agents in a system can either be 
machine-based or human designers. They both own some interesting properties, such 
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as autonomy, reactivity, and proactiveness. The key difference between the two 
kinds of agents is the latter also owns social ability.  Previous studies mainly focus 
on conflict resolution in machine-based agent system. However, creating an efficient 
CSCD system often requires the introduction of human designer agents. Our work to 
date aims at managing conflict in a system consisting of both machine-based and 
human designer agents. For clarity and easiness, we confine our discussion to knowl-
edge-based agents, such as agents adopting state-space or numerical representation as 
their choices, preferences, and beliefs. 

The remainder of the paper is organized as follows: Section 2 gives a brief over-
view of important research findings on exceptions in MAS. Section 3 presents and 
explains our conflict taxonomy. Section 4 illustrates the conflict management 
mechanism and the system architecture. Section 5 discusses a case study of conflict 
resolution in a MAS which creates designs for Local Area Networks (LANs). 
Finally, Section 6 concludes the paper with future work. 

2   Current Study on Exceptions in MAS 

Communication channels can fail or be compromised; agents can “die” (break down) 
or make mistakes; inadequate responses to the appearance of new tasks or resources 
can lead to missed opportunities or inappropriate resource allocations; unanticipated 
agent inter-dependencies can lead to systemic problems like multi-agent conflicts, 
“circular wait” deadlocks, and so on. All of these departures from “ideal” collabora-
tive behavior can be called exceptions [5]. Besides the definition given above, a 
number of definitions of exception are available in the literature. However, no one is 
generally accepted. All the definitions on exception emphasize conflict as its one of, 
if not the most, important parts. 

Researchers have presented various classifications on exception from different 
angles. One approach is to classify exceptions into environmental exceptions, knowl-
edge exceptions, and social exceptions [2]. Another one is to classify them into  
conversation exceptions, structural exceptions, logical exceptions, and language 
exceptions [6]. Although different in criteria, exceptions in general can fall into two 
categories: those caused by agent conflicts, and those not. We here focus on the 
study of exceptions caused by agent conflicts with the belief that conflict manage-
ment remains a complex task in MAS. 

Although being different in details, most existing exception handling approaches 
conform to the following paradigm: exception detection, exception diagnosis, and 
exception resolution. A key element underlying these approaches is the notion that 
generic and reusable exception handling expertise can be usefully separated from the 
knowledge used by agents to do their “normal” work. This principle is indeed devel-
oped from the conflict resolution rationale and the notion is also confirmed in the 
domain of collaborative design conflict management [5]. 

3   Taxonomy of Conflicts in MAS 

There are at least two classes of conflicts existing in the MAS. The first class  
contains conflicts within a single agent. Conflicts falling in this category mean the 
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design made by an agent does not fulfill its prescribed requirements. Since a number 
of generic models have been offered to assess validity of a design in light of given 
requirements (e.g., as one can be seen in [7]), we do not study this type of conflicts in 
this paper. 

The second class includes conflicts between and among several agents in the de-
sign group. In this case conflict situations can be further divided into two categories: 
cooperative conflict situations and non-cooperative conflict situations. An important 
aspect in the latter category is psychological factors such as degree of trust among the 
agents and the need to preserve self-esteem of the participants, etc. Resolving these 
conflicts needs to learn from psychological theories and social science knowledge.  

 

 
Fig. 1. A Conflict Taxonomy 

In cooperative situations, conflicts arise from problems caused by strategies 
used and propositions made by agents. 1) Strategic conflicts result from the unrea-
sonable decomposition and allocation of design tasks. The inconsistency in meth-
ods and tools used by agents and divergence between the agents’ responsibilities 
also cause strategic conflicts. 2) Conflicts caused by propositions may appear 
from: i) misunderstanding of the agents’ terminology and viewpoints, ii) un-
acceptance of the quality of a proposition made by an agent or the conditions under 
which a proposition is made. Figure 1 shows a preliminary taxonomy of conflicts. 
Admittedly the taxonomy is not comprehensive: it merely represents a way of 
classifying the conflicts we encountered from a wide range of research literature 
sources. 
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4   Conflict Management Mechanism 

A MAS environment may consist of a geographically distributed network supporting 
a large number of autonomous, heterogeneous agents. Obviously, to establish an 
effective conflict management mechanism for such a system is an extremely ambi-
tious challenge. We believe an integrated conflict management mechanism should 
include conflict avoidance, conflict detection, and conflict resolution [8]. Although 
the avoidance and detection of conflict are also important part of a cooperative de-
sign system, they are not examined in our current work. We focus on what take place 
after the conflicts have been detected. 

There is no grand unified theory of coping with conflicts in performing complex 
real-world computer supported tasks. Instead, a library of alternative methods should 
be considered [9]. For a system consisting of both machine-based and human  
designer agents, conflict resolution is much more complex. Conflict resolution  
expertise can be captured explicitly and organized in an abstract hierarchy as  
meta-knowledge. Our observation is that while the conflicts between machine-based 
agents can be resolved by applying a repository of such meta-knowledge, the  
conflicts between human designer agents can be more effectively resolved by nego-
tiations through some presumed method [10]. Besides, a specification or global 
communication language, including pre-defined languages for learning about  
conflicts (the query language) and for describing conflict resolution actions (the 
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design agents 



278 Y. Jiao et al. 

 

action language) is a prerequisite [11][12][13]. We give a reasonable conflict  
resolution scheme as sketched in Figure 2. 

In this scheme, the beginning point of conflict resolution is the interaction of 
agents running into conflict. When a design conflict is detected by the conflict-
detection mechanism, its type is also judged. If it is a confliction between machine-
based agents, the conflict manifestation then can be captured and the conflict classes 
that include this conflict are identified. Using the general advice associated with the 
classes as templates, specific conflict resolution plans can be generated in the context 
of the confliction by asking questions of the relevant agents using the query lan-
guage. The specific plans are then evaluated by CR component and the one most 
likely to succeed is picked and executed. Meanwhile, actions that describe suggested 
design changes to conflicting agents are made using the action language. In [14], 
Klein gives an application example that can partially serve the scheme. That example 
develops a semi-formal Web-accessible repository of conflict management expertise 
which handles multi-disciplinary collaborative design conflicts. 

When the conflict is one among human design agents, the disputants can try  
to resolve it with four negotiation methods: inquiry, arbitration, persuasion, and  
accommodation. These four methods can be implemented with a set of high-level 
protocols under the precondition of a global communication language and knowl-
edge-based agents. In [9], Wong gave a detailed discussion on the roles and functions 
of the four methods and a protocol implementation in Cooperative Knowledge Based 
Systems. In our scheme, the disputants analyze their situations and decide whether to 
ask or allow a coordinator agent to assist in their selection of a conflict resolution 
strategy for better co-ordination. The selection of CR strategy is then made by refer-
encing the constraint set which considers various system parameters, for instance the 
rules and context of the application domain, the number of disputants, the time con-
straint in reaching an agreement, etc. By applying the selected strategy and protocols, 
the conflicting agents interact and negotiate to reach a common compromise. The 
results, in turn, feed back to the early stages. They influence the future agents’ inter-
actions, the agents’ further decision to future conflict resolution, and the future 
choice of strategies and protocols.  

Figure 3 presents a system architecture corresponding to the scheme described 
above. For machine-based agent system, CR agent carries out conflict resolution and 
problem solving agents focus on their normal behavior. For human designer agent 
system, conflict resolution is also carried out by the problem solving agents them-
selves. The proposed architecture is the mixture of machine-based problem solving 
agents, human designer agents, CR agents as well as the system framework. They all 
must support at least the basic query and action language. When a conflict detection 
agent detects conflict symptoms, it sends this information either to a diagnosis agent 
which produces a ranked set of candidate diagnoses or to the human designer agent 
according to its judge of the conflict type. In the former case these diagnoses are then 
sent to a CR agent that defines a resolution plan. In the latter case the human de-
signer agents negotiate to an intermediate result. The mapper in the human design 
agent acts as a translator between the global language and the local agent representa-
tion language to resolve the comprehension conflicts. 
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Fig. 3. System architecture 

5   Case Study 

Let us consider a conflict resolution scenario in a system creating designs for  
LANs. Suppose the system consists of six agents all including both design and CR 
components, known as Available LAN Technology, Security, Reliability, Vendor 
Needs, Expandability, and Economics respectively. Agents can take different roles  
in the design process, including refining and critiquing an existing design from a 
particular perspective. Design agents cooperate by refining and critiquing abstract 
component descriptions stored on a central blackboard. A domain-independent con-
straint propagation mechanism detects conflicts by looking for unsatisfiable  
constraints on a given component feature. Design agents are role-based expert  
systems or human designers. The Available LAN Technology agent knows about 
existing LAN technologies and how to combine them into working systems given 
detailed specifications. The other agents offer constraints on the specifications and 
critique the emerging design from their particular perspectives. The CR component 
includes the aforementioned conflict class taxonomy. 

In this scenario, the system has refined the LAN design description into a trunk 
for carrying data traffic. The next step is for the Hardware agent to try to determine a 
physical topology for the trunk. It does so by asking other agents for the preferred 
trunk media and protocol, and then searching its components database for a physical 
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topology that supports these preferences. For this case, the Vendor agent prefers the 
token-ring protocol and thin base-band coax media. The Hardware agent, however, 
finds no existing LAN technology that satisfies these constraints, and accordingly 
returns an unsatisfiable constraint on the topology. Thus a conflict is recognized by 
the conflict detection mechanism in the Hardware agent. The conflict in this case is 
between a Vendor agent which wants a particular set of design features and a Hard-
ware agent which wants to create viable designs but cannot. 

The Hardware agent’s CR component now tries to find one or more CR plans that 
can potentially resolve this conflict. It begins by looking for classes in the conflict 
taxonomy which subsume it. One of the classes in the taxonomy has defining condi-
tions we can paraphrase as follows: 

“A design agent is unable to find a component in a component database that satis-
fies some sets of constraints because the constraints were too rigid.” 

As noted above, a conflict class’ preconditions are actually expressed as a set of 
query language questions. The CR component asks these questions of the design 
agents to check if the CR class preconditions are satisfied, and the agents respond, 
typically providing context-specific information. A trace of the result dialogue is 
given in Table 1. Items in italic font represent abstract vocabulary items used by the 
CR component, and items in bold represent context-specific values returned by the 
design agents. As a result of the dialogue, the CR component finds out what conflict 
class indeed subsumes the conflict, and also learns the identities of the constraints, 
component and database search plan involved in the conflict. After exhaustive con-
sideration of the entire class taxonomy, several subsuming conflict classes may be 
identified in this way. 

Table 1. The initial phase result of the query language dialogue 

CR Components Design Components 
What facts support conflict 1? Assertion 1: The physical-topology of LAN-trunk-1 is nil 
Physical-topology is a 
component? 

Yes 

What rule created Assertion 1? Plan 1  
Plan 1 is a database-search-plan? Yes 
What are the input-constraints to 
Plan 1? 

Assertion 2: The media of Lan-Trunk-1 is thin-baseband-
coax 
Assertion 3: The protocol of LAN-trunk-1 is token-ring 

Can Assertion 1 be relaxed? Yes 
Can Assertion 2 be relaxed? Yes 

 
The next step is to collect the general advice associated with these classes. While 

several pieces of advice would in general be returned, let us consider only the piece 
of advice associated with the class described above: “Change the input constraints to 
the database search plan so that a component can be retrieved from the components 
database, and re-run the plan.” 

This piece of general advice needs to be instantiated into one or more specific 
suggestions, by filling in context-specific slots before it can be executed. This proc-
ess takes place via another query-language dialogue, as can be seen in Table 2. 
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Table 2. The second phase result of the query language dialogue 

CR Components Design Components 
What changes to the input constraints 
will allow Plan 1 to return a viable 
value for LAN-trunk-1’s physical 
topology? 

Change Assertion 2 to Ethernet  
OR 
Change Assertion 2 to STARLAN 
             Assertion 3 to phone-line 

 
Using this information the CR component can instantiate its general advice into 

the following CR plans, expressed with action language: 

CR Plan 1: Modify Assertion 2 to Ethernet AND rerun Plan 1. 
CR Plan 2: Modify Assertion 2 to STARLAN AND modify Assertion 3 to 

phone-line AND rerun Plan 1. 

The CR component then has to decide which CR plan to actually execute. Based 
on the heuristic “prefer simpler CR plans”, CR Plan 1 is chosen. Let us imagine that 
Assertion 2 can be changed as requested. After rerunning Plan 1 with the changed 
input constraints, the “Bus” topology is successfully selected for LAN-trunk-1. 
LAN-trunk-1 is then refined by the Hardware agent into a bus with two terminators 
(one at each end). This particular refinement represents the simplest way a bus topol-
ogy can be refined (i.e. there are no filters on the trunk); simple designs are preferred 
by default by the Hardware agent. 

This topology, however, is critiqued by the Reliability agent. This agent prefers to 
keep the reliability of the LAN trunk high, but when a failure occurs anywhere on a 
filter-less bus-type trunk, this failure propagates throughout the whole trunk. This 
low reliability assessment conflicts with the goal of maintaining high reliability, 
which is detected as a conflict by the Reliability agent. 

The Reliability agent’s CR component is then activated. In this case, the CR  
component finds that the following conflict class subsumes the conflict: “There is a 
resource conduit that suffers from the propagation of some unwanted entity.” The 
associated advice is: “Add a filter for that unwanted entity to the resource conduit.” 
The dialogue with the design agents for this case is given in Table 3. 

Table 3. The third phase result of the query language dialogue 

CR Components      Design Components 
 

What facts support Conflict 2? Goal 1: The Reliability of LAN-trunk-1 is High 
Assertion 4: The Reliability of LAN-trunk-1 is Low 

LAN-trunk-1 is a resource conduit? Yes 
What facts support Assertion 4? Assertion 5: the failure-propagation of LAN-trunk-1 

is High 
Failure-propagation is a unwanted 
feature propagation? 

Yes 

Is there a filter suitable for stopping 
failure-propagation on LAN-trunk-1? 

Yes-ethernet-repeater 
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The first four exchanges verify that the conflict class subsumes the conflict, and 
the last one provides the domain-specific information needed to instantiate the advice 
associated with that class, producing the following CR plan: 

CR Plan 3: Add an Ethernet-repeater to LAN-trunk-1. 

This CR plan, when executed, generates a goal to add an Ethernet repeater to the 
LAN trunk. The trunk is now refined into a pair of trunk segments with an Ethernet 
repeater between them. The Reliability agent is satisfied, thus this phase of the de-
sign terminates successfully. 

6   Conclusion 

In this paper we have discussed conflict management in MAS consisting of both 
machine-based and human designer agents. A generic conflict taxonomy is proposed 
based on our research in a wide range of literature sources. We also present a reason-
able scheme which resolve conflicts both among machined-based agents (with re-
pository of conflict resolution expertise) and among human designer agents (through 
negotiations). Finally, we propose a novel system architecture (with detailed illustra-
tion) to support the scheme. Specific application realization is not given in the paper. 
The long-term goal of our research is to build computer systems which support the 
collaboration of both human and machine-based designers. Such systems can support 
not only individuals (i.e., as “personal assistance”) but the group as a whole (i.e., as a 
“facilitator” or a “manager”).  Admittedly there is a long way ahead before a specific 
application implementation. Still much work remains to be done. We leave it to our 
future research work. 
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Abstract. Computer systems have become more and more complex and users are 
overwhelmed with diverse tasks. Traditional online help systems cannot satisfy 
the users due to the lack of considering the dynamics and uncertainty. Agent tech-
nology is a promising approach to designing and developing intelligent user assis-
tance systems, which benefit from agents’ flexibility and adaptability. This paper 
presents our recent work on the design and implementation of personal assistant 
agents in collaborative design environments. Based on the coordinated, intelligent, 
rational agent (CIR-Agent) model, a personal assistant is designed to adapt to the 
user and offer intelligent assistances. A collaboration mechanism based on user 
interest and behavior models is developed to help find appropriate collaborators.  

1   Introduction 

As computing systems become more and more complex, users are overwhelmed with 
diverse tasks. Traditional intelligent assistant systems allow people to delegate work 
loads to computers, but they are not flexible in dynamic environments, and particu-
larly they are not sufficiently enough for collaborative design environments. 

A collaborative design environment is an automated environment that enables us-
ers (including designers, engineers, managers, and customers) to collaborate and in-
teract on the development of a new project regardless of their geographic locations 
and interaction means [8]. Generally, collaborative design environments are consti-
tuted of workplaces that incorporate people, information, and design tools amenable 
to goal-directed tasks. Complex collaborative engineering design projects involve 
multidisciplinary design teams and various engineering software tools [7]. One of the 
major challenges here is to provide intelligent assistances to users in a collaborative 
design environment to effectively utilize their expertise, information, and tools. 

Intelligent software agents have been recognized as a promising approach to imple-
ment collaborative engineering design systems [7]. In agent-based collaborative design 
environments, intelligent software agents have mostly been used for supporting collabo-
ration among designers, providing a semantic glue between traditional tools, or for 
allowing better simulations. As a special type of software agents, intelligent personal 
assistant agents have been proposed and developed to enhance collaboration among 
designers [2, 10] and knowledge sharing among collaborative team members [9]. 
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In a previously published paper [10], our research team presented an approach to 
develop agent-based intelligent assistances in collaborative design environments. We 
employ a personal assistant agent for each user in a collaborative design environment. 
The personal assistant agent helps the user participate in goal-directed collaborative 
tasks by advising the user, when needed, to take the appropriate actions, monitoring 
the routine task procedures, and creating a user-adaptive environment. The objective 
is to provide the user with the “right” service at the “right” time in the “right” way.  

This paper focuses on the design and implementation of the collaboration compo-
nent based on our previously proposed intelligent assistant agent architecture [10]. 
The rest of the paper is organized as follows: Section 2 provides a brief literature 
review; Section 3 describes the proposed design; Section 4 presents a proof-of-
concept implementation, and Section 5 gives a conclusion and discusses our future 
work. 

2   Literature Review 

Current research related to personal assistant agents (PAAs) mostly focuses on the 
issue of user modeling [1, 4, 10]. Universal usability requires it accommodate users 
with a wide variety of expertise and knowledge. Since users have various back-
grounds, interests and goals, in order to achieve such requirements, a personal assis-
tant agent (PAA) must have a model of the particular user that it is interacting with. 
PAA is a kind of software system which is developed to act on behalf of the user. 

User modeling is the process of construction and application of user models. This 
approach has been employed in the design of PAAs to represent users’ interests and 
behaviors and support decision making in an application domain. The problems re-
lated to this process are concerned with the knowledge representation of the user 
models, i.e., how to build a user model, and how to use the model with related knowl-
edge to make decisions. Here, the knowledge is maintained by the system. Users have 
the ability to review and edit their profiles. The information in the user profile is used 
to derive new facts about the user, then the user profile is updated with the derived 
facts or an action initiated, such as interrupting the user with a suggestion. In a  
nutshell, user models provide personal assistants with the information they need to 
support a wide range of users. 

Bayesian network is a mathematically correct and semantically sound model for 
representing uncertainty and dynamics by a means to show probabilistic relationship 
between random variables. It has been an important approach adopted in the literature 
for user modeling. The Lumiere Project of Microsoft Research [4] employed Bayes-
ian user models to infer a user’s needs by considering a user’s background, actions, 
and queries. Bayesian network with a utility function associated with each action 
random variable is used to reason not only the probability the assistance is offered but 
also the utility the assistance is offered. The user model of Core Interface Agent  
Architecture [1] is constructed with Bayesian network and associated utility function.  

Intelligent PAAs can be developed to act on behalf of their users to deal with col-
laboration between groups of users. With the increasing complexity of the computing 
environments, software agents usually cannot operate efficiently by themselves.  
They operate collaboratively to achieve a common goal in a multi-agent environment. 
Collaborations between PAAs facilitate human interactions. To cooperate success-
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fully, each agent needs to maintain a model of other agents and develop a model of 
future interactions with them as well. An infrastructure including communication 
protocols and interaction protocols will be provided by the environment. Communica-
tion protocols enable agents to exchange and understand messages, and interaction 
protocols enable them to have conversations.  

The concept of collaborative engineering has been used in cooperative distributed 
design environment, which enables the designers to interact with one another and use 
the best tools and data across geographical and organizational boundaries. NASA has 
developed a collaborative engineering environment [6] to facilitate better aerospace 
systems life cycle design and analysis. The expensive and complex missions in NASA 
require the use of collaborative engineering environment capabilities to the greatest 
extent possible. There are three kinds of elements in this collaborative environment: 
data, team members and analysis hardware and software. The application of the  
collaboration concept got immediate payoff and benefit in NASA. It enables the  
implementation of a vision for geographically distributed team and integrated system 
design capabilities, which is significant to the design of personal assistant agents in 
collaborative environments. 

A collaborative framework of interface agents proposed in [5] overcomes the prob-
lem that the learning procedure takes a long time to cover most of the example space 
to work effectively. The basic idea behind the collaborative solution is simple: while a 
particular agent may not have any prior knowledge, there may exist a number of 
agents belonging to other users who do. Instead of each agent re-learning what other 
agents have already learned through experience, agents can simply ask for helps in 
such cases. The collaboration between these agents is in the form of request and reply 
messages. Through the proposed collaboration framework, the experienced agents 
help the new agents come up quickly in unfamiliar situations.  

Agent researchers have concentrated on negotiation and cooperation strategies that 
are used by autonomous agents who must compete for scarce resources. Collaborative 
interface agents are implemented not only to come up to speed much faster, but also 
to discover a large set of heterogeneous peers that are useful consultants to know in 
particular domains to serve their users more effectively.  

The AACC project [2] addresses how a personal assistant can improve the collabo-
rative work of a group of people and how a personal assistant can be implemented  
to support collaboration. In this project, the personal assistant keeps an internal 
representation for each user and saves it in a generic structure. The personal assistant 
tries to provide group awareness to the current user and the user is encouraged to 
communicate or reuse tasks to save efforts. 

This paper presents the design of a personal assistant agent architecture for col-
laborative environments, which has not been covered in previous work we reviewed. 
Based on the user model, collaboration component utilizes the agent inference capa-
bility to provide the user with collaboration assistances. We also discuss specific 
collaboration strategies and mechanisms used by personal assistant agents. 

3   Collaborative Intelligent User Assistance 

We employ personal assistant agents to provide collaborative intelligent user  
assistances to enable human users to collaborate and interact with one another in  
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distributed collaborative environments. Users may share information with others or 
delegate a task to others. This section presents the design of personal assistant agents 
with a focus on collaboration assistance in distributed design environments. 

3.1   The CIR-Agent Model 

The design of personal assistant agents is based on the Coordinated, Intelligent Ra-
tional Agent (CIR-Agent) model [3], which is a generic agent model for cooperative 
distributed systems. The basic components include knowledge, problem-solver, com-
munication, and interaction devices. A particular arrangement (or interconnection) of 
the agent’s components is required to constitute an agent, as shown in Figure 1.  

 

Fig. 1. Detailed Architecture of CIR-Agent 

This arrangement reflects the pattern of the agent’s mental state as related to its 
reasoning to achieve a goal. No specific assumption is made on the detailed design of 
the agent components. Therefore, the internal structure of the components can be 
designed and implemented using any technology. This model supports flexibility at 
different levels of the design: system architecture, agent architecture, and agent com-
ponent architecture. 

3.2   Intelligent Assistant Agent Architecture 

The intelligent assistant agent architecture proposed in our previous work [10] is shown 
in Figure 2. The user model is divided into user interest model and user behavior 
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Fig. 2. Intelligent Assistant Agent Architecture 

model in order to capture the user’s interest and user’s actions related to the goal 
separately in the application domain. The intelligent assistant agent provides collabo-
ration assistance and application assistance. 

The structure used to model the user is a triple, i.e. (G , UMI , UMB):  

- G represents the user’s goal. We view the goal as a final state after a sequence of 
actions. If we view the domain context as a set of domain concepts D and a set 
of relationships between them R, the goal is composed of a subset of D and a 
subset of R. We model the goal as g = <Dg , Rg>, where Dg  D, and Rg  R. 

- UMI represents the user’s interest model. The interest model is further divided 
into a short-term interest model and a long-term interest model. The short-
term interest model is more dynamic than the long-term interest model, and it 
describes the user’s current interests. The domain concepts in the user interest 
model is a subset of D, and the relationships between these concepts is a sub-
set of R. Each concept and each relation within the domain of interest model 
are associated with a utility value. The collective utility from one concept to 
another concept reflects user interest degree. 

- UMB represents user’s behavior model. It models user’s actions to achieve a 
goal within the context of user’s short-term interest model. So the user behav-
ior model is constrained by user short-term interest model. Each action in the 
model is associated with a performance utility, and it is also associated with a 
probability table which represents the probability between this action and 
other actions. The collective probability from one action to another is used to 
predict user’s behavior. 

The user model contains the agent’s knowledge about the user, and it corresponds 
to the knowledge component of the CIR-Agent. The knowledge-update component 
and inference component perform learning and inference on the user model, and they 
correspond to the problem-solver component of the CIR-Agent. The proposed agent 
architecture integrating these models and components provides users with application 
assistances and collaboration assistances. 
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3.3   Collaboration Assistance 

With the advent of the Internet and distributed computing technologies, product de-
sign is increasingly distributed. Engineers find that they are often in the difficult posi-
tions of having to rely on the contributions of others. The collaboration assistances 
help users in geographically distributed design environments. Each user in this envi-
ronment is facilitated with a personal assistant agent that utilizes its knowledge and 
inference capability to provide the user with assistances. The knowledge is captured 
and stored in the user interest model and behavior model. The agent captures user’s 
activities and communicates with other agents to provide collaboration assistance to 
the user when required. In this design, the personal assistant agent will register the 
user’s goal and interest with a directory facilitator (DF) agent when the user login the 
system. The DF agent keeps an entry for each user about the user’ name, current goal 
and interests. When the user’s goal and interest change, the personal assistant agent 
will update the user’s profile with the DF agent. 

The collaboration can happen in various ways. One of them is information sharing. 
This kind of collaboration can happen to users with the same goal. Usually a user has 
no complete knowledge of the application domain, and he/she needs information from 
peers. When a user needs help, his/her personal assistant agent first queries the DF 
agent of the qualified collaborators. The DF agent will first select the user with the 
same goal and then match the user’s current interest domain concepts with the se-
lected user profiles. What the DF agent finally sends to the querying agent is a list of 
potential collaborators. In this design, each user’s personal assistant agent will keep a 
file of collaboration history. When it receives the potential collaborator list from the 
DF agent, it will check the file, select one with the most satisfied collaborations. In 
this way the two PAAs work together to have the users work collaboratively. After 
the collaboration is finished, the personal assistant will ask the user if he is satisfied 
with this collaboration, and update the collaboration history according to the user’s 
feedback. This kind of collaboration helps form a collaborative distributed environ-
ment in which users help each other to finish the task efficiently in a way to reduce 
the repetitive work. 

Another kind of collaboration may happen between users that have the same goal 
but different short-term interests. Users’ interests may be different even they have the 
same goal. For example, in a multidisciplinary design environment, all engineers in a 
project team have the same goal. However, mechanical engineers are interested in the 
mechanical design issues, and electrical engineers are interested in the electrical is-
sues. The domain concepts in their interest models are different. When a user has no 
knowledge of a task, he/she may delegate it to others. His/her PAA will broadcast the 
request to all users’ personal assistant agents in the distributed design environment. 
We may view the content of the request as a goal which is a final state composed of a 
subset of the domain concepts and their relationships. The PAAs receiving the request 
may choose to respond or ignore the request according to the users’ situations. If a 
personal assistant agent chooses to respond, it should be able to reason on the user 
interest model and behavior model to calculate the performance utility according to 
the following reasoning steps:  
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- First, the personal assistant agent checks if the domain concepts in the request 
message match with the domain concepts in its user interest model. If not, that 
means the user is not interested in that task and cannot provide help, thus the 
personal assistant agent ignores the request message. If yes, that means the 
user has the capability to help, and reasoning goes to the next step. 

- Secondly, the personal assistant agent checks the behavior model utilizing the 
interested domain concepts. As we mentioned in the previous section, the be-
havior model is constrained by the interest model, so the personal assistant 
agent can find the portion of the behavior model corresponding to the related 
domain concepts. 

- Thirdly, the personal assistant agent calculates the total utility associated with 
each action in that portion of the behavior model, and sends the performance 
utility to the requesting personal assistant agent. 

The requesting personal assistant agent compares all the responses and selects the 
one with the highest utility to ask for help. After this collaboration is completed suc-
cessfully, the helping user’s personal assistant agent will update the user behavior 
model with increasing the related actions’ utility. This kind of collaboration helps a 
user finish a complex task though he/she has no complete knowledge. The user selects 
an expert to help finish part of the task to ensure the best performance of the task.  

4   Prototype Implementation 

FIPA is an organization aimed at producing standards for the interoperation of het-
erogeneous software agents [11]. JADE is a FIPA-compatible Java agent development 
open source framework for peer-to-peer agent-based applications [12]. We utilize 
JADE as the platform to implement a prototype.  

A personal assistant agent is designed and developed for the designers working in a 
collaborative gear box design project. Each project team member has his/her own 
personal assistant agent. The project team is divided into three design groups: gear, 
case, and shaft, which are related to the users’ long-term interests. Each part (gear, 
case, or shaft) has several types, which are related to the users’ short-term interests. 
When users login the gear box design system, they should select only one design 
group and one interested part type. The main agent container is initialized on one PC, 
and we use this PC as the server. The DF agent which maintains user profiles is de-
ployed on the server. To simulate the distributed environment, we assume several 
users located in different geographic locations. Each user has his/her own personal 
assistant agent running on a container attached to the main container on the server. 
The personal assistant agent sends a message to the DF agent to register user’s name, 
current goal and interest. When the personal assistant agent captures the change of 
user’s goal and interest, it will send a message to the DF agent to update the user’s 
profile. 

When a user needs helps during a design process, the personal assistant agent of 
this user sends a message to the DF agent using FIPA-Query interaction protocol in 
order to find designers/collaborators interested in designing the same type of part. The 
DF agent searches its database, and finds a list of qualified designers, and sends the 
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Fig. 3. Collaboration Assistance Window 

 

Fig. 4. Sniffer Agent Interface 

list to the requesting personal assistant agent (Figure 3 shows the qualified collabora-
tors found by Lisa’s personal assistant agent). The personal assistant agent selects one 
with the best record according to the collaboration history, and sends a message to 
that designer’s personal assistant agent requesting to open the message board. In the 
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current implementation, it opens the user’s message board automatically. Now the 
two designers may have a discussion interactively and share related information. 
Figure 4 shows the interface of the sniffer agent, which captures the communications 
between the related agents.  

Another collaboration scenario is to ask another user to help design an entire part. 
We use the FIPA-Contract-Net interaction protocol within this collaboration. In order 
to pick up the most appropriate designer to do the design, the personal assistant agent 
sends a Call-For-Proposal message to all users’ PAAs to initiate the interaction. After 
collecting all responses, the personal assistant agent will pick up one with the highest 
performance utility to make a contract with it. When the design is completed, the 
personal assistant agent will receive a message of the design result. 

5   Conclusion and Future Work 

The design of personal assistant agents in collaborative environments is a new  
research area which involves a number of challenging issues, such as user modeling, 
reasoning and design making, and collaboration mechanisms. The collaboration  
component in our proposed intelligent assistant architecture is designed to help users 
in collaborative environment to work with others efficiently and effectively. This 
component is able to reason on users’ interest model to find potential collaborators, 
and reason on user’s behavior model to find collaborators with high utilities. Two 
kinds of collaborations are presented in this paper. The collaboration mechanisms 
proposed in this paper are application specific.  

The proposed concept and design idea in the paper help us design an effective per-
sonal assistant agent which integrates the user model and collaboration component 
based on the CIR-agent architecture to assist users with the collaborative tasks. Our 
future work will focus on encapsulating the specific collaboration mechanisms into a 
generic collaboration component and offering more sophisticated assistances in col-
laborative design environments. 
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Abstract. It is traditionally a challenging task to develop a distributed collabo-
rative environment for solving Multidisciplinary Design Optimization (MDO) 
problem, due to the high degree of heterogeneity of various engineering com-
puter tools and geographically distributed organizations. This paper presents 
significant results of our recent work on the development of a distributed  
collaborative MDO framework, which has incorporated a number of existing 
technologies including Web, workflow, adapter and agent effectively. Web 
technology enables the geographically distributed experts to access MDO envi-
ronment anywhere and solve a multidisciplinary problem cooperatively. Work-
flow technology is employed to construct the complex branching and iterative 
MDO problem formulations, and automate the execution of design process. 
Adapter provides the designer with uniform interfaces through encapsulated en-
gineering tools. Agent coordinates the operations on system resources, and 
more significantly performs the dynamic load balancing. A prototype system 
called JFMDO based on J2EE is developed to illustrate the effectiveness of the 
proposed approach. 

1   Introduction 

The design of complex engineering systems is usually achieved through the coopera-
tion of collections of engineering computer tools and experts in a relatively large 
number of disciplines. Multidisciplinary Design Optimization (MDO) [1] is proposed 
as an appropriate approach to the design of engineering systems, especially to the 
design of complex multidisciplinary engineering systems. However, members of 
multidisciplinary design team composed of experts in each discipline might work at 
different design phases or on different design versions and need to exchange data for 
the purpose of collaborative design. Moreover, various engineering computer tools 
used in design are often geographically distributed and implemented on different, 
possibly heterogeneous platforms such as UNIX, Macintosh and Windows. The two 
                                                           
* Corresponding author. Email: zjuyjw@cs.zju.edu.cn. 
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points mentioned above will make an engineering design project more complex and 
take more design cycle time. 

In order to support interoperability among different engineering computer tools and 
coordinate the design activities of multidisciplinary engineering project, it becomes a 
monumental task to develop an efficient collaborative design environment. Not only 
should this environment automate data exchange and design process, but also be easy-
to-use and widely accessible. Many organizations are dedicated to investigating 
frameworks for supporting multidisciplinary design optimization application. In this 
paper, we propose a new generic framework for MDO application to facilitate the 
design of complex engineering systems. Using this framework, the designer will be 
able to concentrate more on the analysis optimization and less on the control of design 
process.  Several features are implemented in this framework. We employ an emerg-
ing technology, i.e. workflow [2], to allow designers to define complex processes that 
are split (parallel) and iterative, besides the sequential ones. The previous design 
processes and data that are valuable can be reused based on the process templates. 
Commercial or noncommercial engineering computer tools such as ISIGHT and in-
dustry-standard in-house discipline codes for actual analysis are encapsulated into 
adapters to provide the designer with uniform interfaces. In addition, two existing 
technologies, namely agent and Web are incorporated into the framework.  

The remainder of this paper is organized as follows. In Section 2, we discuss related 
work. In Section3, we propose the new framework for MDO. In Section 4, we illustrate 
a prototype system JFMDO. In Section 5, we show a case study. In section 6, we  
conclude with the paper. 

2   Related Work 

In order to provide the functional support for multidisciplinary design optimization 
application development, many researches have been done to exploit a distributed, 
heterogeneous framework rather than analysis and optimization tools. As a result, 
several frameworks for MDO application are proposed. In the following, we briefly 
review some that are most related to our work. 

There exist lots of requirements for an ideal framework that provide the support for 
MDO application development and execution. Salas et al. [3] propose a list of key 
requirements from the view points of architectural design, problem formulation con-
struction, problem execution, and information access. Kodiyalam et al. [4] present 
twelve pieces of requirements for process integration and problem solving capabilities 
in a MDO framework.  

The Framework for Interdisciplinary Design Optimization (FIDO) [5] project, 
which chooses a special design model – the High-Speed Civil Transport (HSCT) 
design as the initial implementation, is intended to develop a general computational 
environment for performing automated multidisciplinary design and optimization 
using a heterogeneous cluster of networked computers. The resulting framework of 
the FIDO project has the capability in automating the design process to some extents. 

Shen et al. [6][7][8] proposed a distributed MDO framework which integrates  
several enabling technologies such as the Internet, Web and agent in a way that  
each plays an appropriate role in design environments. The proposed framework  
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emphasizes four main integration aspects of MDO environment, namely “composi-
tion”, “coordination”, “cooperation” and “adaptation”.  Based on this framework, they 
developed a distributed MDO software environment prototype called WebBlow that 
is characterized by the use of agent orientation paradigm for the design of automotive 
interior blow molded parts.  

Chen et al. [9] propose a Collaborative Distributed Computing Environment 
(CDCE) that is a three-tier architecture and extends JAVADC(Java for Distributed 
Computing). JAVADC is a Web-Java based framework for enabling parallel distrib-
uted application written using PVM, pPVM and MPI [10]. Zentner et al. [11] present 
another framework that mainly contains three components, i.e.  DesignSpaceExplorer 
object that implements fundamental design analysis functionality, code  
object that is a bridge between client and server, and agent object that is a wrapper for 
legacy command line executable program. 

In addition, a number of commercial engineering tools such as AML, ISGHT, 
MODELCENTER and EASA provide respective supports for the MDO application 
development and execution. 

However, frameworks mentioned above are not generic but designed to solve a 
specific problem. Some only support fundamental aspects of collaborative design in 
which the interaction among design activities is predefined. Moreover, most of them 
lack a collaborative environment which allows different members of a multidiscipli-
nary design team to cooperate at various design stages. 

3   Framework for MDO 

To overcome the weakness of the approaches described in the previous section, we 
suggest a new generic Framework for Multidisciplinary Design Optimization 
(FMDO) environment that focus on four main integration aspects, namely flexibility, 
modularity, portability and reusability. Similar to some frameworks presented above, 
this framework integrates several existing widespread technologies such as Web, 
XML and agent. The framework proposed, however, differs from others in introduc-
ing the technology of workflow to allow designers to construct complex branching 
and iterative MDO problem formulations readily with visual programming interfaces.  
Using the proposed framework, we view a design problem not only as an integration 
of multidisciplinary design tools and experts but also as a complex automatic design 
process which can significantly reduce the overall time for solving a multidisciplinary 
optimization problem.  

The object-oriented process design, automatic process execution, pragmatic proc-
ess monitor, data manager, and two types of agents, along with the wrappers of legacy 
codes and commercial tools adapters, constitute the primary components of the 
FMDO environment. In the following sections, we introduce them in detail.  

3.1   Process Design 

As mentioned previously, the design process for the multidisciplinary engineering 
problem in MDO community is typically iterative and parallel.  Multiple design  
activities in a design process may sometimes need to execute in parallel while not  
affecting the correctness of results. 
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Within this framework, a design process should be treated as a collection of many 
design activities that are logically related in terms of their contribution to the solution 
to the multidisciplinary design problem. Each activity in a design process has special 
properties that are either basic or extensive. Basic properties are composed of partici-
pants, activity variables and execution conditions, etc. Extensive properties include 
adapter and application identifier, input and output design variables, the relation 
among design variables, as well as the relation between activity variables and design 
variables.  

After the definition of a design process, the designer deploys the design process to 
the process engine which provides facilities for supporting the automatic execution of 
design process. The process engine interprets the design process definition, creates the 
corresponding process instance and manages its execution. During the execution of a 
process instance, the process depends on the evaluation of transition conditions that 
are defined within the process definition to navigate among design activities.  The 
transition condition is usually a logical expression that identifies the flow relationship 
among activities and decides the sequence of activity execution. It may refer to the 
variables that are assigned either statically in the process-defined-phase or dynami-
cally at run time after a design activity has started or completed, thereby enhancing 
the flexibility of the design process execution. 

In addition, we add an essential facility, the process monitor, to provide a means 
for examining the data as the design proceeds. Users can view all the information 
about an activity such as input variables, result and configuration data. The process 
monitor is also responsible for monitoring and steering the process while the design 
process is underway.  With proper permissions, users can not only monitor the run-
ning process but also do actions such as stopping, suspending and resuming process if 
necessary. 

3.2   Agent 

Another key technology in this framework is agent. Agent technology is competent in 
the sense of enabling the automation of complex tasks and developing reliable and 
intelligent systems, which has been demonstrated by various projects. There are two 
different types of agents in the current design, namely control agent and adapter 
agent.  

Control agent is responsible for managing operations on system resources such as 
adapters and data manager.  The control agent communicates with the adapter agents 
(described below) to drive an engineering tool to run based on the requests from a 
design activity. Similarly, when an adapter stores or retrieves data, it will communi-
cate with and then delegate the request to the control agent which invokes the  
data manger to accomplish the corresponding actions. There are two other significant 
purposes for the use of the control agent in the framework. One is to strengthen the 
system security in the multi-layer architecture in order to prevent users from directly 
visiting the data stored in the database. The other is to reconcile the resource competi-
tion and implement the dynamic load balancing among a cluster of computers through 
the scheduling of the control agent.  
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As one computation resource is requested simultaneously by multiple users, the 
control agent will put the unsatisfied requests into the resource-requesting pool. On 
the advent of an event, for example, the computation resource having accomplished 
an analysis task and being available for next one, it schedules the requests in the re-
source-requesting pool in terms of some kind of scheduling algorithm, typically FIFO.  

The adapter agent with which the adapters register is responsible for communica-
tion with the control agent. The adapter agent is designed to keep all information 
about the registered adapters. If the adapter agent is shut down and restarted again, it 
is unnecessary to re-register all adapters that have been registered. However, if the 
adapter agent is started in a computer with a different IP address where it cannot find 
the registered types of adapters, it will notify the designer which type of adapter is 
missing and suggest him/her to download them from the application resource library.  
More than one adapter may be registered to one adapter agent. 

3.3   Adapter 

Traditional engineering design community often makes wide use of industry-standard 
legacy discipline applications which were generally established in FORTRAN or C 
with proven characteristics and high fidelity.  On the other hand, existing commercial 
analysis tools mentioned in section 2 are also widely used because of their abundant 
functionality library and high performance. Therefore, we should utilize these tools 
but not implement their functions from scratch. By adopting adapter technology, we 
can be able to integrate proprietary legacy programs and commercial applications into 
the MDO system with few changes made. Adapter conceals the specifics of commer-
cial or non-commercial engineering tools to provide user with the uniform interfaces 
in the FMDO system.  

Within this framework, adapters typically consist of the following interfaces: the 
Start/Stop/Suspend/ResumeApplication Interface, the GeneratingInputVariablesFile 
Interface, the ParsingOutputResultFile Interface and the NotifyingAgent Interface.  

The Start/Stop/Suspend/ResumeApplication Interface steers the analysis tools via 
the command line of each. The GeneratingInputVariablesFile Interface is provided to 
convert data from a standard format into a form suitable for a corresponding analysis 
application. Before each analysis is executed, the input files including appropriate 
input are automatically constructed by the framework. In contrast, the parsing of out-
put file is automatically fulfilled by the ParsingOutputResultFile Interface. By  
invoking the NotifyingAgent Interface, adapter is able to submit the run information 
and data that are extracted from the output file generated by analysis application to 
the control agent, which will deliver them to the appropriate destination. Besides the 
basic interfaces mentioned above, the designer can also add extra interfaces that  
perform other design actions, e.g., gradient analysis for providing more abundant 
operations.   

3.4   Application Resource Manager 

Since engineering tools including commercial and noncommercial applications are often 
installed in geographically distributed computers, the designers in multidisciplinary 
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design team may not know where the needed applications are located so that they  
cannot utilize these tools efficiently. To address this issue, we provide an application 
resource manager to manage the computation, analysis and optimization tools that are 
available in our network to enhance the use rate. 

The various applications that are registered with application resource manager are 
separated into different groups that may be customized by the designer as desired, for 
example, hydrodynamics group, thermo-dynamics group and structure analysis group, 
etc.  The designer should fill out the basic properties and the runtime environment 
information about the application when registering. The basic properties of the appli-
cation include name, version, category and provider, and so on. The runtime envi-
ronment information of the application primarily consists of the computer IP address 
where the application is installed, the command line strings, license number and the 
system platform on which the application runs, as well as the registration name of the 
adapter that wraps the application, which is needed while the control agent communi-
cates with the adapter agent. 

In addition, the application resource manager saves the state information of the  
application such as run, stop, and suspend, availability and unavailability, and  
keeps track of the real-time changes on it. When the designer applies for the use of an 
application, as described in section 3.3, the control agent will refer to the application 
resource manager for the state information about the requested application, on which 
it makes the optimal scheduling decision for performing dynamical load balancing. 

3.5   Data Manager 

Data manager of the FMDO framework consists of design process data manager, 
engineering data manager and application resource data manager.  The purpose of 
design process data manager is to provide a centralized access service for the storage 
and retrieval of design process data during the run of the FMDO system. The engi-
neering data manager serves the FMDO system by not only storing and retrieving 
engineering data but also automating data exchange among different design activities. 
The application resource data manager is responsible for keeping and retrieving all 
relevant information of the application resources that have been registered with the 
application resource manger. 

4   Prototype System 

The JFMDO is a Java-based prototype system implementation of the FMDO frame-
work which is a multi-tier architecture. The logical system architecture of the JFMDO 
is shown in Figure 1.  

Application resource manager, process definer and process monitor lie in Web 
Server layer and respond to the requests of the clients using Servlets technology. Data 
manager, control agent and process engine lie in EJB Server layer as business logical 
components. Remote method invocation (RMI) technique is used for communication 
between control agent and adapter agent.  
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Fig. 1. JFMDO system architecture 

5   A Case Study: Design of Drill Chuck 

To demonstrate the usability of the proposed framework in a distributed collaborative 
design environment, an industrial design example of drill chuck is elaborated in the 
prototype system of JFMDO that was developed by the authors. 

5.1   Problem Description 

As shown in Figure 2, the drill chuck design process is roughly broken down into four 
steps. Each of the four steps can be further divided into a number of sub-steps. During 
the mechanical design process, the final shape of the drill chuck that meets the re-
quirements is to be determined. The forging process is to select the optimum die 
shape and proper die filling through the adjustment of the parameters. The subsequent 
 

 

Fig. 2. Drill chuck design process 



 A Distributed Collaborative Design Framework for MDO 301 

 

processes, heat treatment and machining are to diminish the residual stresses and 
distortion generated in the former processes. If the distortions and the residual stresses 
are acceptable, the final shape will be accepted. Otherwise, the forging process needs 
to be improved in order to achieve admissible error. If that is not possible, the me-
chanical design should be repeated to change the final shape. The four steps might be 
performed iteratively in order to produce a qualified product. 

5.2   Scenario 

Here is the scenario showing how to solve the drill chuck MDO problem step by step 
in the proposed prototype system. 

1) The designers build adapters for design and analysis applications such as 
ANSYS and then register these applications and corresponding adapters with 
the application resource manager. 

2) The leader of multidisciplinary design team constructs a design process and 
then deploys it to the process engine, as shown in Figure 3. 

3) The team leader starts the design process with the help of a Web-based user in-
terface. Before the design process is started, it is necessary for him/her to add 
or modify the relevant properties of the process and the activities. 

4) The team member who is assigned to a certain activity and given the explicit 
privileges in the step 3 receives the design task through a web browser. 

5) The team members who have received the design tasks assign or modify  
values of the design variables, select the analysis optimization application 
available provided by the application resource manager, and then start the  
application selected.  

 

Fig. 3. JFMDO system 



302 D. Shi et al. 

 

6) The resulted data that have been parsed and extracted from the output file by 
the adapter are automatically sent back to the control agent and displayed on 
the web browser. The participant validates these data and then submits them to 
the design task. The submitted data will be automatically moved to the appro-
priate destinations by the engineering data manager.  

7) The process engine navigates to the next activity based on the evaluation of 
the transition condition.  

Steps from 4 to 7 are repeated until the whole design process is completed. 

6   Conclusion 

In this paper, the Framework for Multidisciplinary Design Optimization (FMDO) is 
proposed as a generic framework for MDO applications. It is also a promising para-
digm in Web-based distributed collaborative design environments. The FMDO is 
intended in a more flexible and smarter way to tie together multidisciplinary design 
and optimization in a distributed, heterogeneous computing environment, and auto-
mates process execution and data exchange for the purpose of collaborative design. It 
is distinct from other traditional MDO frameworks in that the workflow technology is 
integrated with the system to allow the designer to define complex branching and 
iterative design processes that can be reused in the future design task as templates. 
Moreover, adoption of adapter into the system provides the designer with uniform 
interfaces to facilitate the integration of   multidisciplinary design applications. Sev-
eral existing technologies such as agent, Web and XML are also incorporated into this 
framework. A prototype system called JFMDO is developed based on J2EE, which is 
under further implementation and validation at present.  
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Abstract. A method to bridge standalone CAD systems is presented. The 
method uses a middleware agent to wrap the standalone CAD systems. Both in-
side and outside encapsulations are constructed inside the agent. The online 
bridge has been initially implemented to integrate commercial CAD systems for 
distributed and collaborative applications.  

1   Introduction 

Most of traditional CAD systems are standalone environments. The individual users 
interact with the localized system independently. When different CAD modules are 
geographically distributed over network, the CAD systems are considered as distrib-
uted. In distributed CAD, there can be only one individual user who calls remote 
CAD modules. Although the distributed computer systems give the individual design-
ers a lot of conveniences to exchange, view and check design data, the collaboration 
is indirect and time-consuming. Furthermore, when distributed CAD systems enable a 
group of users to work interactively, concurrently and synchronously, the distributed 
CAD systems can be considered as collaborative [1]. The cooperative users in one 
group will have a good awareness of each other and will instantly interact with each 
other in collaborative design process. Some kinds of distributed / collaborative CAD 
systems have been developed and marketed in recent years. However, compared with 
widely used standalone CAD systems, the distributed and collaborative CAD systems 
are “not generally accepted” [2].   

The intention of this paper is to explore a flexible, open, online and instant bridge 
among various standalone CAD applications. It is expected that the bridge can cut the 
gap between the widely accepted standalone CAD systems and the “not generally 
accepted” distributed / collaborative CAD systems.  

Section 2 reviews some related work in the literature. Section 3 describes the over-
all structure of the proposed bridge. Section 4 presents the encapsulation method of 
the middleware agent. Section 5 demonstrates an experimental bridge to integrate two 
different CAD systems. Conclusion and future work are discussed in Section 6. 

2   Related Work on Collaboration and Integration Technology 

Since the communication network is becoming ubiquitously available, the instant col-
laboration (such as MSN) is becoming same as popular as asynchronous collaboration 
(such as Email). There are two typical collaboration frameworks: aware framework 
(collaboration awareness) and transparent framework (collaboration transparency) [3].  
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In typical aware framework, the collaborative systems are specifically designed to 
code both applicative functions and collaborative capabilities from scratch. On the 
contrary, the typical transparent frameworks construct collaborative systems by add-
ing collaborative capabilities to legacy standalone applications without access to 
source code of the applications. In this situation, the existing standalone applications 
are regarded as transparent applications. The application sharing systems (such as 
Microsoft NetMeeting) are typical transparent frameworks.  

Both two kinds of typical collaboration frameworks have advantages and disadvan-
tages. One endeavor is to explore atypical (hybrid) frameworks which try to enable 
the transparent frameworks to work in the same way as aware framework 
[4][5][6][7][8].  

However the event messages in above atypical frameworks are generally low-level 
I/O messages (keyboard and mouse events). Therefore it needs a lot of efforts to  
filtrate, segment, reduce and translate the low-level streaming events into semantic 
operations in case of large-scale and complicated engineering applications, such as 
engineering CAD systems. This is the reason why only simple text editors or drawing 
tool are shown as examples in above atypical (hybrid) frameworks [4][5][6][7][8]. 

Data exchange (such as STEP) has been used in integrated CAD environments. 
However, data exchange is an offline method. Therefore, the online integration meth-
ods have been explored recently. There are two kinds of online integration methods. 
The first method uses middleware / component [9]. CORBA is one of the major mid-
dleware standards [10]. DCOM is a built-in middleware in MS Windows platform. 
This paper limits related work in integrated CAD environments.    

CFACA [11] and the PRE-RMI [12] try to integrate design applications and  
process planning applications. The CFACA wraps ACIS geometry library into new 
components connected with common interface. But neither CFACA nor PRE-RMI 
addresses the integration of existing standalone CAD applications.  

It is claimed that DOME framework uses CORBA as an infrastructure to integrate 
DOME-based models with existing applications [13]. While it is clear that the 
DOME models are based on a previously developed OME library, it is not clear  
how to integrate existing applications because no example of existing application is 
demonstrated.   

In an agent- and CORBA-based application integration platform, Chan clearly stat-
ed that it is necessary to integrate a legacy (existing) application [14]. Chan clearly 
explained the outside encapsulation, which is near ORB and accesses data and re-
quests operations through inside encapsulation. However, no explanation to inside 
encapsulation is presented.   

The second kind of online integration methods is not based on middleware tech-
nology. In other words, this method can be regarded as inside encapsulation according 
to Chan’s wrapper architecture. For example, PACT project uses interaction agents 
(that is, programs that encapsulate engineering CAx/DFx systems) to integrate four 
sub-systems [15]. However no details were presented in publications so that we can 
re-implement a PACT agent to integrate legacy CAD applications.  

This paper focuses on how to extend former research, in which the reactive agent 
(non-middleware agent) is used as inside encapsulation to respond to both generally 
I/O messages and application-level events [16][17]. The bridge in this paper uses 
middleware agents to integrate standalone and transparent CAD systems.  
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3   An Overview of the Online Bridge 

The purpose of this research is not simply to develop one kind of distributed / collabo-
rative CAD systems (although experimental distributed / collaborative systems will be 
demonstrate as case studies in this paper).  

A Online Bridge to Interconnect Standalone and Transparent CAD 

Systems Standalone CAD systems Standalone CAD systems 

Standalone CAD systems Standalone CAD systems 

Bridge 

Bridge 
Bridge Bridge 

….. ….. 

 

Fig. 1. A online bridge to interconnect standalone and transparent CAD systems 

At present, the major goal in this paper is to establish a flexible, open and online 
bridge to interconnect various standalone and transparent CAD systems, as shown in 
Figure 1. In the future, some kinds of distributed / collaborative CAD systems can be 
easily and quickly established with the bridge.   
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Fig. 2. Three-tier architecture of the bridge 
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The bridge is based on three-tier architecture, as shown in Figure 2. There are three 
tiers in this architecture. The infrastructure tier includes network, computer hardware 
and operational system. The middle tier is used as interconnection interface among 
the client applications and server applications. In application tier, the middleware 
agents wrap the transparent single-user CAD applications into clients. The servers 
provide aware services to the transparent CAD clients.  

In traditional two-tier architecture, the client applications and server applications 
directly connect to the infrastructure. Both the client and server have to deal with the 
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low-level communication issues. In three-tier architecture, the low level communica-
tion is handled by middleware. Therefore the application tier can focus on semantic 
issues. The middleware agent uses both inside encapsulation and outside encapsula-
tion to wrap standalone and transparent CAD applications, as shown in Figure 3.  

4   Encapsulations of the Middleware Agent 

4.1   Outside Encapsulation 

The outside encapsulation obtains operational requests from inside encapsulation and 
forwards them to proxy. Outside encapsulation also receives invocation interfaces 
from proxy and sends them to inside encapsulation. The proxy object works as inter-
face between the wrapper and middleware. The outside encapsulation is shown in 
Figure 4.  
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Fig. 4. Outside encapsulation 
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The outside encapsulation enables the legacy CAD applications that do not have 
middleware interfaces to communicate with the middleware. Therefore, the legacy 
CAD applications can communicate with any distributed application connected with 
the middleware. 

4.2   Inside Encapsulation  

In order to fulfill the need of middleware architecture, the inside encapsulation has 
been updated from former non-middleware agent. One of major changes is to replace 
communication monitor with outside encapsulation, as shown in Figure 5.  
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The inside encapsulation includes several monitors. Event monitor checks the input 
unit to catch keyboard and mouse events input from users. Then the messages go 
ahead to commander and are translated into semantic commands by the commander. 
The commander monitor checks the commander to capture the information related to 
semantic commands. Typical information includes command and command state to 
indicate that the command is about to begin execution or has completed or has been 
canceled or failed to complete successfully. Collaborative controller coordinates the 
local messages from commander and remote message from network and decides how 
to call the GUI commands, or API codes or both. Model monitor checks the data 
model in different object granularity. Database monitor can look out any change of 
the whole database in CAD system. Selection monitor looks out the changes of enti-
ties in one selection. In the finest granularity, only the changes of entity attached to an 
entity monitor can be looked out.  

The outside encapsulation collects local requests from monitors and sends them to 
middleware. In the same time, the outside encapsulation receives invocation inter-
faces from middleware and forwards them to collaborative controller.   

5   A Prototype Bridge  

5.1   Coordination Mechanism of the Prototype System  

The prototype system includes one coordination server, one task management broker 
and several wrapper agents, as shown in Figure 6.  
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A coordination server collects and invokes the CAD commands of the clients. 

Therefore a global order of CAD commands can be maintained by the server in proc-
ess of instant collaboration. This coordination mechanism is one the typical concur-
rency control methods in CSCW research fields.  

The transparent CAD systems are wrapped into clients, which are operated by users 
in different sites. Clients select a task to join. More details can be found in following 
sections.  

5.2   Task Management of the Prototype System 

The coordination server creates a task and registers it in the task broker. The task 
management includes following steps:  

(1) The task broker is established at first.  
(2) And then a coordination server is created and registered it in the task broker 

by the interface IRegisterRer. 
(3) The client connects the task broker via the interface Italk and applies for join-

ing the task which is selected via the Italk.  
(4) The client searches the coordination server’s connect point. When a client sets 

up a connection with the server, a direct bidirectional invocation between the 
client and the coordination server can be established.  

(5) After that, the task broker does no longer intervene in the connection. 
(6) The client invokes the server-side method by the interface Isend.  
(7) Server fires all the client-side method by the interface Ireceive.  

The method explored by this paper has been tested to transparently add collabora-
tive functions to two commercial standalone CAD systems, as shown in Figure 7. 

Since DCOM is the most popular middleware platform available, the DCOM is cho-
sen as test bed for experimentation. Other middleware can also be tested if available.  

In DCOM, [transmit_as], [write_marshal], [cpp_quote] and typedef can encapsulate 
the operation requests of the legacy CAD systems. [local]-to-[call-as] and [call-as]-to-
[local] are used to map between the local operation requests and the remote procedure 
calls. Whenever the server needs to invoke the client methods, it simply uses the Ire-
ceive interface it got from the client to call back the client. The server also provides 
Isend interface which the clients send the client's interface into the server. Therefore 
the client provides the outgoing interface and the server offers the ingoing interface.  
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6   Conclusion and Future Works 

In our previous researches [16][17], a socket-based reactive agent was presented as 
inside encapsulation to respond to both generally I/O messages and application-level 
events. This paper extends the socket-based agent to middleware-based agent.  

The overall comparisons (benefits / limitations, advantages / disadvantages) be-
tween middleware-based agent and socket-based agent are listed in Table 1.  

In a near future, the bridge will be researched and tested on: 

(1) Different connection models among standalone CAD systems; 
(2) Different middleware platforms; 
(3) Different CAD systems, especially 3D systems such as Pro/E, MDT, CATIA, 

and UG. 

 

 

 

 

 

 

Fig. 7. A snapshot of the experimental bridge for online integration and collaborative work 

(a) Using middleware agent to bridge AutoCAD 

(b) Using middleware agent to bridge SolidWorks 
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Table 1. Comparisons between two kinds of wrapper agent agents  

 Socket-based  Middleware-based 

Efficiency at run-time dynamically decoding messages mapping in advance 

Interface proprietary software neutral and independent 

Locality IP address unique middleware ID  

Communication protocol manually specified  automatically chosen 

Life cycle None self-governing lifetime 

Security Provided by TCP  Authentication and  
impersonation 

Robustness when sites fail Weak strong 
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Abstract. Computer networks have become large-scale distributed systems and 
network management will develop towards the distributed management and the 
intelligent management. Multi-agent based Distributed Intelligent Network 
Management model (MDINM) for the large-scale computer network, which 
utilizes key characteristics of the agent, such as autonomy, reactivity, and 
mobility, is put forward in this paper. This model can not only avoid 
transmitting a large amount of original data on the network to realize the 
distributed network management but also provides network management with 
more intelligence by realizing the dynamic self-management for the network. 
The experimental results show that MDINM is better than the existing network 
management solutions on performance for the large-scale computer network. 

1   Introduction 

The purpose of network management is to increase the utilization ratio of the network 
equipments and improve the performance and the security of the network through 
measuring, explaining and controlling network resources and network behaviors. 
Traditional network management systems adopt the centralized management model, 
where a central management station (manager) collects, aggregates, and processes 
data retrieved from physically managed devices through the SNMP protocol. The 
centralized approach is proved to be efficient on small-scale networks and for 
applications with needs for less frequent access to limited amount of information. 
However, the quick expansion of networks has posed the problems of its scalability 
[1], such as suffering from the problem of single point of failure, producing 
processing bottlenecks at the central entity, causing considerable strain on network 
throughput because of massive transfers of data. In order to overcome the limitations 
of the centralized approach and manage the large-scale network efficiently, computer 
network management will develop towards the distributed management [2][3] and the 
intelligent management [4][5][6]. 

With the increase of the computational power of network devices, it is possible to 
realize the distributed management by adopting mobile code technology in network 
management. The essence of mobile code is transmitting computing capability to the 
place where the data are produced. Management applications can then be moved to 
network devices and performed locally. Thus the usage of mobile code helps in 
reducing the load of the central entity and the overhead in the network. The more 
generalized form of a mobile code is a mobile agent, which is an autonomous 
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software object and can migrate from one device to another, carrying logic and data, 
reacting to changes in the environment and performing actions on behalf of its owners 
[7]. So the distributed network management model based on mobile agents becomes 
the research focus [8] and various kinds of models are proposed in the literature. For 
example, Intelligent Mobile Agent model proposed by Ku et al. [9], Mobile Agent 
based Network Management Framework proposed by Kona et al. [10], hierarchically 
dynamic network management architecture proposed by Chang et al. [11. However, 
mobile agent emphasizes the mobility and does not posses very strong reasoning 
ability, so these models can not realize intelligent network management. In addition, 
when the number of managed devices exceeds a threshold value, the response time of 
the pure mobile agent approach is longer than that of the conventional SNMP 
approach [12][13]. So the existing network management models are not suitable for 
managing the large-scale network. 

In this paper, Multi-agent based Distributed Intelligent Network Management 
model (MDINM) is put forward. It benefits from the advantages of various kinds of 
existing network management models, adopts the management policies based on 
management domain and provides administrators with Web-based management way. 
MDINM utilizes key characteristics of the agent, such as autonomy, social ability, 
reactivity, pro-activeness [14], and mobility [15]. It not only provides network 
management with more intelligence by realizing the dynamic self-management for the 
network but also avoids transmitting a large amount of original data on the network.  

The rest of the paper is organized as follows. The next section presents the 
architecture of MDINM and illuminates each component. The process of self-
management of MDINM is discussed in Section 3. Section 4 evaluates the perfor-
mance of MDINM through the experimental results, in comparison with the 
conventional SNMP approach and the pure mobile agent approach. Finally, we 
conclude the paper in Section 5 with remarks on future work. 

2   Architecture of MDINM 

MDINM model realizes the compromise between the distribution of network 
management and the complexity of system implementation by using multi-agent 
system in the hierarchical architecture. As shown in Fig. 1, the whole architecture 
comprises of three layers: center management layer, domain management layer and 
managed device layer. According to the role played in network management, agents 
residing on network devices of every layer are divided into three classes: Cooperation 
Agent (CA), Management Agent (MA) and Execution Agent (EA). They can work 
together in order to accomplish a complex management task. 

2.1   Center Management Layer  

The whole system directly interacts with administrators through the center 
management layer, in which there is a center management station providing 
administrators with the capability of accessing network management system. As 
shown in Fig. 2, the center management station comprises of Web server, Cooperation 
Agent (CA), Knowledge Base (KB), Data Base (DB), Mobile Code Manager (MCM), 
Mobile Code Base (MCB), and Message Transceiver (MT). 
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Fig. 1. Architecture of MDINM 

 

 

 

 

Fig. 2. Structure of center management station 

The Web server provides administrators with Web-based management facility. By 
adopting the Web browser as the Graphic User Interface, administrators can 
download the hypertext pages with Java Applets, on which management functions 
provided by the system are listed, and define management tasks. KB maintained by 
CA stores two kinds of knowledge: the information on the location, the state and the 
managing range of domain management stations, etc., which CA distributes and 
schedules tasks based on, and the experiential knowledge in network management 
field, such as rules, which CA realizes the intelligent reasoning and the autonomous 
management based on. According to the relationship among the defined management 
functions, CA formalizes the management tasks submitted by administrators to 
generate the Task Control Flow Graph (TCFG), in which each node represents a 
subtask, and then assigns different priorities to subtasks through executing some 
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algorithms presented in [16]. Subtasks with the same priority can be performed in 
parallel, while subtasks with different priorities must be carried out in terms of the 
order of their priorities. Based on the above-mentioned strategies of tasks scheduling 
and the information on domain management stations stored in KB, CA distributes the 
subtasks to the corresponding domain management stations through MT. In addition, 
CA can process the results submitted by every domain management station in two 
ways: on-line reasoning and off-line reasoning. For the real-time notices of reporting 
an emergency, CA carries on on-line reasoning to infer their root causes and decide to 
undertake opportune actions, which affect network status, based on rules in KB. CA 
can perform the reactive and dynamic monitoring by on-line reasoning. For the 
information on the state of the network, CA provides administrators with them 
through Web server and synchronously stores them into DB in order to carry on off-
line reasoning in the future. Off-line reasoning can be useful for different purposes, 
such as supporting on-line management tasks and answering queries submitted by 
administrators concerning network history. CA exploits the information stored in DB 
by off-line reasoning based on data mining [17] and inserts its results into KB to make 
them available for further reasoning. On-line reasoning and off-line reasoning exhibit 
the intelligence of CA. MBC stores many mobile codes with different capabilities of 
managing network. According to the requirements, administrators can develop mobile 
codes with the different functions, which are submitted to MCM through Web server 
and saved in MCB. Simultaneously, according to the knowledge in KB, such as IP 
address and the state, MCM sends the new or updated mobile codes to each domain 
management station through MT. Setting MCB in the center management station is 
not for creating and launching mobile agents but for providing administrators with a 
unified interface for maintenance. This makes that management policies can be 
adjusted and implemented in time. In addition, the fault-tolerant ability of the whole 
system is also improved because there is a copy of mobile codes. 

2.2   Domain Management Layer 

As the composition way of the existing large-scale networks is concerned, they are all 
hierarchical. In general, a large-scale network comprises of several small-scale 
networks and each small-scale network can also be decomposed continually 
according to the areas. In MDINM, the managed network is divided into some 
management areas, in which there is a domain management station managing the 
network devices in the corresponding domain. The whole domain management layer 
comprises of some domain management stations, which accept the coordination of the 
center management station and accomplish complex management tasks. As shown in 
Fig. 3, every domain management station comprises of MT, MA, KB, MCM, MCB, 
Agent Transceiver (AT) and SNMP manager.     

MT in the domain management station is an only interface used for the domain 
management station interacting with the center management station. KB in the 
domain management station is maintained by MA. Compared with KB in the center 
management station, it stores the information not on all domain management stations 
but on all managed devices belonging to this domain. In addition, the experiential 
knowledge in it is updated in time based on KB in the center management station. 
According to the type of the managed device, MA decides to adopt SNMP based 
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Fig. 3. Structure of domain management station 

management approach or mobile agent based management approach to perform the 
subtasks submitted by MT in the domain management station. If the managed device 
does not support the mobile agent, then MA sends the information, such as the 
location of managed devices and the management functions to be carried out, to the 
SNMP manager. After the SNMP manager receives the management request, it sends 
management instructions, such as GetRequest, GetNextRequest and SetRequest, to 
managed devices, which do not support mobile agents, and receives messages, such as 
GetResponse and Trap, from managed devices. Subsequently, the SNMP manager 
submits the management information to MA. Thus, traditional network devices can be 
managed through setting the SNMP manager in the domain management station. 
Otherwise, MA sends the request for creating mobile agents and the same information 
to MCM to create mobile agents carrying on concrete management tasks. Compared 
with CA, MA only carries on on-line reasoning based on the rules in KB for the real-
time notices of reporting an emergency from managed devices. Moreover, MA sends 
the information on the state of the network and the tasks, which it cannot accomplish, 
to the center management station by MT of the domain management station. MBC 
also stores many mobile codes with different capabilities of managing network. When 
the center management station sends the new or updated mobile codes to the domain 
management station, MCM receives them through MT and saves them in MCB. 
When MCM receives the request for creating mobile agents, which is put forward by 
MA, it obtains the corresponding mobile codes from MCB to create mobile agents 
and submit them to AT. Then AT sends mobile agents to network devices supporting 
mobile agents and receives the results from mobile agents. 

2.3   Managed Device Layer 

Managed device layer in MDINM comprises of many managed devices in different 
management domains. These managed devices are divided into two classes. One 
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Fig. 4. Structure of MAEE 

supports mobile agents and another does not. The latter is the same as the conventional 
devices, so they are no longer illuminated in this paper. Compared with the latter, 
Mobile Agent Execution Environment (MAEE) resides on the former. According to 
the request for network management, mobile agents with network management 
capabilities dispatched by the domain management station come to the managed 
devices supporting mobile agents and execute their management tasks in MAEE. 

MAEE is an environment for the execution of mobile agents. Fig 4 shows the 
structure of MAEE. It comprises of agent transceiver, agent controller, security 
manager, device accessing interface and some EAs. Agent transceiver of MAEE 
receives mobile codes from the domain management station managing the whole 
domain, which managed device is located in, or other managed devices supporting 
mobile agents and belonging to the same domain. Then, mobile codes are submitted 
to the security manager to verify their identities. If the mobile codes are permissible, 
then they are submitted to the agent controller. Otherwise, they are to be discarded. 
Agent controller instances the allowable mobile codes to create EAs. EA is a kind of 
mobile agent. Under the control of the security manager, it can access and process the 
relevant information locally through device accessing interface. After EA 
accomplishes the management tasks, the agent controller decides whether EA needs 
to be sent to other managed devices according to the itinerary (a list of sites to visit) 
carried by EA. If the current device is not the last node of the itinerary, then the agent 
controller submits EA with execution results to the agent transceiver. Otherwise, the 
agent controller only submits execution results to the agent transceiver. Then, the 
agent transceiver launches EA to other managed devices or provides the domain 
management station with management results. Simultaneously, the agent controller 
deletes the EA, which has accomplished the management tasks.   

3   Self-management of MDINM 

Agents in MDINM are divided into intelligent agents, such as CA and MAs, and 
mobile agents, such as EAs. EA is mainly used for perceiving the change on the state 
of managed devices and affecting network status. CA and MAs can carry on on-line 
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reasoning in terms of the perception on the environment and the experiential 
knowledge in KB, and decides on the opportune countermeasure without the 
intervention of administrators. So, CA, MAs and EAs can cooperate with each other 
to realize dynamic self-management for the network. This embodies the intelligence 
of MDINM.  

A hierarchical cooperation model made up of a Global Cooperative Group (GCG) 
and some Local Cooperative Groups (LCG) is adopted in MDINM. Each cooperative 
group adopts a centralized cooperative pattern. One GCG comprises CA and MA in 
each domain. CA is in the position of global scheduling and decision. Although CA 
can coordinate MAs to accomplish management tasks together, it is only the expert 
keeping their order and does not intervene in their functions. One LCG is made up of 
MA and EAs, which belong to the same management domain. The number of LCGs 
is the same as the number of management domains in MDINM. After EA with 
management tasks moves to the managed device, it can work independently without 
the intervention of administrators. If EA finds that the state of managed device is 
abnormal and cannot solve it by itself, then it sends the request on the cooperation to 
MA belonging to the same LCG. After MA receives the request, it reason according 
to its own experiential knowledge. Based on the reasoning results, it is decided that 
some new management tasks need to be dispatched to the abnormal device. 
Subsequently, the domain management station sends a new mobile agent with the 
corresponding management functions to the managed device and a new process of 
self-management starts again. If MA thinks that the LCG, which it is subject to, 
cannot accomplish management tasks, then it sends the new request on the 
cooperation to CA. CA reasons to search the domain management station, which can 
accomplish the management tasks, in the range of the GCG and distributes tasks to it. 
In succession, MA in other LCG found by CA decides to dispatch the corresponding 
EA to the relevant managed devices by on-line reasoning. Similarly, a new process of 
self-management starts again. As shown in Fig. 5, the whole course that manage- 
ment tasks are dynamic adjusted is automatically accomplished by the network 
 

 

Fig. 5. The process of self-management of MDINM 



320 J. Luo, W. Li, and B. Liu 

 

management system without the intervention of administrators. This lightens the 
burden of administrators and improves the autonomous ability and the intelligence of 
network management. 

For example, when EA11 monitoring the packet loss ratio on the interface of 
network device A finds that the value of the packet loss ratio calculated by itself is 
greater than a threshold value, it sends a notice of reporting an emergency (the request 
on the cooperation) to MA1 in the same LCG1. According to rules in KB, MA1 needs 
to know the reason on producing the high packet loss ratio at first after it receives the 
alarm. So, MA1 decides to dispatch EA12 monitoring the throughput ratio on the 
interface to network device A again. When EA12 finds that the value of the throughput 
ratio calculated by itself is greater than a threshold value, it also sends an alarm to 
MA1. After reasoning, MA1 decides to dispatch an EA modifying the speed of the 
interface to network device B connecting with network device A through the interface 
monitored. However, according with the information on the network topology in KB, 
MA1 finds that network device B belongs to other management domain. So, it sends 
the relevant information as a new request on the cooperation to CA. CA reasons to 
search the domain management station, which network device B belongs to, in the 
range of the GCG and distributes the request as a management task to it. In 
succession, MA in other LCG found by CA decides to dispatch an EA decreasing the 
speed of the interface to network device B by on-line reasoning. After the speed of the 
corresponding interface of network device B is decreased, the congestion of network 
device A is eliminated. Thereby, the packet loss ratio on the interface of network 
device A can become less and less.  

4   Performance Estimation 

We have conducted experiments to evaluate the performance of MDINM, in 
comparison with the conventional SNMP approach and the pure mobile agent 
approach. IBM’s Aglet is adopted as the mobile agent platform [18], and AdventNet 
SNMP API is adopted as the development package [19]. The management task is to 
retrieve the value of ipRouteIfIndex and ipRouteNextHop in MIB on each managed 
device. On the test environment, there is 30 network nodes in each management 
domain and it was measured that the average size of the request, the response, mobile 
agent and the result of one query on one managed node is 116 bytes; 123 bytes, 5413 
bytes and 9 bytes respectively, the time spent by network device to serialize and de-
serialize mobile agent is 109 milliseconds, and the average data transfer rate is 
1Mbps.  

Fig. 6 presents the comparison between the traffic processed by various 
management stations where the number of times that MIB on one managed device is 
accessed equals 1. From the figure, it is shown that with the increase of the number of 
managed devices, the traffic processed by the management station in the SNMP 
approach shows a rapid increase, but that in the pure mobile agent approach shows a 
slow increase. When the number of managed devices exceeded 24, the latter is far less 
than the former. In addition, it is also shown that when the number of managed 
devices exceeded 44, the traffic processed by the center management station and the  
  



 Distributed Intelligent Network Management Model 321 

 

        
10 20 30 40 50

50000

100000

150000

200000

250000

300000

350000

400000

60 70 80 90 100

450000

500000

The Number of Managed Devices

Pure Mobile Agent Model
SNMP Model

Maximum of  MDINM Model

 

        Fig. 6. Comparison of the traffic                         Fig. 7. Comparison of the response time 

maximal traffic processed by each domain management station in MDINM are less 
than the traffic processed by management stations in both the SNMP approach and the 
pure mobile agent approach respectively. So, for the large-scale network, MDINM 
model is better than both the conventional SNMP approach and the pure mobile agent 
approach in the aspects of balancing the running load of management stations and 
saving on the network bandwidth. 

Fig. 7 presents the comparison between the response times of various network 
management models where the number of times that MIB on one managed device is 
accessed equals 300. In the situation that amounts of MIB data are to be retrieved, the 
response time of the pure mobile agent approach is shorter than that of the 
conventional SNMP approach till a threshold value of the number of managed devices 
(in this case 38) is reached. After the threshold value, the former is longer than the 
latter. In addition, the maximal response time of MDINM equals the response time of 
the pure mobile agent approach till a threshold value of the number of managed 
devices (in this case 30) is reached. After the threshold value, the maximal response 
time of MDINM is shorter than the response time of both the conventional SNMP 
approach and the pure mobile agent approach respectively. So, in comparison with the 
conventional SNMP approach and the pure mobile agent approach, MDINM can react 
quickly to the change of the network and deal with the emergencies in time.  

5   Conclusions 

Agents in MDINM model put forward in this paper are divided into intelligent agents, 
such as CA and MAs, and mobile agents, such as EAs. Applying mobile agents to 
MDINM can make the network management functions executed at the place where 
the management information is produced, avoid transmitting a large amount of 
original data on the network and save on the network bandwidth. It leads to realize the 
distributed network management. Simultaneously, Applying intelligent agents to 
MDINM can make the network system reason according to the perceptions on the 
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environment and the field knowledge without the intervention of administators, and 
adopt the different management policies to realize the dynamic self-management for 
the network based on reasoning results. This leads to realize the intelligent network 
management and is also the difference between MDINM model and the existing 
network management models. In addition, the experimental results show that 
MDINM is better than both the conventional SNMP approach and the pure mobile 
agent approach on performance for the large-scale computer network. Our present 
research focuses on the validity and the functionality of MDINM model. In order to 
realize the intelligent network management in practice, knowledge representation and 
intelligent reasoning are the key technologies, which have been considered in our 
research agenda.  
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Abstract. The digital parts libraries or electronic parts catalogs have opened up 
a vast potential for new electronic forms of product components procurement. 
However, their seamless integration is impeded by the mismatches of their on-
tologies. The origin of the ontology mismatches is the differences in the way 
the given domain is interpreted (conceptualized). In this paper, we discuss con-
tent-oriented knowledge modeling of parts libraries. We propose a system of 
meta-concepts which have explicit ontological semantics. The explicit ontologi-
cal semantics helps ontology developers to consistently and systematically in-
terpret the parts library knowledge. We also discuss an experimental application 
of our proposal to a real case of mold and die parts libraries. 

1   Introduction 

Generally, a product is designed and manufactured using ready-made components or 
parts from multiple suppliers. Many suppliers quickly and inexpensively deliver their 
product information by electronic parts catalogs or digital parts libraries through 
Internet and Web. Buyers can search for up-to-date parts all over the world and pick 
the most favorable offer. Yet, in many cases, this potential remains unharnessed.  
The world wide search is impeded by the heterogeneity of the parts descriptions and 
different search strategies required by the parts libraries [1]. 

Integration of heterogeneous information sources is facing to the metadata man-
agement problem [2,3]. Recently, several researchers recommend the utilization of 
ontologies as metadata descriptions of the information sources [4]. Because ontolo-
gies are explicit and formal specifications of the knowledge, especially implicit or 
hidden knowledge, of information sources they help us with part of the integration 
problem by disambiguating information items.  

However, because there is no centralized control of ontology development, it is 
possible that ontologies would describe even similar information sources in different 
ways. These differences, known as ‘mismatches,’ are obstacles to use independently 
developed ontologies together. 

Visser [2] made a very useful distinction between mismatches: conceptualization 
mismatches and explication mismatches. A conceptualization mismatch is induced by 
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a difference in the way a domain is interpreted. During the conceptualization process 
decisions are inevitably made upon classes, attributes, relations, functions and axioms 
that are distinguished in the domain. An explication mismatch, on the other hand, is 
caused by a difference in the way the conceptualization is specified. However, it 
should be noted that all the conceptualization mismatches must present in some form 
in the explication of that conceptualization.  

This means that the origin of the ontology mismatches is the differences in the way 
the given domain is interpreted (conceptualized), rather than the differences in the 
way the conceptualization is specified (explicated). From the observation on the mis-
matches, it can be postulated that, in order to automate the ontology integration, the 
information sources must be interpreted in a similar way. We need something before 
the stage of knowledge representation, that is, content-oriented knowledge modeling: 
the way that we consistently distinguish the domain concepts and that we systemati-
cally structure them [4,5,6].  

This paper organized as follows. In Section 2, we propose a system of the meta-
concepts based on explicit conceptualization of ontological assumptions on concepts. 
And then, in Section 3, we discuss the application of our proposal to real parts librar-
ies of mold and die parts in two phases: modeling and merging ontologies.  Section 4 
reviews related works and compares our work with them. 

2   Content-Oriented Parts Library Knowledge Modeling 

Ontology development is a kind of knowledge modeling activity. A parts library, as 
an information system, uses the following knowledge as its metadata: parts classes 
which are used to classify parts; hierarchical relations between parts classes; and the 
assignment of attributes to parts classes [3]. 

2.1   Upper Ontology Theory  

Knowledge modeling for ontology development necessarily has certain rationale that 
largely influences the resultant ontology. The knowledge modeling rationale relates to 
fundamental issues like meta-questions such as “what things exist in the domain in-
terested?”, “how do they exist?”, “what is a proper taxonomy?”, “what is 
class/attribute?”, and so on [5]. Upper ontologies provide the higher level distinction 
of concepts and their ontological semantics based on formal consideration on such 
fundamental issues.  

Guarino [6] suggested upper level concept kinds (ontological distinctions) such as 
CATEGORY, QUASI-TYPE, MATERIAL ROLE, PHASED SORTAL, and TYPE and 
explicitly characterized them with combination of meta-properties (ontological na-
tures) such as rigidity, identity, and dependence.   

Rigidity is related to the notion of whether a concept is essential to all the instances 
of it. For example, if x is an instance of person, it must always be an instance of per-
son. Such a concept is rigid. A non-rigid concept is a concept that is not essential. 
Among the non-rigid concepts, those all the instances of which are true in some pos-
sible worlds, but false in other possible worlds are anti-rigid concepts. Identity is 
related to the notion whether a concept provides identity conditions (ICs). The ICs 
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allows to individuate an entity as an instance of a concept, re-identify, and count the 
instance individually. For instance, the concept person provides an IC such as finger-
print. Dependence is related to the notion of whether or not the instances of a concept 
require the instances of other concepts in order to exist.  

The upper level concept kinds are characterized by the combinations of the meta-
properties. The concepts belonging to CATEGORY have ontological natures that they 
are rigid, but do not supply nor carry ICs. They carve the domain into useful seg-
ments. QUASI-TYPE concepts are rigid and carry ICs. They often serve a highly or-
ganizational purpose by grouping entities based on useful combinations of properties 
that do not affect identity of the entities. TYPE concepts supply global ICs which do 
not change across time and context. PHASED SORTAL concepts are anti-rigid and 
independent. They, unlike TYPE concepts, do not supply global ICs but supply local 
ICs that correspond to a certain temporal phase of their instances. MATERIAL ROLE 
concepts are anti-rigid and dependent. They represent roles that are constrained to 
particular concepts. 

2.2   Meta-concepts and Their Ontological Semantics 

We propose, in this section, a system of meta-concepts. We call the meta-concepts 
knowledge modeling primitives because knowledge modelers describe the domain 
knowledge of parts libraries with them. We relate the meta-concepts to the ontological 
distinctions of Guarino’s theory, so that they inherit the ontological semantics of the 
related ontological distinction. The ontological semantics help knowledge modelers to 
consistently identify domain concepts of parts libraries and systematically structure 
them. 

However, we need to specialize the inherited ontological semantics to be suitable 
for the parts library domain, since Guarino’s theory was developed domain independ-
ent and it deals mainly with the individual ontological distinctions and their ontologi-
cal natures. Also we need to resolve following two problems in order for the ontology 
developers to properly use the meta-concepts. 

The first problem is about how to materialize the global ICs of a TYPE concept. In 
our proposal, TYPE is related to a knowledge modeling primitive called PARTS 
FAMILY. So, a PARTS FAMILY concept should supply ICs by some means in order 
that its instances, i.e. parts can always be re-identified and counted individually. From 
the Guarino’s theory of upper ontology, the global IC of a TYPE concept is defined as 
a relation  of the equation, ( ) ( ) ( )yx, y xyx →=∧∧  where  denotes a 

TYPE concept, and x  and y  denote instances [6]. In the case of a parts library as an 

information system, an instance of a class is identified by a set of properties, whose 
pattern of values is unique (called a candidate key). The identifying relation  of a 
PARTS FAMILY concept, therefore, can be formulated by using the properties. For 
instance, for ball bearing PARTS FAMILY concept, the identifying relation can be 
formulated as follows:  

( ) ( ) ( )
( ) ( )
( ) ( )

......                 
and yeterouter diamxeterouter diam                 
 andyeterinner diamxeterinner diam                 
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Those properties which can be used as the basis for an identity relation are modeled 
using ATTRIBUTE primitive. The ATTRIBUTE concepts of a PARTS FAMILY concept 
should be anti-rigid so that they are necessary to individually distinguish each instance 
regardless times and contexts. The ATTRIBUTE concepts also should be dependent on 
the PARTS FAMILY concept. Therefore, the ATTRIBUTE primitive corresponds to 
MATERIAL ROLE. The ATTRIBUTE concepts do not constitute a separated hierarchy, 
and they are defined simultaneously with the PARTS FAMILY concepts.  

The second problem relates to the circularity of the definition of identity [7]. To 
say that two parts are the same, we must be able to say that their global ATTRIBUTEs 
(i.e., ICs) are identical. In turn, to say that two ATTRIBUTEs are identical, we must be 
able to say that the ATTRIBUTEs’ (second-order) ATTRIBUTEs (i.e., ICs) are identi-
cal. In other words, definition of the IC of a PARTS FAMILY concept brings in the 
idea of identity repeatedly. We can avoid the circularity problem by narrowing down 
the second-order concept to a concept not involved with explicit identity and having 
intuitive meanings. An ATTRIBUTE concept is then defined as a subconcept of the 
intuitive concept. In our proposal, those intuitive concepts are modeled using BASIC 
ATTRIBUTE primitive. The BASIC ATTRIBUTE concepts are rigid because they must 
be true in all the possible worlds, i.e. in all the PARTS FAMILY concepts in which 
they are used as super-concepts of the PARTS FAMILY concepts’ ATTRIBUTEs. They 
serve a highly organizational purpose (i.e. the purpose of quantifying the domain of 
an ATTRIBUTE), so the BASIC ATTRIBUTE primitive correspond to QUASI-TYPE. 
The BASIC ATTRIBUTE concepts constitute a hierarchy because QUASI-TYPE con-
cepts can have subsumption relation to other rigid concepts. 

The global ATTRIBUTEs of a PARTS FAMILY concept are not enough to describe 
all the properties necessary for a buyer to finally pick a part. For instance, suppose 
many suppliers sell the same parts, where the word “same” means that the parts are 
interchangeable because they all have identical principal geometric appearance and 
functions. This means that they have same values for global ATTRIBUTEs. However, 
a buyer would want to know more information about other properties not used as 
global ATTRIBUTEs. So we need a primitive to model the concepts that provide such 
additional properties. This primitive is PARTS MODEL. The additional properties 
provided by a PARTS MODEL concept play the role of local ATTRIBUTEs (i.e. local 
ICs) because they have unambiguous meaning only in the context of the supplier. 
Therefore, PARTS MODEL concepts are not TYPE concepts, but correspond to 
PHASED SORTAL concepts. The PARTS MODEL concepts play the role of re-
dividing the instances of a PARTS FAMILY concept into groups. A PARTS MODEL 
concept should be a subconcept of a PARTS FAMILY concept because it must inherit 
the global ICs.  

We also need a primitive to model the concepts that carve the domain of PARTS 
FAMILY concepts and BASIC ATTRIBUTE concepts into useful segments. We call 
the primitive for PARTS FAMILY concepts as PARTS FAMILY CATEGORY, and the 
primitive for BASIC ATTRIBUTE concepts as BASIC ATTRIBUTE CATEGORY. They 
segment the domain, so they are rigid. They cannot have the necessary and sufficient 
membership conditions, so they neither supply nor carry specific ICs. Therefore, the 
two primitives correspond to CATEGORY. Since they cannot be subsumed by a con-
cept that supply ICs such as PARTS FAMILY concept (otherwise they would have an 
IC), they only appear in the uppermost levels of a hierarchy of ontologies.  
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3   Application and Discussion 

Modeling ontologies of real mold and die parts libraries for B2B e-commerce is taken 
as an example task to show how to use the proposed knowledge modeling primitives 
in content-oriented ontology development. A Web-based parts library mediation sys-
tem is also implemented to show how easily a computer system can merge the well-
established ontologies. 

3.1   Modeling Parts Library Ontologies  

Fig. 1 schematically shows an excerpt of the resultant ontologies. Before modeling 
the ontologies of each supplier’s parts library (i.e., source ontologies), a shared ontol-
ogy is modeled. This type of ontology employment is known as hybrid approach of 
ontology-based information integration. In our approach for automated information 
integration, the shared ontology provides only segment concepts such as the PARTS 
FAMILY CATEGORY concept and the BASIC ATTRIBUTE CATEGORY concept, and 
basic parts classes such as the PARTS FAMILY concept in order to guide the source 
ontologies to have similar aggregation and granularity of the ontology concepts. Each 
source ontology may add whatever parts classes or attributes.  

We modeled a concept, Guide Component for Inner Die, as a PARTS FAMILY 
CATEGORY concept in the shared ontology because, although we cannot define ex-
plicit membership conditions, it provides clear boundary in which entities legitimately 
belong (i.e., it is rigid and does not provide ICs). Also, we modeled a basic parts 
class, Guide Post Unit, as a PARTS FAMILY concept in the shared ontology because  
  

 

Fig. 1. Parts library ontologies modeled using the proposed meta-concepts (portion) 
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the meaning of the concept does not change across suppliers or time (i.e., rigid), and 
the properties corresponding to such rigid meaning and essential to all the instances 
can be defined (i.e., supplying global ICs). 

Usually, suppliers’ parts libraries are implemented with very specific and detailed 
parts classes such as LBGMP, LBGFP, MYAK, and MYCK without rigorous upper-
level taxonomic structure, because it is convenient for receiving the purchase order or 
for internally managing the production and delivery. According to our proposal, those 
specific parts classes should be modeled as the PARTS MODEL concepts and be lo-
cated at the lowermost levels of taxonomy. In these specific parts classes, there are 
properties defined only by the supplier and only in accordance with the supplier’s 
convenience. Such properties usually correspond to non-principal geometric appear-
ances or non-principal functionalities, so that they are not essential to the instances of 
the parts class. These properties, therefore, play the role of the local ATTRIBUTEs.  

The absence of rigorous taxonomic structure means much of parts knowledge is 
hidden. In other words, such knowledge as what the classification criteria of parts 
classes are, how the attributes are assigned, what the meaning of each attribute is, 
whether a subsumption relation exists between the parts classes, etc. is implicit. How-
ever, in order to integrate and interoperate the source ontologies, such implicit or 
hidden knowledge should be interpreted and explicated.  

The implicit or hidden knowledge is explicated by specializing the basic concepts 
of the shared ontology into sub-concepts in each source ontology. The sub-concepts 
are further specialized and finally subsume the specific parts classes. For example, in 
Fig. 1, the basic parts class concept Guide Post Unit is specialized into the Ball Guide 
Unit concept in source ontology A. Because the Guide Post Unit concept is a PARTS 
FAMILY concept and the specific parts classes, LBGMP and LBGFP, are the  
PARTS MODEL concepts, the newly defined concept, Ball Guide Unit, should be a 
PARTS FAMILY concept. The specialization is conducted according to the method of 
guiding the die set in order that the resultant Ball Guide Unit concept is rigid, and has 
global ATTRIBUTEs. Since the specialization criterion is concerned with the principal 
functionalities and usage conditions, the meaning of the resultant Ball Guide Unit 
concept does not change across suppliers and time. The Ball Retainer Length attribute 
exposes the ability of the Ball Guide Unit such as guiding range, so that it is essential 
to all instances regardless of suppliers and modeled as a global ATTRIBUTE. 

On the other hand, the source ontology B explicates the hidden knowledge in dif-
ferent way from the source ontology A. However, conforming to the ontological se-
mantics of PARTS FAMILY concept leads comparable results. For example, although 
the ontology B specializes the Guide Post Unit concept into the sub-concepts such as 
Ball Guide Press-Fitting Post Unit and Ball Guide Replaceable Post Unit, it also uses 
the method of guiding the die set as the primary specialization criterion. Only a  
few specialization criteria including this specialization criterion for the Guide Post 
Unit concept could satisfy the ontological semantics of the PARTS FAMILY concept. 
Consequently, the Ball Guide Press-Fitting Post Unit concept is comparable with 
Press-Fitting Type Guide Pin Unit concept of the ontology A, and the Ball Guide 
Replaceable Post Unit concept are legitimately determined as a sub-concept of the 
Ball Guide Unit concept of the ontology A.  
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3.2   Merging Parts Library Ontologies 

We have developed a Web-based parts library mediation system [8]. This system 
consists of a mediator, wrappers for each parts library, and other components such as 
data sources and a registry. The mediator remotely accesses the source ontologies by 
using the access path information that is registered in the registry, and merges them 
into a single ontology whenever a user executes the system. Using the dynamically 
merged ontology, the mediator generates an integrated interface for the distributed 
parts libraries.  

The mediator starts the ontology merging process with the source ontologies which 
are individually connected to the shared ontology. We call such ontology composition 
initially-connected ontology. The initially-connected ontology has a single tree struc-
ture because the connection between the shared ontology and the source ontology is 
made through subsumption relations the same way as concepts constitute a taxonomy 
in each source ontology. However, the same parts classes can exist at several levels of 
the tree because the parts classes come from different source ontologies. Also, some 
subsumption relations between parts classes may be missing. So, the ontology merg-
ing process is a process that joins the same parts classes into a single class, establishes 
the missing subsumption relations, and re-structures the taxonomy. This process is 
easily implemented using the well-known pre-order tree search algorithm because the 
initially-connected ontology has a single tree structure. 

 

Fig. 2. Parts library mediation system’s integrated interface to parts libraries 
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The same parts classes and the missing subsumption relations are easily identified 
because semantically similar parts classes were distinguished and represented using 
the same knowledge modeling primitives, they were subsumed by the same parent 
concept, and similar attributes were assigned to them. As a result, the assessment of 
semantic correspondence between parts classes can be simplified to an assessment of 
the semantic correspondence between the attributes defined in each parts class. In the 
example of Fig. 1, Press-Fitting Type Guide Pin Unit of ontology A and Ball Guide 
Press-Fitting Post Unit of ontology B are the same parts classes because they belong 
to the same knowledge modeling primitive, they have the same parent parts class, and 
they have the same attributes.  

Fig. 2 shows the integrated interface of the parts library mediation system. With 
the interface, a user can navigate the integrated parts classification hierarchy, and can 
inspect the parts library concepts. In this figure, we can see that the two parts classes, 
Ball Guide Replaceable Post Unit and Ball Guide Press Fitting Post Unit of the 
source ontology B are joined with ontology A’s corresponding parts classes. 

4   Related Work 

Various ontology-based information integration approaches have been developed. 
There are different ways of how to employ the ontologies, how to represent knowl-
edge, and how to generate inter-ontology mapping [4]. For ways of ontology em-
ployment, most approaches including our approach follow the hybrid approach [3,4]. 
This section reviews three representative researches using hybrid approach particu-
larly in terms of knowledge modeling and inter-ontology mapping.  

The COIN approach [9] uses its own language, COINL (COIN Language) as a 
knowledge representation formalism. The COINL was developed directly from Frame 
Logic [10]. Thus, the ontological semantics, i.e. human-perceived meaning of lan-
guage construct is general or content-independent [4,5]. The language alone is not 
enough to consistently identify domain concepts and systematically structure them; 
the ontology modeler must decide what is a concept (i.e., class) and what is a slot 
(i.e., attribute). As a result, the ontology mismatches may occur among arbitrary 
expressions. In the COIN approach, the mappings are manually specified and limited 
to data value conversion between the attributes, which are the instances of common 
types of a shared ontology, because mappings between arbitrary expressions are hard 
to handle. 

The BUSTER approach [11] uses the general-purpose Web ontology language OIL 
[12], which is developed based on Description Logic [13]. This approach also has the 
drawbacks of the general or content-independent language construct. The BUSTER 
approach overcomes the drawbacks by relying heavily on a shared ontology. This 
approach defines all the concepts to be used as attributes of classes in a shared ontol-
ogy in advance. Source ontologies are built by defining domain classes that select and 
restrict only the pre-defined concepts as their attributes. The semantic correspondence 
between the attributes can be assessed easily and, based on such correspondence, 
classes of source ontologies can be mapped to each other by automated subsumption 
reasoning. However, this approach has high cost for developing the shared ontology 
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because domain experts must find all the necessary concepts and deeply consider the 
usage conditions in advance. 

The PLIB approach [3], unlike the COIN and BUSTER approaches, does not use a 
logic-based knowledge representation language. Instead, it defines the knowledge 
modeling primitives in a proprietary conceptual meta-model and an ontology devel-
oper represents domain knowledge with only these primitives. However, because this 
approach defines only a small number of primitives, the domain structure is coarse for 
an ontology developer to model the domain knowledge in a consistent way. More-
over, the primitives have subjective meanings agreed upon by only the developers of 
the meta-model, independent of an explicit account of the underlying ontological 
assumptions. The problems of deciding what is a class, what is an attribute, etc. still 
remain as an un-guided task. So, the mismatches occur among arbitrary concepts and 
inter-ontology mapping is complex. In the PLIB approach, the mappings are manually 
specified like the COIN approach. 

5   Conclusion 

We have discussed content-oriented knowledge modeling of parts libraries using 
well-established meta-concepts which have explicit ontological semantics. Guarino’s 
theory of upper ontology contributes to the explicit ontological semantics. Although 
our meta-concepts and their ontological semantics cannot eliminate all possible mis-
matches among source ontologies, they confine the mismatches to manageable mis-
matches by reducing the differences in the way a domain is interpreted. Since the 
meta-concepts provide rigorous constraints on identifying and structuring domain 
concepts, even when source ontologies are developed independently, similar domain 
concepts are distinguished and represented using the same knowledge modeling 
primitives. These distinguished concepts are structured in a consistent way: similar 
parts classes are subsumed by the same parent concept; similar attributes are assigned 
to the similar parts classes. We applied the results of the investigation to modeling the 
ontologies of real mold and die parts libraries and discussed how easily a computer 
system can merge the well-established ontologies. 
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Abstract. This paper describes a preliminary attempt at using Semantic Web 
paradigm, especially the Web Ontology Language (OWL), for functional design 
knowledge representation during functional modeling in a multi-agent 
distributed design environment. An ontology-based functional modeling 
framework is proposed as a prelude to a meaningful agent communication for 
collaborative functional modeling. Formal knowledge representation in OWL 
format extends traditional functional modeling with capabilities of knowledge 
sharing and distributed problem solving, and is used as a content language 
within the FIPA ACL (Agent Communication Language) messages in a 
proposed multi-agent architecture. The ontological enhancement to functional 
modeling facilitates the implementation of Computer Supported Cooperative 
Work (CSCW) in functional design for Semantic Web applications. 

1   Introduction 

Over the years, Computer-Aided Design (CAD) has benefited the geometry-related 
downstream design activity by increasing productivity, reducing product’s time to 
market, improving manufacturability, etc. Unfortunately, current commercial CAD 
applications are only able to capture a product’s geometrical feature, but not a 
product’s function that dominates the upstream design activity.  Functional design [1] 
is a new perspective towards the research of this upstream design activity, and its 
objective is to provide computer tools to link design functions with the structural 
(physical) embodiments used to realize the functions. One of the main difficulties in 
supporting functional design is the complexity involved in modeling functional facets 
of a design artifact. 

Today’s industry exhibits a growing trend towards design processes that are more 
knowledge-intensive, distributed and collaborative. The increasing complexity of 
engineering systems, coupled with the fact that disparate design knowledge is often 
scattered around technical domains and lacks consistency, makes effective retrieval, 

* This work was supported by Zhejiang Natural Science Fund of China (ZJNSF) (Y105003). 
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reuse, sharing and exchange of knowledge a critical issue. Capturing information 
about artifact function through functional modeling is only one step towards 
representing and storing functional design knowledge in a way that facilitates its 
retrieval and subsequent reuse. Equally important is the ability to share and exchange 
knowledge with other designers who are usually distributed across space and time and 
often not using the same software systems.  

Once functional models are more broadly used by industry, the question of how to 
exchange functional design knowledge between multiple design agents will become 
more important. Although various functional modeling frameworks have shown their 
effectiveness in various real-world functional design applications over the last three 
decades, the heterogeneity of functional design knowledge representation is still a 
major obstacle to incorporating functional design methodology in a multi-agent 
distributed design environment.  

An Agent Communication Language (ACL) enables agents to collaborate with 
each other providing them with the means of exchanging information and knowledge 
[2]. The ACL initiated by the Foundation of Intelligent Physical Agent (FIPA) [3] is 
gaining momentum. The work described in this paper adopts FIPA ACL. Besides 
ACL, a common ontological foundation among agents is necessary for a meaningful 
agent communication in promoting knowledge sharing and improving the 
interoperability among agents.  

Aiming at representing functional design knowledge explicitly and formally and 
sharing it between multiple design agents for collaborative functional modeling, this 
paper describes a preliminary attempt at using Semantic Web paradigm [4], especially 
the Web Ontology Language (OWL) [5], for knowledge representation. Towards 
extending traditional standalone, one-off functional modeling frameworks to support 
multi-agent distributed functional design, an ontology-based functional modeling 
framework is proposed on the Semantic Web. Formal knowledge representation in 
OWL format extends traditional functional modeling with capabilities of knowledge 
sharing and distributed problem solving, and is used as a content language within the 
FIPA ACL messages in the proposed multi-agent architecture. The ontological 
enhancement to functional modeling facilitates the implementation of Computer 
Supported Cooperative Work (CSCW) in functional design by allowing multiple 
design agents to share a clear and common understanding to the definition of 
functional design problem and the semantics of exchanged functional design 
knowledge. The multi-agent architecture is built upon the FIPA-compliant Java Agent 
Development Environment (JADE) [6], which serves as an agent middleware to 
support the agent representation, agent management and agent communication. 

2   Related Work 

As a key step in the product design process, whether original or redesign, functional 
modeling has been extensively investigated to date. One of the most well-known 
functional modeling frameworks is that of Umeda et al. [7], who proposed a 
Function-Behavior-State (FBS) modeling and a functional design support tool 
called FBS modeler based on it.  Besides function, FBS modeling represents 
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behavior and state as well, which is a generalized concept of structure. Other 
function-behavior-structure approaches include Goel’s SBF model [8], Qian & 
Gero’s FBS Path [9], Prabhakar & Goel’s ESBF model [10], Deng et al.’s FEBS 
model [11], and B-FES model [12] developed by us earlier based on FEBS model. 
A discussion of these approaches is beyond the scope of this paper. 

Most existing functional modeling frameworks like above can capture the essence 
of functional design knowledge; however they do not fully address the needs of a 
formal representation of functional design knowledge because they do not include the 
unambiguous mappings between functions to flows, or between functions to behaviors. 
To address this issue, Szykman et al. [13] implemented an XML-based approach to 
provide formal schemata and taxonomies of terms for describing artifact functions and 
associated flows. Bohm et al. [14] adopted an XML data format to import and export 
the more complete functional design knowledge including artifacts, functions, forms, 
behaviors and flows from a design repository. Though XML representation provides a 
standard data structure for exchange of function-based information between different 
software systems, it does not provide the formal semantics, i.e., the meaning of the data 
structure that enables geographically and organizationally distributed design agents to 
perform automated reasoning collaboratively. 

The complexity in functional modeling increases greatly in a distributed, 
collaborative design environment where the knowledge exchange between multiple 
design agents is common. Existing product design information systems produce 
output in one or more of the following common standards: the Data Exchange Format 
(DXF), Standard for the Exchange of Product Model Data (STEP), Continuous 
Acquisition and Life Cycle Support (CALS), Initial Graphics Exchange Specification 
(IGES), Standard Generic Markup Language (SGML) and Extensible Markup 
Language (XML) [15]. However, aiming at providing information for human 
understanding not for machine processing, these representation schemes cannot 
rigorously and unambiguously capture the semantics of exchanged functional design 
knowledge, therefore prohibiting automated reasoning in collaborative functional 
modeling environments. 

The need for rigorous and unambiguous description of functional design 
knowledge can be summarized as a common ontological foundation that supports 
consistent conceptualization of distributed functional design models. Kitamura & 
Mizoguchi [16] proposed an ontology-based description of functional design 
knowledge, which specifies the space of functions and limits functions within the 
generic functions defined in the ontology, enabling to map functional concepts with 
behaviors automatically and to identify plausible functional structures from a given 
behavioral model. Mizoguchi & Kitamura [17] proposed a device ontology which 
includes four different concepts of behavior, and introduces concept of medium. 
However, these approaches lack an ontology-based functional modeling framework 
that supports a meaningful agent communication in a distributed functional design 
environment. 

The emerging Semantic Web [4] advocated by World Wide Web Consortium 
(W3C) [18] possesses a huge potential to overcome a similar knowledge 
representational difficulties, albeit on a different domain, to enable intelligent agents to 
access and process the distributed, heterogeneous web resources efficiently. The vision 
of the Semantic Web is to extend the existing Web with computer-understandable 
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semantics, revealing the intended meaning of Web resources. The growing stack of 
recent W3C recommendations related to the Semantic Web includes Resource 
Description Framework (RDF), RDF Schema (RDFS), DARPA Agent Markup 
Language + Ontology Inference Layer (DAML + OIL), and Web Ontology Language 
(OWL). As a vocabulary extension of RDF and derivation of DAML+OIL, OWL is the 
most expressive semantic markup language, which facilitates greater content 
processing by constructing a common ontological foundation on the World Wide Web. 
An example of the use of Semantic Web in engineering design is configuration 
knowledge representations [19], which compares the requirements of a general 
configuration ontology with the logics chosen for the Semantic Web, and describes the 
specific extensions required for the purpose of communicating configuration 
knowledge between state-of-the-art configurators via OIL and DAML+OIL. 

Because OWL is a relatively new language – having only become an official W3C 
standard since February 2004 – its use in the engineering field, in particular, 
functional design domain has not yet reached the pervasive level that has been seen in 
the information technology world.  

3   An Ontology-Based Functional Modeling Framework 

Though traditional functional modeling approaches mentioned in the last section are 
explicit enough to describe and distinguish involved functional design knowledge 
while maintaining efficiency and computability in standalone, one-off functional 
modeling environment, it cannot rigorously and unambiguously capture the semantics 
of exchanged functional design knowledge, therefore prohibiting automated reasoning 
in collaborative functional modeling environments. Towards extending functional 
modeling to support distributed, collaborative functional design, an ontology-based 
functional modeling framework is proposed on the Semantic Web. 

An ontology is a formal, explicit specification of a shared conceptualization [20]. 
The need for formal and explicit description of functional design knowledge can be 
generalized as fundamental and common concepts, such as function ontology, 
behavior ontology, device ontology and structure ontology for multiple design agents 
to share a clear and common understanding to the definition of functional design 
problem and the semantics of exchanged functional design knowledge. We define 
such specification of conceptualization from the functional point of view as functional 
design ontology. 

The importance of ontology as a central building block of the Semantic Web has 
brought a convergent work on the development of functional design ontology during 
Semantic Web-based functional modeling. Figure 1 shows the proposed ontology-
based functional modeling framework, which is composed of three layers: ontology 
representation layer, ontology processing layer and ontology visiting layer. 

The ontology representation layer serves as a basis for building functional design 
ontology with the formal representation language OWL on the Semantic Web. In this 
layer, distributed functional design agents that use different standalone functional 
modeling frameworks, e.g., [7-12], can share a common ontological foundation for 
collaborative functional modeling. The key concepts of functional design knowledge, 
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Fig. 1. An ontology-based functional modeling framework 

such as function, behavior, device and structure are represented as different functional 
design ontologies through semantic annotation. Because the essence of collaborative 
functional modeling on the Semantic Web is to give functional design resources well-
defined meaning and populate the functional design ontology with semantically 
enriched instances, the semantic annotation is vital and often viewed as the bottleneck 
in the ontology-based functional modeling process. An ontology registration service is 
used to register the ontology to an aggregate directory and to notify the directory 
service of the availability of the required ontology. 

The middle layer is the ontology processing layer consisting of an ontology query 
unit and an ontology reasoning unit. The ontology query unit provides query to the 
functional design concepts, their properties and relationships in an underlying 
ontology knowledge model, e.g., by returning the properties and relationships (such as 
parents or children) of a concept using OWL-QL [21]. The ontology reasoning unit 
provides reasoning capabilities over various knowledge entities in the ontology 
repository by combining both functional reasoning rules and Description Logic (DL) 
reasoner for collaborative functional reasoning. Any practical ontology DL reasoner 
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such as FaCT [22] or Racer [23] can be applied to perform common ontological 
operations such as terminological and assertion reasoning, subsumption checking, 
navigating concept hierarchies, and so on. 

The top layer is the ontology visiting layer consisting of a format exchanging unit, an 
ontology query interface and a semantic browsing service. FIPA ACL enables agents to 
collaborate with each other by setting out the encoding, semantics and pragmatics of the 
communicating messages. The query request for functional design ontology can be 
transformed from FIPA ACL messages into OWL-QL format, while the functional 
design ontology with OWL format can be encapsulated into FIPA ACL messages to 
facilitate communication and sharing between multiple agents. The semantic browsing 
service allows user to explore the functional design ontology at the semantic level. A 
widely accepted ontology editor Protégé-2000 [24] is used as the semantic browser to 
browse functional design ontology, generate ontology graph, and classify new 
functional design concepts. An OWL Plugin [25] is integrated with Protégé-2000 to edit 
OWL classes, properties, forms, individuals and ontology metadata, to load and save 
OWL files in various formats, and to provide access to reasoning based on description 

Fig. 2. Sample of OWL source codes of the developed functional design ontology 

<?xml version="1.0"?> 
<rdf:RDF 
    xmlns:b-fes="http://ai.zju.edu.cn/cimslib/fm#" 
    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
    xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
    xmlns="http://www.owl-ontologies.com/fuctional-design-ontology.owl #" 
    xml:base="http://www.owl-ontologies.com/ fuctional-design-ontology.owl"> 
  <fm:Ontology rdf:about=""/> 
  <fm:Class rdf:ID="Quality"/> 
  <fm:Class rdf:ID="Standard"/> 
  <fm:Class rdf:ID="Standard_Type"/> 
  <fm:Class rdf:ID="Quality_Type"/> 
  <fm:Class rdf:ID="Resource"/> 
  <fm:Class rdf:ID="Material"/> 
  <fm:Class rdf:ID="Structure"/> 
  <fm:Class rdf:ID="Port"/> 
  <fm:Class rdf:ID="Function"/> 
  <fm:Class rdf:ID="Material_Type"/> 
  <fm:Class rdf:ID="Port_Type"/> 
  <fm:Class rdf:ID="Structure_Type"/> 
  <fm:Class rdf:ID="Function_Type"/> 
  <fm:Class rdf:ID="Device"/> 
  <fm:Class rdf:ID="Device_Type"/> 
  <fm:Class rdf:ID="Behavior"/> 
  <fm:Class rdf:ID="Behavior_Type"/> 
  <fm:Class rdf:ID="Resource_Type"/> 
  <fm:ObjectProperty rdf:ID="Has_supportive_functions"> 
    <rdfs:domain rdf:resource="#Function"/> 
    <rdfs:range rdf:resource="#Function"/> 
  </fm:ObjectProperty> 
……

</rdf:RDF> 
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logic. Figure 2 shows the representative snippets of OWL of the developed functional 
design ontology, which is displayed using Internet Explorer’s XML parser. 

4   A Multi-agent Architecture for Distributed Functional Design 

A meaningful communication in a multi-agent distributed functional design system is 
possible only in the case that the communicating agents share their functional design 
ontology. We seek to apply the Semantic Web paradigm to help develop the multi-
agent architecture using OWL, which will support functional modeling based on a 
common ontological foundation, and be used as a content language within the FIPA 
ACL messages. 

Referring to Figure 3, the architecture is implemented upon a FIPA-compliant Java 
Agent Development Environment (JADE) [6], which serves as an agent middleware 
to support the agent representation, agent management and agent communication.  

The architecture has interfaces to an ontology-based functional modeling service, a 
specialized Semantic Web inference service, and an ontology transformation service. 
Through ontology-based functional modeling, the functional design ontology is  
built with OWL, which provides common concepts for a consistent and generic 

Fig. 3. A multi-agent architecture for distributed functional design
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description of functional design knowledge shared between multiple design agents. 
The agent reasons with Semantic markup written in OWL, using the Java Expert 
System Shell (JESS) [26] as the inference engine. JESS is a rule engine and scripting 
environment written entirely in Sun’s Java language. The JADE interaction protocols 
may be provided for the agents to request inference services and to get inference 
results. The ontology transformation service offers the architecture the capabilities to 
translate or map information from one ontology to another and to negotiate meaning 
or otherwise resolve differences between ontologies. 

The proposed multi-agent architecture also supports distributed application agents 
collocated within a collaborative virtual environment and semantically integrated 
within JADE. For example, the case base agent is responsible for distributed case base 
management; the knowledge base agent manages the distributed knowledge 
hierarchy; the functional reasoning agent reasons out design variants based on the 
distributed functional models. 

5   Conclusion 

This paper describes a preliminary investigation on using Semantic Web technologies 
to represent functional design knowledge during collaborative functional modeling in 
a multi-agent distributed design environment. Through exploration of an ontology-
based functional modeling, the functional design ontology is built to allow multiple 
design agents to share a clear and common understanding to the definition of 
functional design problem and the semantics of exchanged functional design 
knowledge. In the proposed multi-agent architecture that utilizes JADE as an agent 
middleware, FIPA ACL enables meaningful agent communication through an 
agreement on OWL as a content language. 

Our future work will look into developing and publishing more functional design 
ontologies in OWL format using the proposed approach, in order to capture an 
extensive set of annotations of general functional design with a community-wide 
agreement. As a result, more and more standalone, one-off, locally stored functional 
modeling frameworks can be federated, integrated, and consumed by multiple agents 
on the Semantic Grid. 
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Abstract. A novel computational approach for stimulating creative idea emer-
gence of designers is presented in this paper. It analyses the emerging process 
of designers’ creative ideas first. Then, a tree structure based genetic algorithm 
is introduced. The algorithm relies upon the representation of tree structure 
rather than the representation of binary string in general genetic algorithm. The 
approach uses binary mathematical expression tree in the tree structure based 
genetic algorithm to generate 2D sketch shapes and 3D images. Finally, an art-
work design example is illustrated to show the approach. General mathematical 
expressions are used to form 2D sketch shapes in flower vase design. The  
combination of general and complex function expressions is used to form 3D 
images in artistic flowers design. It is a preliminary exploration to stimulate 
human creative thinking by computational intelligence. 

1   Introduction 

The design research community has spent much of its effort in recent years develop-
ing computer supported design systems in current product design and development. 
The emphasis has shifted from attempting to discover an algorithm for automated 
design and moved towards developing software to support designers’ creativity. The 
latter reaffirms the importance of the human element in design. 

Design is one of the most significant and purposeful acts in human beings. The 
ability to model and implement design processes as reasoning systems, making use of 
artificial intelligence and cognitive science research, has given new impetus to the 
study of design theory and methodology. Creative design is being actively explored 
from both artificial intelligence and cognitive science viewpoints [1]. Recent devel-
opments in understanding and modeling such disparate ideas as emergence, analogy, 
co-evolution and concept formation have shown that computational and cognitive 
models of creative design provide opportunities to gain insight into creativity itself. 

This paper presents a new way of using computers in creative design. An evolu-
tionary computing approach that relies upon a representation of tree structure rather 
than a known binary string in general GA (Genetic Algorithm) is used in this system. 
It can generate two kinds of objects: the first is 2D sketch shapes, which are generated 
by using general mathematical expressions Second is 3D images, which are gener-
ated by combining complex function and general mathematical expressions. In each 
stage, evolutionary techniques are employed. That is, the generated objects are  
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regarded as population of chromosomes, and genetic operations are applied to them in 
order to create new objects. Through the interaction between the designers and the 
system, it is able to make new designs that the designer could not have created easily. 
Moreover, the designers’ creativity may be stimulated by watching the evolution 
process. 

The remainder of this paper is organized as follows. Section 2 analyses the product 
design and designers’ thinking process. Section 3 introduces the tree structure based 
genetic algorithm. In section 4, an artwork design example is presented for showing 
how to use the tree structure based genetic algorithm and mathematical expressions to 
generate 2D sketch shapes and 3D images. Section 5 summarizes the paper and gives 
an outlook for the future work. 

2   Creativity in Design 

Engineering design may be defined as a process of establishing requirements based on 
human needs, transforming them into performance specification and functions, which 
are then mapped and converted (subject to constraints) into design solution (using 
creativity, scientific principles and technical knowledge) that can be economically 
manufactured and produced. From the viewpoint of cognitive science, design is a 
special problem solving activity. The product information usually is imprecise, uncer-
tain and incomplete. Therefore, it is hard to solve a design problem by general prob-
lem solving methods. 

Humans have a clear and unequivocal capacity to design. They appear to have the 
capacity to design at various levels, partly depending on need and depending on the 
designer. Gero classified design into (1) routine design, (2) non-routine design. Non-
routine design is further classified into innovative design and creative design [2]. 
Since the early years of design automation, a number of computer-based design tools, 
methods, and methodologies have been developed to support problem solving and 
facilitate other work in routine design. At the same time, non-routine design has not 
been given due attention, and it is still poorly automated and provided with little in-
formation support. 

There are many definitions of creativity. In the present study, we have adopted one, 
based on commonly held beliefs about creativity: creativity is the process that leads to 
the creation of products that are novel and valuable [3].  

Creativity is not a result of a one-shot affair but an outcome of continuous efforts 
of discovering and evaluating alternatives. In iteratively discovering and evaluating 
alternatives, a creative individual seeks a balance between usefulness and innovative-
ness in order for a product to be creative. The product must be novel so that it is not a 
part of an existing well-known solution. On the other hand, if the product is not use-
ful, or of little value, it cannot be regarded as creative. Following orderly rules based 
on a traditional approach tends to lead to a product that is useful, but not necessarily 
novel. To transcend the tradition, one needs to take a chaotic approach by breaking 
rules, which, however, has less chance to produce a useful product. 

In cognitive psychology, design activities are described as specific problem-
solving situations, since design problems are both ill defined and open-ended. Design 
activities, especially in ‘non-routine activities’, designers involve a special thinking 



346 H. Liu and X. Liu 

process. This process includes not only thinking with logic, but also thinking with 
mental imagery and sudden inspiration.  

Designers have called new idea in their mind as idea sketches. In contrast to pres-
entation sketches, idea sketches are made in the early phases of design. They function 
as a tool to interact with imagery and are predominantly for private use. Because of 
their early appearance in the design process, idea sketching will have an important 
role in creative processes. This is the reason why many computer tools aim at support-
ing and improving idea sketching.  

Creative ideas occur in a particular medium. Most of researchers in the field of 
creativity agree that designers who are engaged in creative design tasks use external 
resources extensively. Such external resources include a variety of physical and logi-
cal information, for instance, reading books, browsing photographic images, talking 
to other people, listening to music, looking at the sea or taking a walk in the moun-
tains. Sketches and other forms of external representations produced in the course of 
design are also a type of external resources that designers depend on. When designers 
discover a new or previously hidden association between a certain piece of informa-
tion and what they want to design, the moment of creative brainwave emerges. De-
signers then apply the association to their design and produce a creative design. 

The particular useful information for activating creativity is visual images. In prod-
uct design, visual expression, especially in the form of sketching, is a key activity in 
the process of originating new ideas. This approach suffers from the fact that most 
creative processes extensively make use of visual thinking, or, in other words, there is 
a strong contribution of visual imagery. These processes are not accessible to direct 
verbalization.  

According to the above analysis, we put forward the following computational ap-
proach for stimulating creativity of designers. 

3   Tree Structure Based Genetic Algorithm 

General genetic algorithms use binary strings to express the problem. It has solved 
many problems successfully. However, it would be inappropriate to express flexible 
problem. For example, mathematical expressions may be of arbitrary size and take a 
variety of forms. Thus, it would not be logical to code them as fixed length binary 
strings. Otherwise, the domain of search would be restricted and the resulting algo-
rithm would be restricted and only be applicable to a specific problem rather than a 
general case.  

John Koza, Leader in Genetic Programming, pointed out “ Representation is a 
key issue in genetic algorithm work because genetic algorithms directly manipulate 
the coded representation of the problem and because the representation scheme can 
severely limit the window by which the system observes its world. Fixed length char-
acter strings present difficulties for some problems — particularly problems where the 
desired solution is hierarchical and where the size and shape of the solution is  
unknown in advance. The structure of the individual mathematical objects that are 
manipulated by the genetic algorithm can be more complex than the fixed length 
character strings” [4]. 

The application of a tree representation (and required genetic operators) for using 
genetic algorithms to generate programs was first described in 1985 by Cramer [5]. 
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Based on Cramer’s work, Koza [6], the framework is extended by relaxing the fixed 
length character string restriction. This results in genetic programming, which allows 
flexible presentation of solutions as hierarchies of different functions in tree-like 
structures.  

A natural representation of genetic programming is that of parse trees of formal 
logical expressions describing a model or procedure. Crossover and mutation opera-
tors are adapted so that they work on trees (with varying sizes). In this paper, tree-like 
presentation presented in genetic programming is adopted and extended. 

For a thorough discussion about trees and their properties, see [7,8]. Here, we only 
make the definitions involved in our algorithm and these definitions are consistent 
with the basic definitions and operations of the general tree. 

Definition 1. A binary mathematical expression tree is a finite set of nodes that either 
is empty or consists of a root and two disjoint binary trees called the left sub-tree and 
the right sub-tree. 

Each node of the tree is either a terminal node (operand) or a primitive functional 
node (operator). Operand can be either a variable or a constant. Operator set includes 
the standard operators (+, -, *, /, ^ ) , basic mathematic functions (such as sqrt (),  
exp( ), log( ) ), triangle functions ( such as sin( ), cos( ),tan( ), asin( ),acos( ), atan( )), 
hyperbolic functions (such as sinh( ), consh( ), tanh ( ), asinh ( ), acosh( ), atanh( ) ) 
and so on. 

Here we use the expression of mathematical functions in MATLAB (mathematical 
tool software used in our system). 

A binary mathematical expression tree satisfies the definition of a general tree:  

(1) There is a special node called the root. 
(2) The remaining nodes are partitioned into n 0 disjoint sets, where each of these 

sets is a tree. They are called the sub-tree of the root. 

Genetic operations include crossover, mutation and selection. According to the 
above definition, the operations are described here. All of these operations take the 
tree as their operating object.  

(1)  Crossover 
The primary reproductive operation is the crossover operation. The purpose of this is 
to create two new trees that contain ‘genetic information’ about the problem solution 
inherited from two ‘successful’ parents. A crossover node is randomly selected in 
each parent tree. The sub-tree below this node in the first parent tree is then swapped 
with the sub-tree below the crossover node in the other parent, thus creating two new 
offspring. A crossover operation is shown as Figure 1. 

 
A 

B
B

A

 

Fig. 1. A crossover operation 
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(2)  Mutation 
The mutation operation is used to enhance the diversity of trees in the new generation 
thus opening up new areas of ‘solution space’. It works by selecting a random node in a 
single parent and removing the sub-tree below it. A randomly generated sub-tree then 
replaces the removed sub-tree. A mutation operation is shown as Figure 2. 

 

Generated

sub-tree 

A A

Removing ‘A’ node

and its sub-tree 

The generated new 

sub-tree replaces the 

removing sub-tree 

Removed sub-tree 
 

Fig. 2. A mutation operation 

(3)  Selection  
For general design, we can get the requirement from designer and transfer it into goal 
function. Then, the fitness value can be gotten by calculating the similar degree be-
tween the goal and individual by a formula. However, for creative design, it has no 
standards to form a goal function. Therefore, it is hard to calculate the fitness values 
by a formula. In our system, we use the method of interaction with designer to get 
fitness values. The range of fitness values is from -1 to 1. After an evolutionary pro-
cedure, the fitness values that appointed by designer are recorded in the knowledge 
base for reuse. Next time, when the same situation appears, the system will access 
them from the knowledge base.  

This method gives the designer the authority to select their favored designs and thus 
guide system to evolve the promising designs. Artificial selection can be a useful means 
for dealing with ill-defined selection criteria, particularly user-centered concerns.  

Many explorative systems use human input to help guide evolution. Artists can 
completely take over the role of fitness function [9,10]. Because human selectors 
guide evolution, the evolutionary algorithm does not have to be complex. Evolution is 
used more as a continuous novelty generator, not as an optimizer. The artist is likely 
to score designs highly inconsistently as he/she changes his/her mind about desirable 
features during evolution, so the continuous generation of new forms based on the 
fittest from the previous generation is essential. Consequently, an important element 
of the evolutionary algorithms used is non-convergence. If the populations of forms 
were ever to lose diversity and converge onto a single shape, the artist would be un-
able to explore any future forms [11]. 

For clarity, we will present the performing procedure of the tree structured genetic 
algorithms together with a design example in the next section. 

4   An Artwork Design Example 

An artwork design example is presented in this section for showing how to use tree 
structure based genetic algorithm and mathematical expressions to generate 2D sketch 
shapes and 3D images in design process. 
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Step 1: Initialize the population of chromosomes. The populations are generated by 
randomly selecting nodes in the set of operands and the set of operators to form a 
mathematical expression. We use the stack to check whether such a mathematical 
expression has properly balanced parentheses. Then, using parsing algorithm, the 
mathematical expression is read as a string of characters and the binary mathematical 
expression tree is constructed according to the rules of operator precedence.             

Step 2: Get the fitness for each individual in the population via interaction with de-
signer. The populations with high fitness will be shown in 3D form first. Designer can 
change the fitness value when they have seen the 3D images. 

Step 3: Form a new population according to each individual’s fitness. 

Step 4: Perform crossover and mutation on the population.  

Figure 3 shows two binary mathematical expression trees. Their expressions are 
cosh(2*x)+((1-x)*x) and (1-x)*(1.5+(cos(8*x)) respectively. 

(1) Crossover operation 
A crossover node is randomly selected in each parent tree. The sub-tree below this 
node on the first parent tree is then swapped with the sub-tree below the crossover 
node on the other parent, thus creating two new offspring. If the new tree can’t pass 
the syntax check or its mathematical expression can’t form a normal sketch shape, it 
will die. 

Taking the two trees in Figure 3 as parent, after the crossover operations by nodes 
‘A’,’ B’ and ‘C’, we get three pairs children (see Figure 4). 

Figure 5 shows a group of generated flower bases in 3D form correspond to the 
sketch shapes in Figure 4. 

(2) Mutation operation 
The mutation operation works by selecting a random node in a single parent and re-
moving the sub-tree below it. A randomly generated sub-tree then replaces the re-
moved sub-tree. The offspring will die if it can’t pass the syntax check or it can’t form 
a normal shape. 

 
+ 

*

x- 

1 x 

*

+

1.5 cos 

8 x 

-

1 x

* 

B

A 

Parent 1 Parent 2 

cosh 

2 x 

*

B 

A

C 
C 

 

Fig. 3. Two parent trees with three crossover nodes 
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Fig. 4. The results of three crossover operations 

 
Fig. 5. The artistic flower bases correspond to sketches in Fig. 4 

Taking the parent1 tree in Figure 3 as a parent, three offspring generated by muta-
tion operations are shown as Figure 6. In which, children1 and children3 are gener-
ated by replacing node A and its sub-tree by subtree1 and subtree3 while children2 is 
generated by replacing node B and its sub-tree by subtree2.  
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Fig. 6. One parent tree and three sub-trees 

 

Fig. 7. The results of three mutation operations 

Step 5: If the procedure doesn’t stopped by the designer, go to step 2.   

This process of selection and crossover, with infrequent mutation, continues for 
several generations until the designers stop it. Then the detail design will be done by 
designers with human wisdom.  

We also use some complex function expressions to produce some 3D artistic 
flower images. Here, z=x+iy (x is real part and y is virtual part), complex function 
expression f(z) is expressed by binary a mathematical expression tree. Both real, 
imaginary parts and the module of f(z) can generate 3D images by mathematical tool. 
Three images of f(z)=sin(z)*log(-z^2)*conj(z) are shown as Figure 8. 
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Fig. 8. Three images of f(z)=sin(z)*log(-z^2)*conj(z) 

 

Fig. 9. The result of a crossover operation between two complex function expres 

The GA process is the same with the process in 2D sketch. But it can be performed 
on three parts (real part, imaginary part and module). By complex function  
expressions, we can get more good images than by general function expressions. One 
crossover operation result between modular images of two complex function expres-
sions can be seen in Figure 9. 

Designers using computer operations, such as rotating, cutting, lighting, coloring 
and so on, handle the generated images. The interactive user interface can be seen in 
Figure 10. 
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Fig. 10. The interactive user interface 

5   Conclusions 

It is very difficult to define the concept of creativity. This paper does not suggest that 
the creativity of people depend on the exploration of computational techniques. How-
ever, it is apparent that computational techniques do provide far greater freedom for 
designer to extend the design space, compared to design based on human experiences 
and skills. 

With this insight into enabling creativity by evolution, we created a framework for 
explorative supporting creative design using evolutionary computing technology [12]. 
Although it seems simple, the framework employs a feasible and useful approach in a 
computer-aided design environment. This environment is used to stimulate the imagi-
nation of designers and extend their thinking spaces. It will give the designers con-
crete help for extending their design spaces. 

There is still much work to be done before the full potential power of the system 
can be realized. Our current work is to use the multi-agent architecture as an inte-
grated knowledge-based system to implement a number of learning techniques includ-
ing genetic algorithms and neural networks. These new algorithms will then be fully 
integrated with a selected set of 2D (sketching) and 3D (surface and solid modeling) 
tools and other design support systems. This integrated system is intended for sup-
porting knowledge based collaborative design in a visual environment. 
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Abstract. In collaborative design, the results of each activity imply 
modifications of different objects of the situation and are likely to affect the 
achievement of other activities. The use of collaborative tools enhances the 
capitalization process, especially at the stage of information collecting. 
Conversely, capitalized knowledge can also promote cooperation between 
actors regarding their situation in common. This paper develops a new 
modelling framework of a traceability system, based on the concept of work 
situation, to improve knowledge sharing and collaborative design. It aims at 
giving designers a collaborative tool to capture information of their work and, 
simultaneously, a view of the progress of their activity and of other inter-related 
activities.  

1   Introduction 

Design activities are very complex because designers have to take into account many 
interactions between various parameters (human, technological, decisional, 
organizational, etc.) and because they manipulate and share a large amount of 
knowledge. Complex artefacts, such as cars, are defined by the interactions of 
numerous actors, working on different elements of the product in question. Moreover, 
New Products Development (NPD) projects are limited by having less and less time 
allotted to them. In such a competitive context, collaborative processes, knowledge 
sharing and the use of collaborative tools among many interdependent actors are keys 
to a NPD project’s success [1], [2]. An efficient way to share knowledge is to use 
communication and information facilities, especially the dedicated design tools and 
systems [3]. Because of their use every day, these tools can make the real time 
capitalization process easier and promote interactions between actors. At the same 
time, every cooperative actor can obtain plenty of information about the working 
environment in which he interacts. Stored information is also used to recognize the 
evolution of activities in the global process (new intermediary results, new 
constraints, new state of resources, etc.). The actor identifies the requirements of his 
partners from the present situation and the effects of their actions on his own design 
situation.  

The main idea of our work is based on the contextual and relational character of 
knowledge building and sharing in collaborative design. We assume that there are 
strong relationships between collaborative work and knowledge capitalization and  
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re-use. As people construct knowledge when they interact in a social context [4] 
(work situation), they need to share common knowledge to achieve the coherence and 
the performance of their collaborative tasks.  

On the other hand, traceability, that is, the information acquisition about the 
progress of the collaborative work (recording of decisions, rules, computations, ...) is 
a major stage for the building of shared knowledge.  

The purpose of this paper is to present a new approach to support traceability and 
knowledge sharing in collaborative design. This approach focuses on the concepts of 
work situation and inter-related entities. The workgroup can be considered as a 
system, composed of various entities, which are involved in different interactions. We 
intend to use this tool to promote cooperation, and especially to help the designer with 
his task of traceability at the same time as he is performing his day-to-day activities.  

First, in the literature review part, we define the concepts of traceability and 
collaborative design. Then, we present specifications and a modelling framework of a 
system for collaborative design oriented towards traceability needs. Finally, a short 
discussion compares our proposition with other existing CSCW models. 

2   Literature Review 

2.1   About Traceability Process in Design 

In design, traceability is usually associated with project memory, which captures 
project histories that can subsequently be retrieved and applied to current problems 
[5]. A modelling framework of a traceability system is used to structure and capture 
the history of design [6] which concerns relevant information, about the product, its 
different evolutions, activities, resources, tools, events, and the organization of these 
elements during the project progress. Various methods, generally associated to KM 
systems [7], have been developed to meet the need for traceability [8], [9]. The 
information acquisition stage in these methods is frequently based on analysis of data 
and on interviews of experts. Different points of view on the design process might be 
obtained depending on the desired re-usability of the capitalized knowledge. In this 
sense, it would be useful if designers could be encouraged to use the collaborative 
tools available to keep a systematic record of the details of their activities and their 
corresponding situation. We consider that this approach would mean that a designer’s 
work could be kept track of more reliably, and it would contribute to reducing the 
incidence of forgetting. 

2.2   About Collaborative Design 

Design is defined in literature as a process of problem solving. Each individual actor 
builds his own representation of the problem by taking into account the dimensions 
that are relevant to his intentions. However, shared representations (related to shared 
global intentions) are needed to ensure coherent integration of individual local results 
in the collective global actor. The following points insist on two major features of 
design activity. First, the problems have not yet been completely defined at the 
beginning of a NPD project. During the life of the project, information will be 
required from its context (tools, partners, …) to continue to define the problem, to 
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build a solution and to reduce uncertainty. Second, the design activity is based on an 
action plan that is constructed progressively during the activity, while at the same 
time the other actors define their respective requirements according to their local 
solutions and their own action plans.  

A consequence of these points is that design activities are never individual but 
collective. Collaborative tools are very important in enhancing the design process. In 
Ergonomics, collective activity is considered as an activity in which a set of people 
works towards the same goal, consulting each actor, coordinating and cooperating 
with them. Nabuco [3] distinguishes three kinds of interactions in a workgroup: 
communication, cooperation and coordination. However, an actor can play many 
different communication roles during collaboration in a design situation regarding 
different forms of organization [10]. Due to these reasons, collaborative tools are very 
important in enhancing the design process [11]. Many collaborative systems called 
CSCW have been proposed with the aim of assisting actors in their design activity 
[12], [13]. In [14], a comparative study of some conceptual models of CSCW systems 
is presented. However, these kinds of systems can be used to help share knowledge 
during the design process.  

The main purpose of our approach is to specify a model of CSCW system to help 
traceability and also to favour collaboration by sharing context information. The next 
section develops the specifications for a traceability system.  

3   Specifications for a Traceability System in Collaborative Design 

The main specifications for a traceability system related to collaborative design 
activities can be formulated as follows:   

- S1: To capture and to keep track of the design situation (intermediate results, 
decision rules, resources, …) 

- S2: To structure and to store relevant information about the evolution of each actor's 
situation (local situation) and about his contribution to different interactions.  

- S3: To share stored information, to enhance each actor's representation about his 
design situation, i.e., to display relevant views concerning either the global situation 
or a specific entity. 

This system should enhance cooperation by sharing common situation information 
and by making the detection of new events easier. The main specifications of a 
traceability system are formalized in a uses case diagram (figure 1). On the one hand, 
each actor should be guided when modifications occur in his work situation. He 
should obtain information about all the entities that interest him. He should display 
several views of the situation (for instance, evolution of the constraints generated) and 
he should be able to ask the other actors for information. On the other hand, every 
actor acts on the modifications of the situation: he creates new entities and modifies 
others. He should be able to record these modifications, to share them with others, and 
therefore to allow traceability of his work. 

To meet these specifications, we propose a modelling framework with an 
appropriate definition of the key-concepts, i.e., situation, entity, specific role. 
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Fig. 1. Uses cases diagram 

4   Concepts Definitions 

4.1   Situation 

In previous publications [15], we discussed the characteristics of the concept of the 
situation and how to integrate them in order to analyse human action and the 
contribution made by each actor to any interaction. We defined the concept of work 
situation as follows: “situation is a set of various entities and of various 
interactions globally describing the external environment in which an actor 
mobilizes his competencies”.  

4.2   Entities  

We distinguish two kinds of entities: 

• Basic entities (BE) or concrete entities. These include all the human actors 
(called individual entity) and the material resources (called physical entity), 
such as product components, work tools, and communication tools.  

• Interactional entities (IE) or abstract entities. These refer to links between the 
entities. The three forms of interactional entities are: 
- Operational interactional entities, which cover the various tasks that an 

actor has to perform. 
- Community interactional entities, which establish a membership link 

between functioning rules. 
- Transactional interactional entities, which denote various mechanisms of 

information exchange between actors during the realization of their 
collective tasks, particularly cooperation and coordination mechanisms.    

4.3   Concept of Specific Roles 

The concept of “specific role” represents an actor's interpretation of the collaborative 
situation. It refers to a set of specific behaviours [16]. This concept is useful for 
calculating the contribution made by each entity to an interactional entity. We 
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distinguish five kinds of specific roles. With UML (Unified Modeling Language) 
[17], we model this concept as a generic class with five sub-classes as follows: 

- The "actor" role answers the question “who does what?” It concerns every entity 
who/which participates directly in the interaction. 

- The "customer" role answers the question “For whom?” A customer order 
always precedes need.  

- The "manager" role answers the question “How?” It concerns every entity 
who/which regulates the functioning of an interaction.  

- The "support" role answers the question “With what?” It includes every entity 
who/which indirectly participates in the interaction or assists in its realization.  

- The "object" role answers the question “About what?” It concerns every entity 
on whom/which the interaction acts. 

This formulation can make it easier to focus on different aspects of the situation 
model and can be used to generate useful views. 

5   Modelling Framework 

5.1   The Situation Meta-model 

Several works, especially in CSCW, cognitive psychology and knowledge 
management, have focused on giving formal models for the context [18], [19]. In our 
approach and according to the definition given above (§ 3.1), the meta-model of the  
 

 

Fig. 2. The situation meta-model 
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situation framework is described in the UML class diagram [17] (figure 2) by a set of 
entities and roles. Any object of the entity class can be related to another object of the 
interactional entity class according to a specific role, which is described as an instance 
object of the class role. The class “weighting” contains information about the degree 
of importance given by an actor to any component of the situation. 

5.2   Interaction Process 

The description of the interaction process is obtained according to the properties of 
specific roles and their behaviour during the interaction. The UML Activity diagrams 
are used to model the dynamic aspect of each interaction. For example, the activity 
diagram (figure 3) illustrates the case of task achieving. The customer expresses his 
needs through a task (in terms of objectives) and creates the IE "task". This task is 
allocated by a manager. It follows that a new entity is automatically created: activity 
(release 0) and the entity that performs the task is an "actor". First, the “actor” 
analyses and qualifies his situation and then, he defines his action plan (release 0). He 
may modify this plan structure at any moment of his activity and records the 
modification in a new release. At the end, the “actor” records the important results of 
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Fig. 3. Interaction process during the task achieving 
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his actions and the activity will be automatically updated in a new release using a new 
transition. (Consequently, the global situation will be updated). The manager has to 
observe, follow and regulate the progress of the activity. He has access to the system, 
and he must define the procedures. He also reports all apparent problems and gives 
help in solving them.    

5.3   Sequence Diagrams   

Each use case or sub-use case is obtained by a set of interactions between the different 
objects of the system and the user. The UML sequence diagrams are usually used to 
present the dynamic of these interactions. Figure 4 shows the case of “beginning an 
activity”. When the actor decides to begin, the system creates and opens a window. 
Inside the window, the actor defines his action plan and all other important  
 

 

 
 

Fig. 4. Activity beginning 



362 F. Belkadi, E. Bonjour, and M. Dulmet 

information will be saved in release 0. A new window is opened, the first action is 
declared: "in progress" and the others "unfinished". The actor systematically records 
the relevant details of this action and its intermediate results. The "management 
version" updates the version of the current situation and all its entities and saves the 
past information in the database. After each validation, which is only relevant for a 
significant new result, the system updates all the entities involved and shares this new 
situation release. 

6   Discussion  

In this section, we discuss of the advantages and limits of our approach regarding to 
other CSCW systems reported in [14].  

Generally, each CSCW model aims at covering a particular point of view of the 
collaborative task. However, four major concepts are frequently used (although 
sometimes with different names) [14]: activity, actor, resource and tool. The main 
characteristic of our approach is based on the high abstraction level we used to model 
work situation. The previous concepts are integrated in our modelling framework but 
each concept is considered as a sub-class of the class entity.  

Similarly with the concept of context in the OoactSM model [20], the situation 
class in our model is defined as a set of interrelated entities. In our model, Activity is 
not associated to a context but it is considered as a part of this one like other kinds of 
interactions. The concept of interaction (discussed in [14] concerning the 
Action/Interaction theory) concerns in our model, all collaborative or individual 
activities but also all relations among the context elements like the constraints, the 
membership relations (called division of labour in the Activity theory [21]) and 
different mechanisms of cooperation and coordination between actors.  

The second point is that the different models analysed in [14] describe all elements 
existing in the context but ignore the contribution of any element in the activity and in 
the interactions. Only the generic model of [14] takes this aspect into account by the 
attribute role in the class coordination. The model of Task Manager [22] distinguishes 
two types of roles in collaborative task (participant and observer).  

The concept of role is explicitly identified in our approach as an independent 
object class. A particular interest of the “specific role” class could be expected: to get 
an original way to manage relevant displays related to the situation information. The 
aim is to give the user access only to the relevant information with which he is 
concerned. When the user opens a session, the system searches for all the entities 
related to him in this situation. According to the user's role in any interactional entity, 
the system could decide on the level of information to display.  

At this moment, little attention is paid to issues related to user interface in our 
model. For instance, it does not consider the concurrency control dimension used in 
[14] explicitly, to cope with the simultaneously access to information.  

7   Conclusion 

In this paper, we have proposed a modelling framework of a traceability system to 
improve knowledge sharing in collaborative design, and then to enhance collaborative 
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activities. This modelling framework could support a new CSCW system in order to 
allow designers to carry out real-time traceability of their activities and to integrate 
this task in their day-to-day work. Other benefits can be obtained from this proposal: 
monitoring the evolution of collective work and facilitating the coordination of it, 
better understanding of the various mechanisms, which govern collaborative 
activities. Further research work will present recommendations about the details 
required for design activities modelling and for the information collecting phase. A 
prototype is under development and is being tested thanks to an industrial case study. 
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Abstract. A problem that disturbs team formation for a design project is knowing 
the competences the organization masters.  This kind of project is formed by 
multidisciplinary teams, which must consist of people with specific knowledge to 
execute different tasks.  As the expertise of an employee often differs in small but 
significant details, simple classification or a keyword approach is not sufficient 
for competence identification.  A way of reasoning the competences of a person is 
to analyze the documents this person created. We have chosen a number of 
criteria, described in this paper, to measure the degree of expertise and, 
consequently, propose team formation to projects, people’s participation in a 
community and identify the strengths and weaknesses of an organization.  

1   Introduction 

In larger and distributed organizations, we face a problem of knowing and identifying 
the knowledge spread in the organization, in an explicit or tacit way [4]. Some 
attempts to manage explicit knowledge are found in Document and Information 
Management Systems, Databases, Datawarehouses, and other approaches.  However, 
when we talk about tacit knowledge, the knowledge embodied in people, especially 
their competences, discovering and finding it is in fact a big problem.  

For firms seeking a competitive edge, the challenge of creating competence-based 
competitiveness has gained an increasing interest over the years [1].  This  is because 
competence identification and consequently, its management, may help in innovation, 
decision support, faster process and product quality improvement, and constitute an 
important input to the creation of the firm’s ‘organizational knowledge’.  But what is 
competence?  We find several definitions in the literature, as “competence is an ability 
to sustain the coordinated deployment of assets in a way that helps a firm to achieve its 
goals” [5], that is, a set of skills that can help an organization get competitive advantage. 
We have adopted the view that competence is a “situational, context-dependent 
response that flows from the way individuals experience their work” [6].  

Other motives to identify and manage competences are: 

- To know the strengths and weaknesses in the organization;  
- To reduce the vulnerability represented by people leaving the firm and taking 

key competencies away from the organization; 
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- To match the most adequate employers to execute activities in a project; 
- To stimulate human interaction and exchange of knowledge in the organization. 

Design is increasingly becoming a collaborative task among designers or design 
teams that are physically, geographically, and temporally distributed.  The 
complexity of modern products means that a single designer or design team can no 
longer manage the complete product development effort.  Developing products 
without sufficient expertise in a broad set of disciplines can result in extended 
product development cycles, higher development costs, and quality problems. This 
vision of the work provides a way to identify competences by mining documents 
used and created by the employees and, consequently, appoint people to participate 
in design projects that require specific competences.  Another goal of this work is to 
facilitate an effective transformation of individual knowledge into organizational 
and shared knowledge, using the identified competences to suggest virtual 
communities to people.  

This paper is divided into 7 sections.  Following the introduction, we describe 
our work, in Section 2.  In the next section (3), a case example is shown to facilitate 
the understanding of our proposal. Conclusions are discussed in Section 4, as well 
as future works.  

2   Competence Mining 

Simple classification or a keyword approach is not sufficient for competence 
identification.  The specific knowledge of different employees or researchers often 
differs in small but significant details, and a modeling approach is required to allow 
the accurate identification of people’s competences and to implement a retrieval 
strategy that will find an expert with a specific competence or multiple experts that 
together have the desired knowledge when a specific expert for a certain activity in 
a design project is not available. 

Our approach envisions indicating possible actors in the team when the actor 
responsible for an activity is moved, or an expert is needed to execute a very 
difficult task or quickly solve a problem.  Another typical application is forming a 
project team that must be comprised of people with the right knowledge for 
different tasks of the project.  A way of reasoning the competences of a person is to 
analyze the documents this person creates, edits and manipulates, and the frequency 
of these operations. These documents can be text (as publications or notes), mental 
maps, project definitions, e-mails, blogs, and others.  For this work, as shown in the 
next sub-sections, we have started analyzing the documents/publications created by 
employees or researchers of an organization.  Besides mining the employees’ and 
researchers' competences of an institution (Section 2.1), this project has 
mechanisms for searching competences (Section 2.2) and shows them in a usual 
way for a person's indication to participate in a certain project (Section 2.3), to 
ascertain the weak and strong areas of the institution (Section 2.4) and to create, or 
to indicate, new communities (Section 2.5). 
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2.1   SMiner – Extracting Competences from Text 

Fundamentally, the SMiner function is to mine competencies based on text/ 
publications. Fig. 1 indicates the miner general steps of this architecture, from the 
extraction step to researcher abilities report. 

Initially, the text is submitted to the tokenization algorithm.  Tokenization purports 
in words (tokens) identification.  This technique implies that tokens are defined in a 
string format and support only alphanumeric characters without spaces. 

After breaking a text in tokens, the process continues with the elimination of 
insignificant words – named Stop Words.  The collection of Stop Words is called Stop 
List.  This catalog of irrelevant words is strongly dependent on the language and the 
applied circumstance – the SMiner can treat English and Portuguese (Brazilian) 
languages. 

 

Fig. 1. The SMiner Architecture 

When Stop Words are removed, the remaining words are considered filtered and 
should then enter a new selection process.  In this phase, the next procedure comprises 
the creation of weights for each word type.  An easier artifice is to indicate that all 
words have the same weight, thus, the relevance degree of each token is given from the 
frequency with which it appears in the text.  The most significant alternative suggests 
the creation of a list of words and their respective weights.  In this case, the algorithm 
counts the token frequency and also analyzes whether the recovered words bear 
relevance in the context by defined weight.  It is interesting to observe that the fact that 
a word has a high frequency does not indicate that it is significant in the context. 

In our approach, we do not use weights; we use the Stemming Technique to 
measure the relevance of a term by removing suffixes in an automatic operation. 
Ignoring the issue where the words are precisely originated, we can say that a 
document is represented by a vector of words, or terms.  Terms with a common stem 
will usually have similar meanings, for example: CONNECT, CONNECTED, 
CONNECTING, CONNECTION, CONNECTIONS.  Then, after having the words, 
the Stemming technique is applied to count the relevance of an applied term.  Terms 
are related to a person’s competence, and these competences and the expertise degree 
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(using the measure of relevance of a term) are stored in the database. This relation 
(terms and competences) is made by someone with the role of “knowledge manager” 
[3], or the one who has the most strategic role in Knowledge Administration.  

Finally, after mining, it is possible to check the mapped abilities in a report 
provided by the application. 

Some organizations can have some previous kind of competence or knowledge 
classification, and this approach should lead to interoperability.  In Brazil, there is a 
national classification which attempts to categorize scientific knowledge.  This 
classification is called CNPq1 Knowledge Tree and is used by all research institutions 
and universities to classify scientific projects, and the competences of professors and 
students. 

In our approach, as described above, besides the Relevant Words being filtered, 
they are submitted to the association between competences and the words are also 
associated with these knowledge areas (CNPq Knowledge Tree).  This connection 
suggests that each knowledge area of the CNPq Knowledge Tree can be derived from 
a set of key words that were discovered by mining.  It is important to emphasize that 
the CNPq Knowledge Tree can be exchanged for any previous classification, and is 
currently used because our approach is used in the Brazilian context. 

2.2   Competence Searcher 

Moreover, as important as identifying competences is searching for them and 
inferring the most similar competences when we do not find them.  Thus, in our 
approach, the competences are sought in this order of priority: 

1) Declared competences – the competences that the person thinks she/he has.  
These abilities are recorded by the person herself and saved. 

2) Project competences – correspond to the competences found in the 
employees’ developed projects.  We assume that if a person worked in a 
project and executed an activity which requires some competence to be 
executed, then this person has this competence. 

3) Extracted competences – recovered from published text mining by Sminer, 
described in the previous section. 

4) Community competences – collected from the communities in which the 
researcher participates or contributes.  It means that issues discussed in 
communities can be understood by their members.   

In addition, the Competence Searcher includes distinctive weights for each type of 
competence found: 

1) Declared competences: weight 3 – motivated by the person’s sincerity in 
talking about her/his abilities. 

2) Project competences: weight 2 – justified by the proposition of employee 
participation in a project just occurs because he/she has the needed proficiency. 

3) Extracted competences: weight 2 – like the item above, it supposes that a 
person’s  publications hold intrinsic abilities in the text’s content. 

                                                           
1 CNPq- Brazilian Agency, “Brazilian Council for Scientific and Technological Development”. 
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4) Community competences: weight 1 – there are many individuals in many 
distinct communities.  These people have different interests.  Thus, it is 
difficult to separate knowledge.  Consequently, the minimal weight was 
chosen, not to misrepresent the analysis. 

The result of this search is an ordered list with these criteria, as shown in Fig. 2. 

 

Fig. 2. Results from the Competence Searcher 

2.3   People Recommendation for a Project 

The results of the competence search can be used as a support tool in decision-making 
when project managers are choosing employees.  Having in mind that the project 
manager designs his/her own project and defines the competences needed to be 
executed in each activity, the next step is to find the people to execute these activities. 
Another typical application is forming a project team that must consist of people with 
the right knowledge for different project tasks.  In some cases, it might be preferable 
to find people with as many areas of expertise as possible (even if these are not so 
deep) in order to keep the project team small and less expensive.  So, the manager can 
search by desired competence and choose the professional on account of his/her 
competence, knowledge degree and kind of expertise. 

2.4   Weaknesses and Strengths 

In this work, we use the mapped competences of an institution to measure the 
weaknesses and strengths.  Knowing weak and strong points, that is, knowledge areas 
where the institution has good representation, and competences that should be 
developed further, respectively, the institution can be better positioned, developing 
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plans and strategies to continue or to improve its current position, enabling continuous 
knowledge dissemination, and increasing internal interaction and collaboration.   

To calculate weakness and strengths, we use the discovered competences and apply 
the Vector Space Model Technique.  

The basic idea of the Vector Space Model is to represent each document as a 
vector of certain weighted word frequencies. In our case, this vector is the result of 
the mining described in Section 2.1. That is, each document has the stems (and their 
weights), and the competences (and their weights).  Besides the keyword vector, in 
the statistically based vector-space model, we have the associated weights 
representing the importance of the keywords in the document and within the whole 
document collection; likewise, a query is modeled as a list of keywords with 
associated weights representing the importance of the keywords in the query.  
Because the exact vector-space model is expensive to implement, we have 
developed some successively simpler approximations.  One of these is related with 
the query.  As we would like an analysis of all competences in the institution, we 
provide a list of these competences and the total relevance degree of each of these 
as the relevance of each declared competence, project competence, extracted 
competence and community competence – their relevance degree - and the number 
of professionals, as shown in Fig. 3.  Then, as we work with all the competences 
and do not search for a specific one, we do not calculate the query terms. 

To calculate the relevance of the competences, we use the so-called tf X idf 
method, in which the weight of a term is determined by two factors: how often the 
term j occurs in the document i (the term frequency tfi,j) and how often it occurs in the 
whole document collection (the document frequency dfj).  Precisely, the weight of a 
 

 

Fig. 3. Weaknesses and Strengths Calculated by the Institutions' Publications 
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term j in document i is wi,j = tfi,j X idfj = tfi,j X log N/dfj, where N is the number of 
documents in document collection and idf stands for inverse document frequency. 

A competence is a set of terms.  Then, after calculating these factors, we have the 
relevance of a competence. 

This method assigns high values to terms that appear frequently in a small number 
of documents in the document set.  Once the term weights are determined, we need a 
ranking function to measure similarity between the query and document vectors. 
Ranking algorithms [2] are used to calculate the similarity between the terms.  

2.5   Community Recommendation 

After the employee's competence identification, our approach does: i) if there are no 
communities about a topic, the environment searches a number of people with similar 
interests and proposes a new community creation (Fig. 4) or ii) suggest existing 
communities that match in profile of the future member (Fig. 5). Depending on the 
topic, a researcher can belong to more than a community. 

As the communities are only based on competencies rather than on historical 
relationships, it is natural that all community members are not equally important in 
terms of their contributions.  For this, the community must have mechanisms to allow 
knowledge exchange and the sharing of it, motivating members to interact with one 
another.  We can mention, as knowledge to be shared,  definitions of processes (as 
experiment definitions), definitions of models, documents, raw data, class diaries, 
training material, calls for papers and a number of ideas. 

To minimize heterogeneity, our approach allows for the use of synchronous and 
asynchronous collaboration tools in a community, for the knowledge to be better 
disseminated.  Each community has the following tools: 

- Discussion list – for synchronous and asynchronous communication and 
knowledge exchange. 

- Electronic Meeting (Chat) – allows for synchronous interaction and 
discussions between the community members.  Electronic meeting tools 
permit online interviews, so that a researcher with knowledge about an issue 
can be consulted synchronously. 

- Video conference - bears the same functionality of the electronic meeting, 
allowing for the visualization of the members when they are connected. 

- Forum - some themes belonging to a researchers' domain of a community can 
be discussed separately. 

- Surveys - some topics are taken for voting and ranking. 
- News - for the dissemination of news, events and conference deadlines. 
- Document upload/download, and links. - allows for the sharing of documents 

and web page suggestion. 

Remember that the communities mentioned in this work have as main purpose the 
acquisition, exchange and dissemination of knowledge in a certain domain, and 
fostering location-independent collaboration.  Then, knowledge flow in a firm is 
facilitated and thus, we can reduce the vulnerability represented by people leaving the 
firm and taking key competencies away from the organization, and stimulate human 
interaction and exchange of knowledge in the organization. 
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Fig. 4. The environment suggests a new community creation based on the competencies of 
researches 
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Database Community
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Researcher C

 

Fig. 5. A researcher is suggested as a new member of an existing community 

3   Case Example  

To exemplify this work, in this section we will show how our approach improves the 
identification of competences. 

Firstly, for this example, our document set has 10 documents. All documents are 
real, as are their authors, their names not disclosed to preserve their privacy.  All 
documents are technical reports from PESC-COPPE/UFRJ2.  As previously said in 
 

Table 1. Knowledge Areas of the Employees 

Author CNPq Knowledge Area 
1 Database 

2 Database, Computer Science 

3 Database, Software Engineering, Information Systems 

4 Database, Information Systems, Geodesy, Remote Sensing, Geomatics Data Analysis 

5 
Database, Software Engineering, Information Systems, Methodology and Computing 
Techniques 

6 Database, Software Engineering 

7 Database, Information Systems 

8 Database, Software Engineering 

9 Database, Information Systems 

10 Computing Systems 

                                                           
2 PESC - Computer Science Department, COPPE - Graduate School of Engineering.  

  UFRJ - Federal University of Rio de Janeiro, Brazil. 
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Table 2. Mined Competences 

Author Competence 

1 
Competence Management; CSCW; Knowledge Management; Decision Support Systems; 
Ontology 

2 

GIS; Software Development Environments; Cooperation and search of multidimensional 
information; Competence Management; CSCW; Knowledge Management; Data Structure; 
GC; Software Reuse; Hypertext; Decision Support Systems; E-learning; Computational 
Geometry; Geometric Modeling; Mathematical Modeling; Parallelism; Distribution in DB 
Systems; Innovation and Creativity; Ontology 

3 Knowledge Management; CSCW; Decision Support Systems 

4 
Software Reuse; CSCW; Knowledge Management; Spatial Analysis and Statistics; Data 
Mining; Innovative Applications; GIS and Internet; GIS Standards and Interoperability; 
Computational Geometry; Optimization and Processing; Spatial Database 

5 Software Reuse ; Object-Oriented modeling; Web Semantics 
6 Data Mining; Spatial Database; Computational Geometry; Graphic Computing 

7 
Data Structure; Spatial Database; Computational Geometry; Geometric Modeling; 
Mathematical Modeling; Parallelism; Distribution in DB Systems   

8 Data Mining; Spatial Database; Computational Geometry; Graphic Computing 
9 Distributed Database; Fragmentation; Object-Oriented Database 
10 Innovation and Creativity; Ontology; CSCW; E-learning; Hypertext 

 
Section 2.1, there is an attempt in Brazil to categorize knowledge areas, and through 
this categorization, we have the next association (Table 1). 

After applying the SMiner (Section 2.1), we discovered the following competences 
of these employees, as shown in the Table 2. 

This mining automatically discovers important information that is not clear if we 
only examine the data in the publications, such as the title, the metadata of its files and 
keywords. With this mining, we have the possibility of creating new communities. As 
an example, employees 1, 2, 3, 4 and 10 would be invited to the community CSCW. 
People’s recommendation for a project works akin to the community creation.   

4   Conclusion and Future Activities 

One hurdle to overcome is the inability of an organization to know what it actually 
knows, in other words, the competences that the organization masters, thereby 
bringing forth greater difficulties for forming work design teams and disseminating 
knowledge.  Our approach envisions discovering the competences of the employees 
by the mining of their documents, and consequently, searching competences for a 
person's indication to participation in a certain project, so as to ascertain the weak and 
strong knowledge areas of the institution and for the creation of new communities. 

In this work, we only deal with text documents, as publications, but in the future 
we will mine project definitions, blogs, e-mails, personal web pages and other kinds 
of documents which can improve in competence identification.  Another future 
work comprises measuring the benefits of this work in team formation and 
community creation. 

Currently, this work is part of another project in Knowledge Management, of the 
Database Group of COPPE/UFRJ2, and will be used by this department and in 
academic projects. 
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Abstract. Recently, many researchers have been concentrating on the 
development of cooperative CAPP systems. How to realize cooperative 
planning among heterogeneous CAPP systems in a networked manufacturing 
environment is a challenging issue. In this paper we adopt screen-sharing 
technology to solve this problem. We first propose an idea for cooperative 
process planning. Then we discuss potential solutions to the problems of 
screen-sharing technology, including cooperative control command 
management and shared data processing. An example of the networked 
manufacturing oriented cooperative CAPP system is briefly introduced at the 
end of this paper. 

1   Introduction 

Computer Aided Process Planning (CAPP) is used to define processes in details 
according to process requirements, workflow state, output and production condition, 
so that the standardized and optimized process can be implemented automatically and 
efficiently. Process details include process method, process order, tools used in the 
process, cutting dosage, and manufacture tolerance, etc. [1]. 

CAPP is a bridge between CAD and CAM. It is one of the key technologies in 
Computer Integrated Manufacturing Systems (CIMS), Concurrent Engineering (CE) 
and Agile Manufacturing. In addition, it is an important research aspect of 
manufacturing informatization [1]. 

Networked manufacturing comes out as the quick development of information 
technology and the prevalence of computer network. Networked manufacturing is a 
brand-new manufacturing paradigm. In networked manufacturing, CAPP system must 
accommodate the variation and distribution of manufacturing resources and 
processing objects. And it should be flexible and re-structurable [2]. CAPP system in 
networked manufacturing breaks through the limitation on process resources and 
knowledge in the traditional narrow-sense process planning, and extends the scope of 
manufacturing sufficiently. It enhances the integration of information, planning 
process and manufacturing knowledge among enterprises or departments, by sharing 
and optimizing the manufacturing resources. Also, it supports cooperative process 
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planning and cooperative manufacturing, so that it can greatly reduce the 
manufacturing cost, and improve the competitiveness of enterprises. 

Currently, research of networked manufacturing oriented cooperative CAPP 
(NMC-CAPP) system mainly concentrates on the following aspects: structure of the 
networked manufacturing oriented generalized CAPP system; selection and 
evaluation of process partner; consistent expression of process concept and 
knowledge; networked manufacturing oriented cooperative CAPP system; 
encapsulation and supply of process service [3][4][5][6]. 

NMC-CAPP system mainly focuses on how to support cooperative process 
planning among engineers at different places, and how to improve instantaneous 
communication among them. Because of the lack of unified manufacturing resources 
and system communication, nowadays, most of the cooperative CAPP systems are 
confined to homogeneous CAPP systems [7]. However, in networked manufacturing 
environment, the CAPP systems used by engineers are various and heterogeneous. 
Engineers cannot make cooperative process plans through these CAPP systems, and it 
greatly influences the efficiency of their communication and cooperation. 

With the support of the National High-Tech R&D Program for CIMS, the study of 
the cooperation among heterogeneous CAPP systems will be reported in this paper, 
and we put forward an idea that adopts screen-sharing technology to support 
cooperation. This overcomes the limitation of the old cooperative CAPP systems, and 
can support the cooperation among heterogeneous CAPP systems as well. 

Section 2 introduces topology and function model of NMC-CAPP system; Section 3 
studies some key implementation technologies of the system; Section 4 shows the 
practical application of the technologies; finally, we discuss our conclusion and 
expectation of cooperative CAPP systems.  

2   Networked Manufacturing Oriented Cooperative CAPP System 

2.1   Topology of the System 

Fig. 1 shows topology of networked manufacturing oriented cooperative CAPP 
(NMC-CAPP) system. Engineers on the Internet, using heterogeneous CAPP systems 
at different places, are connected by the cooperative CAPP system through firewalls. 
Engineers can share their process knowledge, process resources and other data 
resources through this system. 

2.2.   Function Model of the System 

The whole NMC-CAPP system includes several functional platforms. And each 
functional platform includes some functional modules (Fig. 2 shows the function 
model). The functions of the platforms are summarized as follows: 

- System management platform: It includes many system management tools, and it 
is the base of the whole system; 

- Cooperative process planning platform: It helps engineers complete their 
cooperative work; 
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Fig. 1. Topology of networked manufacturing oriented cooperative CAPP system 
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Fig. 2. Function model of networked manufacturing oriented cooperative CAPP system 

- Application service platform: It provides application services for business, 
individual and customers through the Internet; 

- Information search platform: It enables customers to search various kinds of 
information they need. 
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The screen-sharing module is the key part of cooperative process planning platform 
that enables engineers using heterogeneous CAPP systems to work cooperatively. Next 
section we discuss solutions to some problems of screen-sharing technology. 

3   Solutions to Some Problems of Screen-Sharing Technology 

3.1   Concept of Screen Sharing 

The target of screen sharing is to let users at different places see the same screen of 
the graphical user interfaces of certain software. Any change of the software interface 
in the screen will be sent to clients of all users’, so that users can work cooperatively 
on the same software [8]. 

Screen sharing is a technology that can realize cooperative process planning. It 
enables engineers to plan cooperatively and efficiently even if they are using 
heterogeneous CAPP systems. Type of CAPP system no longer matters. 

Screen sharing follows centralized architecture. There are two roles in screen-
sharing technology: sponsor and participant. The sponsor initiates cooperative 
planning, invites other engineers to participate, and set their privileges (whether they 
can modify the planning or not). Engineer who receives the sponsor’s invitation can 
choose whether or not to participate the cooperative planning. Fig. 3 shows the whole 
planning initiation progress. 

Initiate cooperative planning

Accept

Invite

Authenticate

Send screen

Initiate cooperative planning, 
invite participants and set 
their privileges.

Sponsor Participant

 

Fig. 3. Planning initiation progress in screen sharing 
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The system structure of screen-sharing technology is just like the MVC [9] pattern, 
as shown in Fig. 4. 

- Controller: At the participant’s site, it is responsible for adjusting the image data 
flow between the view and the model. At the sponsor’s site, it is also responsible 
for managing commands (which update the planning) of the cooperative planning; 

- View: It is responsible for displaying the newest screen image. 
- Model: It is responsible for receiving, sending, processing image data and control 

information. There are two types of control information: control information of 
the screen (control command) and control information of the network. 

Model

Controller View

Exchange image data

o Control command 
management

o Generate image data 
after technician s 
operation

Adjust the view module 
to refresh screen

 

Fig. 4. System structure of screen sharing 

3.2   Cooperative Control Command Management 

In screen-sharing technology, there is a key problem on control management: when 
the cooperative planning sponsor allows more than one participant to modify the 
planning, what should we do to insure consistency among all users? 

In order to solve this problem, we set up a control command queue (as Fig. 5 A 
shows) at the sponsor‘s site. Commands will be added to the end of the queue. When 
the cooperative planning starts, the controller of screen sharing will insert a time 
checkpoint at the end of the checkpoint queue (as Fig. 5 B shows) after a certain 
interval, and it will repeat this operation until the planning completes. 

Every time before the controller inserts a new time checkpoint, it will check the 
commands that arrive after previous time checkpoint. The controller will only keep 
the newest command of them at the checkpoint queue, and discard all the others. 

In Fig. 6, the commands before Checkpoint2 and after Checkpoint1 are 
{Command2_1, Command2_2, Command2_3}. After the controller’s processing, 
Command2_1 and Command2_2 are discarded, and only the newest command 
Command2_3 is kept in the checkpoint queue. The final relation between command 
queue and checkpoint queue is shown in Fig. 7. 
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Fig. 6. The relation between command queue and checkpoint queue before processing 
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Fig. 7. The final relation between command queue and checkpoint queue 

As the cooperative planning proceeds, the controller at the sponsor end will operate 
according to the commands stored in the command queue. And if there is any update 
from the screen operation, it will send the screen image data to all the participants 
whom the sponsor has invited. 

Be aware that only participants, who have the privilege to modify planning, can 
send commands to the sponsor. The interval between two time checkpoints should be 
set appropriately. If the length of the interval is too long, the screen and the planning 
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will not be refreshed in time. But if the length is too short, the screen and the planning 
will be updated too frequently, and this will place a very bad influence on the 
efficiency of the cooperative planning. 

3.3   Shared Data Processing 

There are two types of data information in screen-sharing technology: image data 
(denoted as ‘I’) and control information. Control information can be divided into two 
types: control information of the screen (control command, here we use ‘SC’ for 
short) and control information of the network (denoted as ‘NC’). 

The problem is that, in order to refresh the screen and the planning in time, we should 
try our best to reduce the amount of data that will be transferred through the Internet. 

Assume that initially the composition of the data package (denoted as ‘P’) is  
P={I, SC, NC}. If we have saved the screen image data after last operation, then we 
can use it to compute the modified part of the screen image. We use ‘IB’ to denote  
the unmodified part of the screen image, and ‘IM’ the modified part. Then we get 
P={IB, IM, SC, NC}. Now we can process the data package in following steps. The 
whole progress is shown in Fig. 8. 

- Pick up: Pick up the modified part of the screen image, and discard the 
unmodified part. After this step, we get P={IM, SC, NC}. 

- Filtrate: After the pick-up step, we filtrate the screen image data to discard 
some data that are not really useful for cooperative planning (for example, the 
theme information of the operating system). After this step, we get 
P={Filtrate(IM), SC, NC}. 

- Compress: In this step, we compress the available image data (Filtrate(IM)) and 
control information of the screen (SC). Then we get P={Compress(Filtrate(IM), 
SC), NC}. 

- Packaging: Finally, we get the composition of data package 
P={Compress(Filtrate(IM), SC), NC}. We package it in this step and the size of 
this package is far smaller than it initially is. 

Filtrate 
image dataPick up Packaging

 

Fig. 8. Progress of shared data processing 

After receiving this package, the receiver unfolds the package and decompresses it. 
Then it gets the screen information it wants, and can use it to refresh the screen and 
the planning. 

4   An Example 

NMC-CAPP, which adopts screen-sharing technology, makes it possible for engineers 
to plan and communicate cooperatively through the Internet, who use heterogeneous 
CAPP systems at different places. Here we introduce a simple example. 
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Fig. 9 shows the screen at the sponsor’s site. The CAPP system used by sponsor is 
GS-CAPP. Fig. 10 shows the screen at the participant’s site. You can see the 
sponsor’s desktop screen clearly in this picture, which is only part of the participant’s. 
The sponsor and the participant are discussing process files at different sites through 
screen-sharing technology. 

 

Fig. 9. Screen image at the sponsor’s site 

 

Fig. 10. Screen image at the participant’s site 
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5   Conclusions and Future Work 

In this paper, we first introduce the concepts of CAPP, networked manufacturing and 
NMC-CAPP system. We present the topology and functional model of the NMC-CAPP 
system. Then we discuss solutions to some problems of screen-sharing technology. In 
the end, we introduce a simple application related to the NMC-CAPP system. 

NMC-CAPP system, which adopts the screen-sharing technology, overcomes the 
limitation on process resources and knowledge in the traditional narrow-sense 
process planning, and it greatly improves engineers’ cooperative work. However, it 
still has some shortcomings. For example, the data package transferred on the 
Internet in this system is too large, and there may be some methods that can manage 
cooperative control commands more efficiently. These are the aspects that we 
should concentrate in the future. 
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Abstract. In order to meet customers’ diverse and individual requirements,  
a Web-based virtual design approach is presented. In the proposed system, a 
special Feature Language is defined to translate user requirements, describe  
parameters of all parts, and describe their assembly relationship in a product.  
A product configurator and a configuration process are designed to drive 3D 
modeling software to create a vivid interactive VRML model automatically. A 
collaborative environment is introduced for customers and engineers to verify 
and discuss details of the product in real-time. In this way, customers have a 
tool to participate in product design directly together with designers, resulting 
in improved requirements capture and faster design response. Cooperative  
design of an instrumental cabinet is presented as an example that proves the 
feasibility of the system. 

1   Introduction   

The markets and technology that affect today's competitive environment are chang-
ing dramatically. Market niches continue to narrow and customers demand products 
with more individuation and diversification. These changes impact all phases of the 
product life cycle, including design, manufacturing, and services. Mass Customiza-
tion (MC) is a key approach to address these trends [1]. It is acknowledged as a 
dominant manufacturing mode in the 21st century. With MC, the product design 
method differs from the traditional manufacturing mode in many aspects [2], such 
as defining the product family from consumer viewpoint, optimizing the structure of 
the product line, and defining function modules and general parts of products. So it 
becomes necessary to acquire individualized and personalized information from 
customers and provide them with a great number of choices on the product. Web-
based virtual cooperative design can provide customers a tool to browse 3D product 
models vividly on Web pages, and allow them to participate in a collaborative prod-
uct design process with the designers. As a result, consumers can order their desired 
products quickly. Such a design mode will play an increasingly important role in the 
manufacturing industry. 
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2   Architecture of the Virtual Product Design System 

Figure 1 illustrates the architecture of the proposed Web based virtual design system. 
The system has a multi-tier structure composed of client-side users, server-side appli-
cations, and server-side engineers [3].  

 

Fig. 1. Framework of Web-based virtual design environment  

Customers log into client-side of the design system over the Internet using a stan-
dard Web browser. The VRML (Visual Reality Modeling Language) browser, needed 
to display virtual product entities to the customer, is downloaded automatically from 
server-side as a Web browser plug-in. 

Server-side applications include 5 groups of modules. A user info processing mod-
ule consists of three sub-modules: user manager, online order and user info process-
ing. A product family configuration module, as the core of the system, consists of a 
task planning module, a product family management module and a 3D modeling 
module. The system is provided with a collaborative service module, a Database and a 
VRML library.  

Enterprise engineers log into the system over the intranet or the Internet. They de-
sign and edit the product entities with 3D modeling software via intranet collabora-
tively, and do cooperative design with their customers when they are on the Internet. 

3   Functions of the Feature Language  

Proper design of a product family relies on appropriate modularity and parameteriza-
tion. The traditional approach to construct such a modular, parameterized product 
family structure is to program it directly in the API (Application Programming  
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Interface) of a 3D modeling system. This requires skilled engineers and many man-
hours of programming, and typically produces programs that are difficult to maintain 
or update. As a result, the traditional method does not encourage the reuse of existing 
work and is inefficient for product design [4].  In contrast, the Feature Language in-
troduced here is specifically defined to address these issues.  It is an engineer-oriented 
interpretation language and directly describes the properties, parametric data for parts 
and subassemblies as well as the assembly relationship between subassemblies and 
assemblies. Especially, the Feature Language pre-packages special programming 
technologies and interfaces and makes parameterization design simpler. This enables 
engineers to specify the structure of a product family quickly and conveniently.  
Furthermore, since the Feature Language expresses parameterization more clearly, it 
is easier to maintain in the face of changes.  

Figure 2 shows the model of a Feature Language based product family. It is com-
posed of three domains: the function domain, the structure domain, and the entity 
domain. The function domain specifies both outer and inner functions. Outer func-
tions are those functions and properties that directly relate to the usage and operation 
of products. Inner functions are those related to the functions of common parts of the 
product family, like the Basic Function shown in function domain. Customers are 
concerned with outer functions. Manufacturers should only expose outer functions 
and keep all inner functions hidden from customers. Both kinds of functions can be 
divided into several sub functions. The relationship between the outer and the inner 
functions should be described with the Feature Language. 

 

Fig. 2. Model of Feature Language based product 
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From the manufacturer’s viewpoint, product functions must be converted into  
information for parts and assemblies before manufacturing. Parts, subassemblies  
and assemblies form the units of the structure domain. Because the relationships  
between the function domain and the structure domain are described with rules of the 
Feature Language, the customized functions can be transformed into structure units 
automatically.  

Between the function domain and the structure domain as shown in Figure 2, there 
are three Feature Language files, FL1, FL2, and FL3. FL1 relates sub-functions 1-3 
with 3 optional and changeable structure units M1-M3, which are prepared for cus-
tomers. FL2 relates different function groups with parts structure units P4 and P5 
which can be designed parametrically. And FL3 relates the inner function to subas-
sembly structure units A6, A7 and A8.  

To create a new virtual product entity, all of its parts or units should be configured, 
and then all the units must be assembled. The basic units of the structure domain 
consist solely of data stored in the database and cannot be used to assemble the prod-
uct directly. Instead, every structure unit is mapped to a 3D model in the entity  
domain. Only the index of the essential features is stored in the database. Then the 
essential features that describe the assembly relationship are defined on the 3D model.  

In the structure domain as shown in Figure 2, there are three Feature Language 
files FL4, FL5, and FL6 that describe assembly relationships. FL4 describes the as-
sembly relationships of the unit groups M (M1-M3) and P (P4, P5). FL5 demonstrates 
a Feature Language file modifying the parameters of the part P4 and P5 before as-
sembly. The data used to modify the parameters may come from the output of other 
Feature Language calculations, like FL2, or the database.  FL6 describes a ‘selection’ 
assembly relationship between A6, A7, and A8. P is the final result describing all 
assembly relationships, which is then mapped to a 3D model of the product in the 
entity domain.  

In the structure domain as shown in Figure 2, there is an example of the product 
automatic configuration process. The steps are as follows. First  the changeable sub-
assembly unit M2 and the part P5 are selected according to the user’s requirements. 
Secondly, correlative parameters of the P5 are changed to update the file P5’.prt 
depending on the description in the FL5. Next, the part P5 and the sub-assembly M2 
are assembled together according to the FL4 description. Finally, A6 and A7 are se-
lected by FL6 and added to the product assembly, which is then saves as file P.asm. 
The file P.asm describes the assembling types and assembling factors between all the 
parts and units.  

4   Creation of the Interactive Virtual Product Entity  

The product virtual entity is created by the product configuration module on the  
application server (See Figure 1). The product configuration module is mainly com-
posed of the Feature Language interpreter and 3D modeling system. Because one 3D 
modeling system can only carry out one task at a time, there should be many product 
configure module sets in the system, each of them located on an agent computer. 
Once the product requirement information from the customer arrives at the Web 
server, the task planning module designates an agent computer to conduct the task. 
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4.1   Product Configuration 

Figure 3 illustrates the structure of product configuration module. It includes a Fea-
ture Language interpreter, a modeling driver, a 3D modeling system and a VRML 
processor. When user info preprocessor accepts a task from the task planning module, 
it reads the Feature Language file of the product family related to the task to validate 
the task data. If there are illogical data in the task, the task will be rewound to the task 
planning module.   

 

Fig. 3. Structure of product configuration module 

The procedure for creating a virtual product includes following steps: 

(1) Check the existence of previous requirement. The configurator queries the 
database first. If the same requirement is found, it means that there is a corresponding 
virtual entity file already in the library. In that case, it directly copies the virtual entity 
to designated path. Otherwise, it is a new requirement. The configurator transforms 
the data to the task planning module, and then the task planning module designates a 
modeling agent to create a new virtual product to meet the requirement.  
(2) Configure the basic unit of the product. When task data arrive at the modeling 
agent, the configurator in it reads the Feature Language file that describes the product 
family from the server, and then executes that Feature Language. The reasoning algo-
rithm in the configurator deduces the basic unit of the product instance that matches 
the customer’s requirement, and then stores the data for the basic unit to the database.  
(3) Create a new instance of a parametric part. The basic unit stored in the data-
base only represents the original information of the part or subassembly composed for 
the product instance. A new virtual entity of the part or subassembly must be created 
before assembling the virtual product. The configurator picks up those parameters that 
should be changed and inputs them into the Feature Language files. Then the inter-
preter inside the configurator parses the file to get the dimension variants, and finally 
transforms them to the modeling driver program. The modeling driver program drives 
3D modeling software, such as Solidworks or SolidEdge, to create a new entity ac-
cording to these parameters. Then 3D modeling system saves the new entity at a tem-
porary directory. The configurator creates all the instances of the parametric parts in 
the same way.  
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(4) Assemble the virtual entity of product instance. After all the entity models of 
the parametric parts are created, the configurator drives the 3D modeling system to 
assemble all the parts or subassemblies together in the sequence described in the Fea-
ture Language file. When the assembly process is completed, the 3D modeling system 
outputs a VRML-formatted virtual entity to client-side and outputs the assembly 
structure of the product into the database simultaneously. The VRML model is used 
for automatic processing of interactive browsing from client-side. 

4.2   Process the VRML File to Be Interactive 

The VRML model created by the 3D modeling software is not interactive, but some 
operations, like movement, rotation and zoom in VRML plug-in. The model must be 
customized to become interactive to fit the demands of customers. For examples,  
in order to observe the virtual product clearer, the customer hopes some parts to be 
hidden or disassembled from the virtual assembly, or the colors of some parts to  
be changed, and so on. Therefore an interactive auto-processing program for VRML 
model is necessary. The key technologies include the method of defining the interac-
tivenodes in VRML model, establishing logic relationship between the predefined  
 

 

Fig. 4. Frame of pre-definition for interactive operations on VRML model 
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Fig. 5. Snapshot of Collaborative operation 

interactive nodes and the database, and the algorithm used for processing the real time 
VRML model [5]. 

Figure 4 shows a map of the pre-definitions of nodes in VRML file and relation-
ship between these nodes and corresponding database for the interactive operations. 
According to pre-defined information in the database, the system inserts the necessary 
nodes and VRML Script into the VRML file. These nodes and the VRML Script will 
define the sequential animation actions on the parts. Thus the VRML model can give 
a more vivid presentation of the products. In order to reduce the network transfer 
time, the VRML files will not be sent to client-side until they are compressed.   

Figure 5 shows an example of disassembling parts from an instrumental cabinet. 
There are two users on line. They can not only do various operations in their own 
browser alternately, but also browse the VRML model synchronously. It is realized 
by means of VRML automation interface technology. 

5   Collaborative Discussion About the Virtual Product 

The cooperating discussion environment consists of two parts. One is a tool to inter-
actively operate and synchronously browse VRML model. And another is a 2D  
collaborative Web-based CAD system (named WebCAD), which is developed for 
synchronous 2D design and annotation.   

When the customers want to discuss the VRML models with the designers, they 
only need to simply browse Web page of the product at the same time. After the users 
operate the VRML model and adjust it to some concerned position and pose, and find 
something should to be discussed, they can send the “screen-snatch” command to the 
VRML controller in the server. The command drives a popup window of 2D Web-
CAD, as shown in the right of Figure 6. At the same time, the command converts the 
3D models in the VRML browser to 2D picture, which is in turn read into the 2D 
WebCAD. The picture is also loaded into other users’ 2D WebCAD automatically, 
who are online and available to chat. So it is easily to keep the same scene in front of 
all the discussing members without transferring image files among them. Users can 
cooperatively annotate and communicate based on the common image. All the anno-
tations and marks will be stored in the server as files for further inquiry. Meanwhile, 
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Fig. 6. Snapshot of collaborative discussion module 

an index will be created for every image file. The image files and all their indexes will 
be uploaded to the server through a socket [6].  

The collaborative 2D WebCAD also provides a standard graphic interface for DXF 
and DWG format files. This makes it possible to read, edit and annotate 2D drawing 
directly. Furthermore, the 2D drawings can be imported into the commercial 3D mod-
eling software to generate 3D models of parts.  

6   Verification of the System 

In order to verify the feasibility of the system a typical product suitable for the Mass 
Customization, an instrumental cabinet, is taken for the instance. Because its con-
tained instruments mostly are standardized and its parts are made of standard sec-
tional materials, but its style and dimensions should be decided by the customer, it is 
considered as an example product instance for the system. 

6.1   Constructing the Product Family with the Feature Language 

The first step is to analyze the structure of the instrumental cabinet using the princi-
ples of modularization and standardization, and then create the entities of all the parts 
and subassemblies in the 3D modeling system. The key dimensions and factors im-
portant for the assembly process should be defined on the entities of the parts with a 
special tool. An index is defined for every dimension and factor and stored in the 
database too. The relationship between the dimensions of the connected parts or 
assemblies should be listed in the form and stored in the database.  

There is no need to describe all the parts and subassemblies with the Feature Lan-
guage. Only those that must be changed should be described. The Feature Language 
for the parts and subassemblies is not written directly by the engineers, but is created 
by a special editor. Engineers input the main parameters into a form, and the editor 
creates Feature Language code automatically.  
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6.2   Customer Oriented Virtual Design 

Customers log into the system from the Web browser on client-side. Customers can 
input the desired parameters of the instrumental cabinet such as overall size (height, 
width, length) and the coping or chassis style etc. After uploading the data to the 
server-side, a virtual entity of the instrumental cabinet can be shown by the VRML 
browser embedded in the Web-browser. The assembly structure of the cabinet is also 
shown in the tree-view left to the VRML browser display. Customers can then browse 
the virtual entities dynamically and do some operations on the VRML model, besides 
moving, rotating and zooming. For example, when the user wants to hide the door of 
the cabinet, he can first select the command “disassemble”, then click the “door” node 
on the tree-view left to the VRML browser display, and then the door disappears from 
the browser display. The users can do various operations, such as change its size and 
shape, replace the color of any part, open and close the door, disassemble some parts 
to view the inner structure. 

6.3   Synchronized Discussion of the Virtual Entity 

If the customer is not satisfied with some of the product properties, or wants to ask a 
product engineer some questions, he or she can use the synchronized discussion mod-
ule to connect with an engineer currently on line. The engineer can answer questions, 
or discuss the virtual entity with the customer. In this process, engineer can acquire 
sufficient requirement information from the customer [6]. 

7   Conclusions 

A Web-based virtual product design system is presented. As a key technology, a Fea-
ture-Language-based product family architecture is proposed and the relevant product 
configuration process is illustrated. Compared with the traditional approach for con-
structing a product family architecture, the Feature-Language-based method simpli-
fies the product design process to make customization of product easier and faster. It 
is significant for shortening design time to enable faster market response.  

Research on VRML model interactivity makes collaborative discussion environ-
ment possible. Combination of interactive operation of VRML model with the self 
developed WebCAD software provides customers an environment to participate in 
product design. The buyers can give their voice to the designers directly and the fabri-
cants can capture their clients closely. It will benefit both buyers and fabricants.  

The Web based cooperative virtual product design environment is a bridge be-
tween product designers and customers in geographically distant locations. 
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Abstract. In the competitive world of the 21 century, companies must improve 
the way they develop new products. With new technologies continuously 
emerging, it becomes more and more important for manufacturing enterprises to 
evaluate and choose appropriate technologies for specific situations and to keep 
the balance between the advantages of technologies and the feasibility of im-
plementation. This paper proposes an Internet-based solution to facilitate Col-
laborative Product Development (CPD) in manufacturing enterprises. In the 
proposed system architecture, an Internet-based collaboration platform provides 
all participants with basic facilities, including collaboration services and data-
base services. In the middle layer of the architecture, RCM-based (Result-Chain 
based Modelling) process management module, product structure management 
module, visualization module, and multimedia conference module work to-
gether to support collaboration between participant and no-participant users. 
Implementation technologies and future work are discussed in the paper. 

1   Introduction 

In the competitive world of the 21st century, companies must aggressively improve 
the way that they develop products. Obviously the situation will be even more se-
vere for small and medium sized enterprises (SMEs) than for large organizations, 
because of SMEs’ limited financial and technical capability. Many SMEs must deal 
with the need of constantly increasing the capability and complexity of their product 
lines by incorporating new technologies with limited development time and budget 
constraints. So research is needed on the impact of collaborative product development 
(CPD) solutions on the performance of real businesses and on the configuration of 
processes, people, tools, and structural arrangements for SMEs to achieve the CPD 
goals.  

The objective of this paper is to analyze requirements of CPD in SMEs and to pro-
pose a solution to facilitate the implementation of CPD in SMEs. The remainder of 
the paper is organized as follows: Section 2 presents the requirements for CPD in 
SMEs; Section 3 reviews recently developed CPD systems; Section 4 proposes a 
solution to CPD in SMEs; Section 5 presents the system design and discusses imple-
mentation issues; Section 6 concludes the paper with some perspectives. 
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2   Requirements for CPD 

Concurrent (or collaborative) and integrated product development (CPD/IPD) con-
cepts are not new and revolutionary, but achieving Concurrent Engineering (CE) in 
specific situations is still a difficult task [19]. Because of the fact that full concurrency 
is not feasible, the emphasis in CPD/IPD has moved to Collaborative Engineering 
(CE II) according to Wognum [19], which focuses on the continued and parallel 
responsibility of different design disciplines and lifecycle functions for product and 
process specifications and their translation into a product that satisfies the customer 
but does not presuppose on single organization.  

The collaborative product development requires skills from designers and experts 
in multiple disciplines and includes the entire lifecycle from market (custom needs 
and product study) to market (sale, use, maintenance, and disposal). In CPD each 
participant creates models and tools to provide information or simulation services to 
other participants by the help of appropriate input information, but things are not so 
simple [13]. During the lifecycle of CPD, every stage is an iterative process and in-
cludes some sub-processes, tasks, and activities. For example, during product defini-
tion, collaborative design, collaborative simulation and product testing are involved in 
the product design stage. In order to improve effectiveness and reduce design time, 
not only three sub-processes should collaborate and support each other, but also all 
stages of lifecycle should support each other. The relationship between the design, 
simulation, testing and evaluation during product definition is showed in Fig. 1. 

Based on the current development practice in SMEs, some basic requirements are 
summarized as follows: 

- System architecture: The multidisciplinary nature of CPD requires various  
activities associated with the CPD process. According to Roy et al. [17], there are 
three principal modes of collaboration in a CPD framework: (1) Human-to-Human 
collaboration, (2) Design Service-to-Design Service collaboration, and (3) Human-
to-Design Service collaboration. Appropriate system architectures should be  
designed to support these collaborations and coordinate CPD activities effectively 
and efficiently. 

- Product modeling and visualization: Product model lies at the heart of CPD [5]. 
The modeling solution should support not only display of CAD models but also 
geometric editing. A preferable approach would be one that enables the modifica-
tion of 3D models directly, and displays the modification procedures to all the co-
operating designers. The solution should also support and facilitate the integration 
between modeling, analysis and simulation, testing and evaluation, i.e., the inte-
gration between different CAD models, between CAD models and CAE/CAM 
models, between CAE/CAI and testing data.  

- Process modeling and management: CPD process is an iterative and cooperative 
process including distributed information and hierarchically nested alternatives. 
Managing CPD process is much more complex than solving a set of equations or 
finding an optimal combination of parameters [3]. Effective exchanging and shar-
ing of CPD information between participants needs the facility of process model-
ing and management. 
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Fig. 1. Relationship between the Design, Simulation, Testing and Evaluation 

 
- Communication and collaboration: At the heart of effective concurrent engineer-

ing is communication [9]. During the product development, something is always 
changing—perhaps a design requirement, an unanticipated simulation or testing 
result, the availability of a component, or an improvement to the manufacturing 
process. Reacting quickly to such changes is essential for quality and productivity, 
and getting the information to the right place is an essential prerequisite. Designers 
need to work together to assess the impact of their decisions, and to notify the af-
fected parts in an appropriate way, so both synchronous and asynchronous com-
munication are needed.  

- Implementation methodologies and tools: Many ideas exist in the CE community 
on tools that can support a CE way of working. However, not much is known 
about how well these tools can actually support a CE way of working in practice. 
An important area for improvement, therefore, concerns validation of theories and 
tools. Empirical studies with a thorough methodological basis are suited for this 
purpose [19]. So research is needed on the impact of CE solutions on the perform-
ance of real businesses. Suitable CPD methodologies are helpful and critical for 
better understanding and successful implementation.  

Above five requirements are considered in this paper because engineering design is of 
a central importance in CPD process. There are still some other requirements of CPD, 
e.g., security management, knowledge management, and intelligent user interfaces. 
One may have noted that the five requirements relate, support, and facilitate each 
other. That is one of reasons why CPD implementation is so complex in practice. 

3   Literature Review 

CPD is not a new concept and there is a rich R&D literature. A detailed review of the 
CPD literature is presented in a separate paper presented at CSCWD2005 [12]. From 
the enterprise’s points of view, this paper is interested in implemented systems only. 
Some well-known implemented systems include IPPM Framework [15], WPDSS 
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[16], CPD system prototype [17], ICM [4], SHADE [9], in which researchers are 
trying to integrate new technologies with mature commercial tools. There are also 
other approaches: PDM related projects [1, 6, 20]; Augmented Reality project [2]; 
software agents and CSCW environments [18]; and agent-based WFM [8].  

From the literature review [12], we found that several new technologies are emerg-
ing in order to keep the dynamic manufacturing market and enterprise’s competitive-
ness. For SMEs, mature commercial software tools plus integration technologies are 
their preferable choices. Some academic prototype systems are not suitable for them 
to choose. Obviously, because of the system complexity and particularity, no off-the-
shelf solutions are available for SMEs. 

4   Internet-Based System Architecture for CPD 

Giving a solution dealing with all CPD aspects is difficult and impossible. According 
to our understanding, engineering design is of a central importance in the product 
development process. This paper will concentrate mainly on the collaboration be-
tween design, simulation and testing in product definition and their relationships with 
evaluation. Due to the fact that the full concurrency in CPD is not feasible, both con-
current and sequential mechanisms will be used in mechanical product development. 
So we need both collaborative facilities and sequential controls. 

From the concurrent point of view, we need the support for interoperability, the 
access to each other’ databases, the facilities to view or evaluate each other’ models, 
and then to give some advisable feedback. From the sequential point of view, we need 
precise control mechanisms to keep the whole process running smoothly. 

When considering CPD in SMEs, some critical factors must be considered. The 
most important rule is to keep the balance between technological advantages and 
implementation costs. Also the feasibility should be taken into account. Further more, 
whether and how their existing tools and systems can be integrated with future CPD 
processes to achieve the CPD goal is also an important rule. Fig. 2 shows our pro-
posed CPD system architecture for SMEs. 

In our system, there are two kinds of users: primary users and secondary users. 
Primary users are also called participant users, and secondary users are called non-
participant users.  

Designers, analysts and testing engineers are primary users and have more rights 
to access product models and other relative data. Although working in different sites 
and for different companies, they have closer relations because of working for the 
same project. Usually the company where designers work takes the main responsibil-
ity for the development and sales of products.  

During every stage of layout design, detail design, and tooling design, designers 
give blue prints first, and then analysts do analyses on designers’ blue prints and give 
the advices and evaluations to modify the design. This is a multi-iteration cycle dur-
ing the design process and takes a long time to finish as showed in Fig. 1. It is the 
work in this process that has an important impact on the product quality, cost, and 
time. After the design is finished, engineers need to manufacture some prototype 
products for testing, including lab testing and field testing. Many special and general 
types of equipment can give the measurement on the product’s performances under  
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Fig. 2. The architecture of CPD system for SMEs 

specific circumstances and then give the advices to modify the design and simulation 
models. In turn the simulation results can give the testing engineers about where the 
failures may happen so they pay more attention during their tests. 

Secondary users include production engineers, marketing staff, management team 
members, suppliers, and customers. They own important information for the success-
ful product development and care about the progress of the whole process. No-
participant users have looser relationship with participants and less access to product 
models. 

With the proposed architecture, an Internet-based collaboration platform provides 
all participants with basic facilities, including messaging service and database service. 
In the middle layer, four modules including process management module, product 
structure management module, visualization module, and multimedia conference 
module, work together to support collaborations between participant and no-
participant users. A directory facilitator is used to provide registration and look-up 
services to all users. 

In design sites, all designers work on a PDM-based collaborative design platform.  
The PDM-based platform provides a concurrent environment and basic functions such 
as electronic vault, structure and configuration management, workflow and process 
management, retrieval and component libraries, team and project management,  
system administration, version control, and design history tracing. Designers can 
easily get their roles, tasks, some important deadlines and authorizations in the whole 
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process through the process management module, and assembly constraints between 
different components through the product structure management module. They can 
find out whether they fail to finish their design on time, what are the impacts on other 
tasks or activities and the whole process. Models being shared by other participants 
are organized by the product structure module via the Internet and those not being 
shared by others are organized by the PDM module. If designers need to communi-
cate with other engineers by tele- or video-conference, they can send their requests to 
the directory facilitator and get the negotiation result from the latter. 

In simulation sites, all analysts work on a collaborative simulation platform, which 
provides the general and special interfaces between 3D CAD and CAE tools,  
the interfaces between different analysis tools, e.g., the kinematics and kinetics,  
reliability, fluid analysis, aerodynamics and thermodynamics. These interfaces  
provide the facilities to reuse models to the maximum extent. The collaborative simu-
lation platform will allow the interfering from engineers, because sometimes the  
automatic conversion from 3D-CAD models to CAE models is impossible. Besides, 
the platform provides the evaluation function, by which engineers can compare simu-
lation results with test results and their former experiences from similar products 
saved in database and give evaluation comments quickly both on simulation models 
and product models. 

In testing sites, engineers work in a physical testing environment, a lab or a rail 
line (for railcars). Engineers get to know the product to be tested and requirements 
from customers via the Internet-based collaborative platform. Engineers also get  
to know possible failure locations and types from simulation results via the visualiza-
tion module, and deadlines for them to deliver test reports. Test results will determine 
whether the product is suitable to be produced and sold to market, and if not,  
what kind of modifications should be made to improve the product performance and 
quality. 

One may notice that more than one design sites, simulation sites, and test sites 
work collaboratively in our system. The proposed architecture is easy to be expended 
into a virtual enterprise system in the future, whether product design, simulation, and 
testing are done by a number of collaborative enterprises. 

The most important feature of the proposed architecture is that all designers work 
in their familiar environment. The collaborations between designers do not create a 
burden to adapt for new environments, but provide them more choices to communi-
cate with each other and access to useful information via the Internet.  

Using the proposed platform, engineers in design sites, simulation sites and test 
sites work under the almost same environment with their familiar ones. However, 
their work styles may need to change. In the past, they get their design tasks by hav-
ing conferences or reading paper documents, but under the proposed platform they get 
design tasks from the collaborative environment via the Internet. In the past, all tasks, 
activities and development processes are managed by human, but under the proposed 
platform they are managed by the system. In the past, it is hard to keep models shared, 
updated, consistent and safe between different design teams. Under the proposed 
platform, communication and collaboration between engineers become easier and 
safer. 
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5   System Design and Implementation 

5.1   System Design Considerations 

Process management module: A RCM-based process management subsystem. Re-
sult-Chain based Modeling (RCM) is a new process analyzing and modeling method 
[10, 11, 13]. This module defines and controls the main tasks, activities, milestones of 
the process, the deadlines for specific activities, and team members’ authorization to 
access the databases and models. By this RCM-based process management system, 
designers can get their tasks and deadlines to deliver their models to product structure 
management module. Non-participant users can also get the general development 
progress information. If some tasks are delayed, the module will send warnings to 
related users and try to redefine the process so that the whole development will be 
fulfilled on time. Then every participant may get new tasks and new deadlines. Its 
GUI makes searching and viewing easy. 

 
Product structure management module: A product structure-based management 
subsystem. This module defines the basic structure of product and constraints be-
tween different parts developed by different designers according to assembly se-
quences, thus designers can get the constraint information between each other. All the 
constraint information is included in a CAD-based product skeleton model. The 
shared skeleton model can be represented by Pro/E (PTC) and shared by all partici-
pants. The skeleton model, not the 3D models are transmitted and shared, and this will 
greatly decrease the transmitting data and time. Requirements for network bandwidth 
decrease greatly in turn, which is an important feature for CPD in SMEs. Designers 
can download this skeleton model to their own computer and assembly their compo-
nents to the right positions on skeleton model. Designers will be informed automati-
cally for any modification to the skeleton model or constraints. Also from the skeleton 
model designers get aspects and ranges influenced by their good or bad decision dur-
ing the design process. Product structure management module records relationships 
between models and databases where models are reserved. This module could be an 
Internet-based PDM system, but a special interface and some new functions should be 
added according to specific requests from the target industry. Product structure man-
agement module is an important part of our system, but it only manages shared mod-
els. These shared models will be transferred to the visualization module. 

 
Visualization module: This module includes two interfaces to convert designers’ 
models to VR models (STEP or VRML) so that secondary users can view the product 
being developed via the Internet and provide their comments to the designers. Users 
can choose to view STEP models (by CAx tools) or VRML models (by a Web 
browser), also the whole product or some parts. Secondary users should not be al-
lowed to view, edit or modify the 3D product models. According to the current tech-
nology, the transformation from 3D CAD models to STEP or VRML models is not 
reversed. This will be helpful to the security of product models. 

 
Multimedia conference module: This module provides the facility for tele-/video-
conference and shared whiteboard. When designers require communication with other 
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designers or engineers through a multimedia method, they can send their requests to 
the directory facilitator and wait for the negotiation result. The system needs to pre-
pare for their communications. If an agreement is made between them, the module 
will start up related servers for conference and send the message to inform both side 
designers and engineers. 

5.2   Implementation Considerations 

For SMEs, mature commercial software tools plus integrating technologies are  
their best choices. Academic prototype systems are not suitable for them to choose. 
Integration of mature commercial software tools will be a major task of our system 
implementation.  

Product modeling is mainly realized by the use of commercial CAD/CAM/PDM 
tools. Some of previous R&D work on PDM based systems has been reported in [14]. 
PDM based integration structure has been built in some enterprises in China. Func-
tions to export STEP and VRML models by commercial CAD/CAM/CAE tools will 
be made full use in our system. Various commercial Net-meeting tools are available 
now and will be main choices for our Multimedia conference module. 

By applying several advanced technologies including intelligent software agents, 
Web services, workflow and databases, the target is to integrate personnel, design 
activities and engineering resources along a predefined engineering design project 
(workflow). A similar software prototype environment has been implemented within 
the second author’s research group to integrate various engineering software tools 
including CAD, structural analysis (FEA), dynamic analysis, fatigue analysis, and 
optimization [7]. These technologies and results will be adopted in the implementa-
tion of the proposed system. 
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RCM-based process management module plays an very important role in the CPD 
process, because  RCM methodology emphasizes on the interrelationships between 
different parts of the system and their contribution to the ultimate goal of the enter-
prises, and also RCM chart can help people to distinguish and understand relation-
ships between systems, technologies, organizations, people’s roles, decisions and 
evaluations better. Fig. 3 shows the architecture of RCM-based process management 
subsystem and its realization [11]. 

Some industry standards and open standards, such as CORBA, DCOM and DCE, 
will be used in the proposed Internet-Based CPD architecture, in order to enable rich 
interaction across platforms and to improve portability, flexibility and scalability of 
CPD applications across multiple client and server platforms. 

6   Conclusions and Perspectives 

This paper discusses the requirements of CPD in SMEs and proposes a solution to 
CPD in SMEs, an Internet-based collaborative platform. In the middle layer of pro-
posed architecture, RCM-based process management module, product structure man-
agement module, visualization module, and multimedia conference module work 
together to support collaborations among product development team members (pri-
mary users) as well as production engineers, marketing staff, company managers, 
suppliers and customers (secondary users). Some commercial CAx/PDM tools are 
integrated under the proposed platform. New technologies make the architecture open 
and extensible. 

In summary, the proposed CPD solution considers to reuse and reorganize existing 
resources in SMEs to the maximum extent and to change the working environment to 
the minimum extent. The purposes are to reduce financial investments on system 
developments and to simplify the implementation by a feasible solution, because 
heavy financial burden will limit SMEs’ sustaining developments and the dramatic 
culture change will bring culture shock to engineers.  

In a short term, our research will concentrate on the implementation of the pro-
posed modules and a prototype system. In a long term, our goal is to integrate the 
entire CPD process in SMEs. 
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Abstract. Collaborative design and manufacturing through the Internet is  
becoming more necessary as enterprises are distributing their activities 
throughout the world. The approach presented in this paper deals with tech-
niques that can support multi distributed clients and provide a dynamic database 
service, making possible a dynamic distributed design and manufacturing proc-
ess, focusing on the product and process knowledge management from the 
whole value chain. The core application of the system presented in this paper 
manages the distributed design and manufacturing process through the internet 
among different teams. 

1   Introduction 

With globalisation, enterprises are strategically distributing their design and manufac-
turing activities in different regions to remain competitive. Therefore, there is the 
need for a platform to facilitate the product development and manufacturing requiring 
collaboration among disparate parties in different geographic locations to cost effec-
tively win customers in a short time. Collaboration is particularly vital for product  
design since this upstream activity in the product life cycle has a decisive impact on 
the success of the particular product [1], [2]. 

In addition, it is becoming more or less obvious that it is not possible to fulfil the  
new requirements solely based on conventional CAD-CAE systems and the present 
Internet facilities [3]. The current Internet-based systems show poor functionality and 
performance compared to conventional standalone systems. New infrastructure, tools, 
methods and knowledge are needed. A distributed cooperative product design capability 
[4] is therefore necessary, which is both a managerial and a technical challenge. 

New ways of working move towards the extended enterprise [5], [6]. Extended en-
terprise concept in parallel with the Concurrent Enterprising looks for how to add 
value to the product by incorporating to it knowledge and expertise coming from all 
participants on the product value chain. Manufacturers need to benefit from Extended 
Enterprise techniques by involving all actors throughout the very critical phase of 
product/process development including suppliers, designers from different sites and 
companies in a collaborative way of work, production, servicing. 

They will provide their own product knowledge to enhance product development, 
and this knowledge needs to be saved and managed. Loss of this knowledge results in 
increased costs, longer time-to-market and reduced quality of products and services. 
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This new paradigm implies a quite new scenario: knowledge capturing and sharing, 
new forms of interrelationship between companies and persons, etc. 

As we know engineering design is a multi-disciplined environment, a highly inte-
grated and integrating process. Designers deal with many constraints to balance 
manufacturability and functional objectives within a marketable product specification. 
The designers must transcend their perceived view of the world, to overcome the  
narrow boundaries of specification, while exploiting specialised technical problem 
solving skills and be open to external information at all stages of the design cycle. 
This requires the integration and utilisation of information, supplied from many 
sources both internal and external and in many formats. The designs created by a 
Knowledge Based Engineering (KBE) application have a predictable structure, which 
contains individually identifiable objects. This means that it is possible to include  
additional rules, in the generative model, to create alternative views to support a wide 
spectrum of product development activities [7], [8]. 

The novelty of the approach here is to focus the distributed product design and 
manufacturing on product knowledge, which is not completely managed today in the 
whole value chain, and which comes from suppliers, customers and employees (and 
tacit or informal knowledge generated by internal staff) involved in the development 
process. It represents the next evolution of product information systems, taking stan-
dards and practices forward to support co-operative working and partnerships. 

This paper presents a Knowledge based Distributed Product Design and Manufac-
turing System developed inside the Asia-Europe collaboration project "Web-Enabled 
Collaboration in Intelligent Design and Manufacture". The system presented in this 
paper manages the distributed design and manufacturing process among different  
distributed teams over the internet, including all the relevant knowledge for design 
and manufacturing processes. A central Dynamic Database residing in a server  
including all the product/process “knowledge” of the value chain is controlled by a 
local application performing all the main Product Data Management features.  
The Dynamic Database is accessible for the different teams during the design and 
manufacturing process, thus making possible a real collaborative work, being all the 
necessary knowledge shared by the distributed teams. 

2   System Description 

The basic structure of the system developed for distributed product design and manufac-
turing is described in the following paragraphs, including Dynamic Database, Product 
Data Management (PDM) and Knowledge Based Engineering (KBE) modules. 

Figure 1 shows the system basic structure. CAD and CAM users interact with the 
server through the Middleware. This server includes a software application which per-
forms the basic PDM features and interacts with the Dynamic Database, residing in 
the server as well, thus centralizing the design and manufacturing process. 

The Dynamic Database is linked to the KBE modules, therefore including the nec-
essary “knowledge” for product design and manufacturing, i.e. the design rules, proc-
ess parameters, etc. This “central server” contains all the project information, i.e., 
every file related to the product (geometry, process parameters, etc) and external users 
can interact with it through this specific PDM application. 
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Fig. 1. System architecture for distributed product design and manufacturing 

There are specific KBE modules for specific products and processes. Different 
KBE modules have to be available for different kinds of parts and processes since dif-
ferent processes have different type of rules related. This set of rules includes the nec-
essary “knowledge” for designing and manufacturing the part. 

On the other hand API applications are developed for specific CAD users pack-
ages, so that design rules can be automatically applied by designers in their local 
CAD system, thus collaborating with other teams in a multiplatform way. 

From the users’ point of view, the user’s CAD includes a specific Graphical User 
Interface through which relevant data can be introduced and visualised. The Middle-
ware includes the necessary tools in order to ensure the correct communication and 
visualisation of data, being the technologies included in the Middleware based on 
CORBA [9] for a collaborative environment, XML [10] transmissions, Web services 
to use a specific KBE module, or Applets of Java. 

2.1   Distributed Design and Manufacturing Methodology 

The distributed design and manufacturing basic methodology is described in the fol-
lowing paragraphs. Designers (CAD users) interact with the main PDM application in 
the Server, which interacts with the Dynamic Database and KBE specific modules, 
both residing in the Server. Therefore, CAD users will be able to perform the design 
according to the “design rules” previously defined by manufacturers based on manu-
facturing criteria. There is not direct interaction between CAD and CAM users, but 
collaborative work among designers can be performed through the central PDM. 

Once designers reach a design that fulfils the “rules”, CAM users will be able to 
get from the central store in the Server the geometry file (neutral formats are used) 
corresponding to the final design. CAM users are then able to generate the necessary 
CAM files from that geometry, in order to check any possible manufacturing  
problem. In some cases some design rules could probably need modification, and the 
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correspondent KBE module and the Dynamic Database will undergo modification by 
an authorised user, every update in any file being registered and co-ordinated by the 
PDM application in the Server. 

2.2   Software Tools Selected 

The specific software tools used in this prototype are based in MS Windows operating 
system. In further prototypes other operating systems like UNIX or LINUX will be 
considered in order to achieve a multiplatform system. 

2.2.1   Dynamic Database  
Dynamic Database contains the assembly, parts and related documents information as 
well as the values of the design rules parameters based on the specific manufacturing 
process. Reading or writing permissions for external users are managed by the PDM 
application in the Server. The database software is based on MS Access, where the 
design rules parameters values are implemented through the PDM application. 

2.2.2   CAD  
The CAD system selected for the first prototype is SolidWorks for MS Windows, for 
which the necessary API application has been developed, so that the CAD user can 
automatically incorporate the manufacturing rules in the design. Neutral formats are 
used as standard for geometry, since the system is intended to be used by teams using 
different platforms and CAD systems. 

2.2.3   CAM 
PKM (Parallel Kinematic Machine) related software is the main CAM system in this 
first prototype. It works off-line (local for the CAM user), and checks if the product 
geometry fulfils the manufacturing requirements. A short description of PKM CAM 
operations is presented in section 3. 

2.3   Modules Developed 

The main modules developed for this prototype are the PDM application and the KBE 
modules for the manufacturing processes considered (forging and PKM machining), 
both residing in a central Server. 

2.3.1   Product Data Management (PDM) 
This application performs the basic product data management features and manages 
the KBE modules and the Dynamic Database. 

Modifications in the files and databases in the Server are done hierarchically and 
controlled by this PDM application. The main PDM features performed by the appli-
cation in the Server are the following: 

− Management of the classification of components and documents. Documents are 
classified and managed as components of an assembly. 

− Creation of new users and new projects and subprojects related. 
− Management of the information related to documents, such as name, type of 

document, project, description, current owner, state of revision, date of last 
modification, current configuration, documents related. 
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− Files update and product lifecycle control, considering different states for the 
documents (design, manufacturing, pending revision, obsolete, etc). The man-
ager or an authorised user is able to change the state of a document. 

− Management of documents ownership. 
− File access, reading and writing permissions for external users with the “knowl-

edge database” in the server. 

Figure 2 shows the graphic user interface developed, where the information can be 
read and introduced by a remote user. Some actions are not active for non-
administrator users, for these users the graphical user interface will not even show the 
icons related to these actions. 

 

Fig. 2. PDM Graphic user interface 

In Figure 2, the left part of the screen (“left panel”) shows the current project (if 
“PDM” is selected, as it is by default) with the following structure: Assembly, Sub-
assembly, Part and Document. An assembly has a CAD file associated and may be 
composed of different sub-assemblies, each of one is in turn composed of different 
parts. Every part has different files associated, corresponding to geometry (CAD files, 
including a neutral format), CAM files as well as any other file containing informa-
tion relevant to the design and manufacturing process for that part. 

When a document is selected in the left part of the screen by the user, the informa-
tion related to that document can be visualized in the right part of the screen (“right 
panel”), selecting “Document”. In addition, the information related to the part to 
which that document is related can be seen selecting “Parts data”, and finally the in-
formation related to the assembly to which that part belongs can be seen selecting 
“Assembly data” in that right panel. 

PDM is linked to a MS Access database where the information related to the as-
semblies, parts and documents is stored. This database cannot be directly seen by the 
user, whose only interaction with it is through the PDM tool. 
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2.3.2   Knowledge Based Engineering (KBE)  
KBE allows companies capture and reuse the knowledge and experience of their en-
gineers, together with manufacturing best practice, legislation, costing, and other rules 
for the product development. 

In this system prototype different KBE modules are developed for each process 
and part family, in order to implement the specific design rules and process parame-
ters. These modules are implemented in connection with the dynamic database where 
the design rules parameters values are stored. 

KBE modules basically consist of a set of files containing the information related 
to the product design and manufacturing, as well as the graphical user interfaces that 
allow remote users accessing and modifying the information. Parameters values are 
stored in the dynamic database, and can be read or modified by authorised users 
through the user interfaces developed. Designers can in this way get the parameters 
values in order to apply the design rules in the product design. These data will be 
automatically used inside the CAD system through the appropriate API application 
developed for that specific CAD package. 

In the left panel of the PDM application, “KBE” tab can be selected in order to  
access to product/process “knowledge” as shown in Figure 3, where the graphical user 
interface is shown. It allows an authorised external user to read or write the values of 
some design rules parameters corresponding to a typical forging process. These parame-
ters are such as: flash land geometry, preform volume, draft angles and convex radius. 

 

Fig. 3. Design rules for a forging process 

In order to perform the design and manufacturing of a specific forging part, the 
user can select a family in the left panel (see Figure 3) and then selecting the “Fam-
ily” tab in the right panel the user will be able to specify the geometry and manufac-
turing process for that specific case. Figure 4 shows the user interface for a forging 
family that can be selected by the user. The families defined in this prototype corre-
spond to rotational parts, with the axis of revolution represented in the left side of the 
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part picture. In this interface the user can define the geometric dimensions for  
the part, as well as some process options for the flash land, type of machine, scrap, 
preform and fillet radius. 

The information displayed in Figure 4 is related to that of Figure 3. For instance, 
depending on whether press or hammer is selected as process machine in Figure 4, 
different convex radius from the table in Figure 3 will be used. In the same way, dif-
ferent “calculation tables” for the flash land can be selected in Figure 4, according to 
those values in the corresponding table of Figure 3. In addition, if “preform” is se-
lected in Figure 4, the corresponding parameters of Figure 3 will be applied in the 
CAD design for the preform geometry. 

 

Fig. 4. Process options and geometric parameters for a forging family 

The values of these parameters are stored in a file related to the part, the file  
residing as well in the central server and being managed by the PDM application like 
any other file. This information can be read or modified by authorised users through 
the user interfaces developed. The file containing this information (dimensions and 
process options) can be downloaded by an authorised CAD user, these data being 
automatically used inside the CAD system (through the appropriate API application 
developed for that specific CAD package), in order to get automatically the CAD  
design where the design rules are in this way fulfilled. 

2.4   Collaborative Forging Part Design and Manufacturing Methodology 

If we focus on the specific case of forging process, the distributed design and manu-
facturing methodology through the tool developed would be the following: 

Manufacturers will be the authorised remote users who will introduce or modify 
the design rules parameters (shown in Figure 3). Designers (CAD users) will be able 
to get automatically a design in their local CAD system incorporating the design rules 
in the following way. First of all designer will specify the family, part dimensions and 
process options in user interface shown in Figure 4 (“Family” tab). This information 
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(family type, part dimensions and process options) will be stored in a file residing in 
the central server that the designer can download. This file will contain as well the 
current design rules imposed by the manufacturer, as described above. In this way the 
designer can automatically incorporate the manufacturing rules in the design. 

For the CAD user to be able to apply the process and geometric information auto-
matically in the CAD package, a 2D CAD parametric “template” must have been de-
veloped for that CAD package and that particular family. In this prototype the system 
is available for SolidWorks CAD package, being the parametric template developed 
that of Figure 5, which corresponds to the forging family 2 (represented in Figure 4). 

 

Fig. 5. SolidWorks parametric template for forging family 2 of Figure 4 

This template resides in the CAD user local system, in this case corresponding to a 
rotational part. This geometry is generated by applying the information introduced by 
remote users through user interfaces of Figures 3 and 4, therefore fulfils the forging 
design rules imposed by the manufacturer. 

Once the design is finished, neutral format will be created and uploaded (to the re-
mote central server) by the designer user, so that the CAM user can get the geometry 
of the part. CAM user is then able to generate the necessary CAM files from that ge-
ometry, in order to check any possible manufacturing problem. If problems arise, part 
geometry should be modified (the product/process problems detection management 
will be incorporated in a final prototype). 

3   Case Study 

A real case study will be performed in order to show a collaborative process for part 
design and manufacturing between Europe and China. After European partners have 
completed the design of an industrial part, according to the requirements and con-
straints imposed by the Parallel Kinematic Machine (PKM) manufacturing process, it 
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will be fabricated using the PKM facilities located at Harbin Institute of Technology 
(HIT) in China. The design process will have been performed according to the manu-
facturing specifications as well as the “knowledge” related to the product that has to 
be taken into account as well. 

PKM is a multi-axis and high-speed machining process that can machine complex 
surface with accuracy. Figure 6 shows a picture of a PKM machine that will be used 
in this case study. The PKM CAM system resides in the manufacturer and includes 
the necessary modules to get the NC file, i.e. the Cutter path planning module, Inter-
ference calibrating module, Cutter Path Simulating module, and NC code generating 
module. 

 

Fig. 6. PKM Machine (Courtesy of HIT) 

4   Conclusions 

As stated in the introduction, distributed design and manufacturing needs to be fo-
cused in product knowledge, captured from the whole value chain (designers, manu-
facturers, suppliers, customers, etc), no matter how geographically dispersed they 
may be. The application described above represents a step to achieve this goal, mak-
ing possible a collaborative design process and manufacturing of a real part between 
different working teams located in Europe and China. 

5   Future Work 

Possible approaches for detecting product/process problems are to be incorporated  
as part of the collaborative design and manufacturing process. Classical approaches 
related include topics such as Statistical Approaches (Statistical Process Control, 
Process monitoring methods, etc), Learning approaches (neural networks), Problem 
solving methods, Ruled based and Case based reasoning, Fuzzy Control or FMEA, 
among others. 

The inclusion of a methodology for failure causes analysis and failure prediction  
in even not-yet-existing systems will be considered by means of AFD (Anticipatory 
Failure Determination), which is based on TRIZ methodology (“Theory of  
the Solution of Inventive Problems”) [11]. The main objectives of this methodology 
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are: Analyse previous failures and be able to understand how to "invent" such  
failures; Identify an exhaustive list of potential failure scenarios as well as any  
negative, harmful or undesired effects or phenomenon; Transform the process of 
problem analysis from asking why a failure occurred to how can a failure be  
produced; Incorporate the full complement of TRIZ operators to develop innovative 
solutions [12], [13]. 
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Abstract. Recently, advanced information technologies have opened new pos-
sibilities for collaborative designs. In this paper, a Web-based collaborative de-
sign environment is proposed, where heterogeneous design applications can be 
integrated with a common interface, managed dynamically for publishing and 
searching, and communicated with each other for integrated multi-objective de-
sign. The CORBA (Common Object Request Broker Architecture) is employed 
as an implementation tool to enable integration and communication of design 
application programs; and the XML (eXtensible Markup Language) is used as a 
common data descriptive language for data exchange between heterogeneous 
applications and for resource description and recording. This paper also intro-
duces the implementation of the system and the encapsulating issues of existing 
legacy applications. At last, an example of gear design based on the system is 
illustrated to identify the methods and procedures developed by this research. 

1   Introduction 

As networks proliferate all over the world, it is inevitable to implement some  
enterprise activities such as product design within the virtual spaces supported by 
computer networks. Relying on such a virtual environment, it will be possible to  
effectively utilize dispersed resources to quickly respond to clients’ requests and to 
greatly reduce time-to-market. In engineering area, there have been numbers of exist-
ing applications for engineering calculation, computer aided design, computer  
aided manufacture and computer aided evaluation, and numbers of new ones are still 
continuing to emerge. A challenging issue in this field is to enable these diverse  
heterogeneous legacy applications to be integrated at lower cost and to work together 
smoothly. Its solution lies in the combination of distributed object technology with 
common information exchange languages. 

The Common Object Request Broker Architecture (CORBA), defined by the  
Object Management Group (OMG), is a standard for the distributed computing and 
systems integration [1]. It seeks to provide a platform-independent and language-
independent framework to enable object components to be operated from anywhere in 
a network without concern for the operating system or the programming language. 
This allows heterogeneous legacy applications to be integrated together without  
rewriting the essential codes and hence the development cost can be reduced. 
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CORBA has gained a great number of distributed applications in engineering. For 
example, Li implemented a collaborative design system based on network using 
CORBA and Java [2]. Pahng et al developed a Web-based collaborative Design Mod-
eling Environment [3]. In the research of Kim et al, the system integrates multiple 
clients, application servers, and databases together over three-tier structure. The com-
munication between clients and application servers is done via CORBA [4]. Li et al 
discusses the idea that the collaborative product development mode on Internet is a 
process of collaborative decision making in stages. CORBA is used to establish an 
environment for collaborative problem solving [5]. Yoo developed Web-based 
knowledge management for sharing data in virtual enterprises, where CORBA inter-
face helps Java agents communicated with the knowledge base system [6]. Hauch et 
al explored communication between integrated software tools using CORBA. The 
proposed system allows the encapsulated components in different processes on differ-
ent machines to directly communicate in a high-level manner [7]. Lee’s collaborative 
optimization approach for multidisciplinary design optimizations allows diverse op-
timizing system belonging to different disciplinary co-optimize a single problem [8]. 
Sang focused on the CORBA wrapping of legacy scientific applications, especially 
the procedures for wrapping the Fortran codes using CORBA and C++ [9]. 

The most of the above systems are still under proof-of-the-concept prototype de-
velopment stages. Recently, some commercial distributed collaboration applications 
emerge at market. Windchill enables the ProEngineer users to collaborate over the 
Internet [10]. Autodesk has incorporated Netmeeting inside Autodesk Inventor R2 in 
order to provide a degree of collaboration [11]. These systems are limited among the 
same CAD/CAM systems. 

In the fast-moving IT world, new object and exchange paradigms emerge rapidly. 
A wide acceptance of approaches based on the extensible Markup Language (XML) 
appears into the world. The W3C defines a set of XML-based protocols and standards 
that are the foundation for the current notion of Web services, in which recent devel-
opment contends with CORBA [12]. Ouyang et al presented a design web service 
based distributed collaborative CAD system, employing geographical features as 
collaborative elements [13]. 

There have been many arguments about the advantages and disadvantages between 
the CORBA and the new emerging technology XML-based Web services [14-15]. 
The mostly accepted idea is that the Web services and CORBA are not exclusive and 
neither of them will replace the other, but rather should be seen as complementary 
technologies that need to be used together. CORBA is an enabling technology for 
creating sophisticated, distributed object systems on heterogeneous platforms. XML is 
a technology for conveying structured data in a portable way. CORBA allows users to 
connect disparate systems and form object architectures. XML will allow users to 
transmit structured information within, between and out of those systems, and to rep-
resent information in a universal way in and across architectures. Both technologies 
are platform-, vendor- and language-independent. CORBA tie together cooperating 
computer applications invocating methods and exchanging transient data transient 
data that will probably never be directly read by anyone, while XML is intended for 
the storage and manipulation of text making up humane-readable documents like Web 
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pages. In addition, portable data storage and exchange in XML will relieve CORBA-
based systems from low efficiency much data causes in.  

The author group have been contributing Web-enabled design environment for  
design and manufacture and implemented the Web-based design environment that 
facilitated invocation of large size computing program, multi-users management, and 
product data exchange mechanism [16-18]. Our current work focuses on a new form 
of hybrid tool architecture to allow effective interoperation of the integrated heteroge-
neous applications and flexible data exchange services for virtual enterprises and their 
collaborative design environment, through combining XML technology into CORBA-
based infrastructure. In this paper, following the overview of the system architecture, 
encapsulating the existing applications into the components that can be operated in 
the system, developing the dynamical GUI (graphical user interface) for them, and 
exchanging the data format between them are presented. An example of gear design is 
finally presented to illustrate the architecture and methods developed. 

2   Hybrid Architecture of the System 

In the framework of the system, existing resources, no matter where they reside in a 
network, are integrated together and allowed to communicate with each other, relying 
on CORBA ORB (the Object Request Broker). Figure 1 illustrates the basic compo-
nents that make up the architecture. In the CORBA-based distributed system, existing  
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Fig. 1. Overview of the proposed system 
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resources are encapsulated into objects, e.g. components that can be found and in-
voked between each other. IIOP (the Internet Inter-ORB Protocol), an underlying 
protocol, is the standard protocol that specifies how objects communicate across 
TCP/IP, the standard connection-oriented transport protocol for the Internet. 

In the client/server distributed architecture, a client is a process that wishes to per-
form an operation on a distributed object, and a server, an object provider, is a process 
that provides this object to the client. The system allows a client to find, further con-
nect and invoke the selected object that a server hosts. With the standard interface 
new coming objects and clients could work along with the already existing compo-
nents. As the system augments there may be the need of one or more managers for the 
collaboration. A collaborating server provides a set of server-centralized services such 
as user authentication, object selection, and data-related operations. 

Since lots of data files used in applications may be incompatible to each other, we 
have employed XML (the eXtensible Markup Language)] on top of CORBA as a 
neutral data descriptive language. XML is independent from application and its plat-
form and thus it is a proper option for such a heterogeneous environment. Moreover, 
the CORBA facilities such as Name service and Event service are utilized so compo-
nents can be located and found easily. 

2.1   Components and Their Communication 

The relationship between all the components is illustrated in Figure 1. This hybrid 
system incorporates the best features of peer-to-peer with the reliability and security 
of server-based system. The peer-to-peer structure between clients and object servers 
provides functional facilities and the server-centralized structure through the system 
server helps to offer administrative services. 

The system allows the direct interaction for function between clients (object user) 
and servers (object Providers) in de-centralized model. This peer-to-peer architecture 
not only provides a performance mechanism but also avoids a central bottleneck. 

Using service-oriented mechanism the system server helps to publish the object, 
and to facilitate the global data warehouse and its updating and retrieving services. A 
set of CORBA services is standard CORBA objects in the system to facilitate the 
services. The Name service provides a means for objects to be referenced by name 
within a given naming structure. The Event service provides a mechanism through 
which CORBA objects can send and receive event messages. The connections linking 
to the system manager server and to the CORBA service server are initiated by the 
client and are kept alive during the client request session.  

2.2   Data Exchanging Within the Heterogeneous Environment 

The communication between applications is implemented using the CORBA,  
described in the above section. The data exchange between them will be implemented 
with the XML technology, shown in Figure 2. XML is of cross-languages and cross-
platforms. It can be read directly or parsed by the Xerces-J library and the Xerces-
C++ library. The XML file is transferred using the File Transfer Protocol (FTP). 
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Fig. 2. Data exchange on the heterogeneous environment 

3   Encapsulation of Heterogeneous Legacy Application 

In the development of a distributed application, it is an essential step to bring existing 
legacy software to distributed object system. According to Sneed [19], there may be 
three strategies for doing so, e.g. redevelopment, reengineering and encapsulating. 
The redevelopment strategy is to start from scratch and redevelop all of the applica-
tions with the distributed object concepts. This approach is the most expensive and 
time consuming. The reengineering strategy is to convert the existing programs to 
object-oriented programs and distribute objects appropriately. This approach is to port 
the code from the old environment to new one. Code conversion is not easy and  
few tools and methods are available. The encapsulating strategy is to encapsulate  
the existing applications and to invoke them from the object-oriented distributed  
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Fig. 3. Encapsulating structure 
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environment. The advantage of encapsulating is that legacy systems become  
part of the new generation of applications without discarding the value of the legacy 
applications. 

In this development the encapsulating strategy is applied to deal with the existing 
programs. Encapsulation base on CORBA separates interface from implementation, 
as shown in Figure 3. It hides differences in programming language, location, and 
operating system with the interface defined in IDL (Interface Definition Language).  
Server-side application developers only need to understand the services of legacy 
systems and to describe them in the standard interface. Each component can be en-
capsulated separately and then integrated using object-based communications. 

4   System Management 

Conducting collaborative design with the distributed system usually utilizes more 
than one program to implement a complicated design task. Therefore the system 
needs to provide an administration-oriented architecture for the collaboration. In this 
research, a set of XML-based services is described. 

When an interested client contacts an object server for the first time with the inten-
tion to include its functionality into its graphical user interface, or to develop a more 
complex application utilizing the available design resources, the relative information 
of objects should be captured easily. It includes general information about the compo-
nent and its functionality. In order to invoke an object, the client also needs to know 
about everything that is necessary to run the object, such as the reference name of the 
object, the number and type of input parameters and return parameters for every 
method on the object, and the input and output files if there are ones. Figure 5 gives 
an example of component data information encoded in XML format. XML file can be 
read from XML-enabled browser on any platform and any operating system. 

 < ? x m l  v e r s i o n = " 1 . 0 "  e n c o d in g = " I S O - 8 8 5 9 - 1 " ? >  
< c o m p o n e n t _ m a n a g e m e n t >  
   < c o m p o n e n t >  
       < n a m e > G e a r  D e s ig n  O p t im is a t i o n < / n a m e >  
           < c o m m a n d >  
               < n a m e > o p t i m < / n a m e >  
           < / c o m m a n d >  
           < i n _ p a r a > M a x im u m  C e n t r e  D i s t a n c e < / i n _ p a r a >
           < i n _ p a r a > M in im u m  C e n t r e  D i s t a n c e < / i n _ p a r a >
           < i n _ p a r a > M a x im u m  M o d u le < / i n _ p a r a >  
           < i n _ p a r a > M in im u m  M o d u l e < / i n _ p a r a >  
           < i n _ p a r a > M a x im u m  T h r e a d < / i n _ p a r a >  
           < i n _ p a r a > M in im u m  T h r e a d < / i n _ p a r a >  
           < i n _ p a r a > M a x im u m  H e l i x  A n g le < / i n _ p a r a >  
           < i n _ p a r a > M in im u m  H e l i x  A n g le < / i n _ p a r a  >  
           < o u t _ p a r a > R e s u l t  C e n t r e  D i s t a n c e < / o u t _ p a r a >
           < o u t _ p a r a > R e s u l t  M o d u le < / o u t _ p a r a >  
           < o u t _ p a r a > R e s u l t  T h r e a d < / o u t _ p a r a >  
           < o u t _ p a r a > R e s u l t  H e l i x  A n g le < / o u t _ p a r a >  
           < o u t _ p a r a > R e s u l t  S t r e s s < / o u t _ p a r a >  
           < o u t _ p a r a > R e s u l t  M e a n  S t r e s s < / o u t _ p a r a >  
   < / c o m p o n e n t >   
   < c o m p o n e n t >  
               ?   ?   ?   ?   ?      
   < / c o m p o n e n t >   
< / c o m p o n e n t _ m a n a g e m e n t >  

 

Fig. 4. An example of object data structure 
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Fig. 5. Design resource list and the GUI for the chosen object 

A client-specific GUI needs to be developed for a user to invoke one or more  
objects, as described in section 3. The system provides a mechanism to create  
dynamically a client GUI, accordingly to the selected object, for common user to use 
in the client side. Figure 5 gives the resource list and the GUI for the chosen object. 
The content of the graphical user interface can be set up at run-time. The GUI accord-
ing to the description in the XML shown in Figure 4 could be automatically created, 
as shown in Figure 5. 

5   An Instance over the Integrated Design Environment 

With the system, we have integrated gear design related applications adhering to the 
CORBA standard and conducted an example of gear design on the distributed design 
resources. Figure 6 shows the legacy applications integrated into the system and their 
working procedure.  

The main designer, the user of the client 1 in the system, wishes to conduct gear 
design including design optimization calculation and geographical model design over 
the distributed system. The client application includes the GUI (on the upper-left in 
Figure 6) for the design optimization, the design optimization procedure, data files, 
and the client favorite CAD commercial software (on the upper-right) and its service 
program. After registration, the client user runs the GUI program. Firstly the designer 
could input parameters and set up the design objectives from available distributed 
design calculation resources list, including the remote calculation resources for gear 
contact stress, gear contact stress, the slide/roll ratio and gearing interference check. 
The remote programs are written in C++, Java, or Perl and are ported on Windows, 
Linux or OS2 while the GUI is written in Java application. The CORBA architecture 
enables the communication between the GUI and the heterogeneous design objective 
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Fig. 6. Gear design applications integrated into the distributed system 

calculation programs. Data exchange between the remote resources and the client is 
based on the XML mechanism, as described in Section 2.2. The global data ware-
house on the server is for XML data storage. 

Unlike the design optimization application, App1, App2, and App3 are all of inter-
active-type programs for geometrical design and need human-involved actions during 
the execution. They are not easy to be CORBA-enabled. The individual service pro-
grams, i.e. App S1, App S2 and App S3, provide the communication between com-
mercial CAD software.  

The GUI is for implementing all interactive design activities including inputting 
parameter, monitoring the calculation progress and viewing resultant data, and the 
Genetic Algorithm (GA) procedure is to fulfill the design optimization and to invo-
cate multiple design objective programs. The resultant data is retrieved, recorded in 
XML format and then transferred into the system server for storage. Application 1 
and application 3 are two kinds of CAD design tools for geometrical design, respec-
tively located in the different operating systems. Application 2 is a gearing simulation 
tool for the cutting interfere analysis. The service programs App S1, App S2 and App 
S3 are for retrieving XML file from the system server and transforming the XML 
format into the respective CAD software specific format to the application. The main 
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designer will implement the final modification in its own CAD application 1 and 
exports the final graphical file in a DXF file, a kind of mediate CAD data file. 

6   Conclusion 

There have been numbers of existing product design applications in engineering, 
which lead in the challenges of development of effective integrative environments.  
This research utilizes the CORBA and XML technologies to address the challenges. 
The CORBA technology allows the integration of existing heterogeneous diverse 
applications, regardless the operating system they are running on or the programming 
language they are written in, and enables the communication between the heterogene-
ous applications. XML is a good choice to store and transport the common data be-
tween the applications in a flexible and platform neutral way. XML is also suggested 
to record object information for the system to provide a dynamical standardized inter-
face between the client application and the server. 

The concept considering CORBA and XML proposed by this research has the fea-
tures of efficient communication between applications and flexible data exchange 
services. It allows multiple design applications to contribute to the overall system; 
thus, it can react to customer’s complicated design requirements much faster. Ever-
increasing applications can be integrated with existing ones without having to change 
most of the application’s code. XML-style data format provides flexible data ex-
change between applications in heterogeneous environment and in humane-readable 
format. The hybrid architecture combining peer-to-peer model and server-centralized 
structure enables the efficient functional operation, the resource administration and 
services. 
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Abstract. In CAD systems, distributed collaborative design capabilities are 
increasingly important for the designers at different geographical locations to 
co-develop parts. However, it is much difficult to transmit the complex CAD 
models through the network because of the limited network bandwidth. In this 
paper, a new approach is proposed to deal with the extruded and revolved features 
in the feature-based models. The proposed approach goes as follows: first, the 
extruded and revolved features of the models at the server side are highly 
compressed, then the models are transmitted through the network, finally they are 
reconstructed effectively at the client side. The results indicate that this approach 
can effectively cut down the transmission delay of the feature-based models, 
especially to those parts which contain many extruded and revolved features. 

1   Introduction 

Recently, three-dimensional CAD systems increasingly require distributed collabora- 
tive design capabilities for companies to cooperatively design competitive products. 
The key to the collaborative design activity on the network is the effective 
communication to share and transmit the CAD models among the applications in the 
distributed design environment. However, the CAD models are often too difficult to be 
transmitted through the network because of the following reasons: 

1) The size of the data file that a CAD model to be represented is generally larger 
than that of the other data file over the Internet. 

2) The CAD models are continuously modified and updated until the design is 
finally fixed. Therefore, there exists a significant delay in transmitting the 
complex models over the network. 

Three strategies are often adopted to solve the above-mentioned problems: 

1) The data file can be compressed and converted into a more compact one with 
some software. 

2) The geometric topology can be simplified with some compression algorithms 
before the models being transmitted through the network. 
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3) Cut down the latency for the data transmission. One of the techniques is 
streaming [2, 3]. 

The above strategies can be used simultaneously because they can be applied 
independently. In this paper, we propose an approach to transmission of feature-based 
models and the compression of the extruded and revolved features is focused. The rest 
of this paper is organized as follows. Section 2 describes the previous work related to 
the CAD model compression and transmission. The overview of the proposed approach 
is described in Section 3. In Sections 4 and 5, the detailed procedures are explored. 
Conclusions and future work are discussed in Section 6. 

2   Literature Review 

2.1   Approaches to CAD Model Representation 

Generally, the following three approaches are most widely used to represent the CAD 
models: (a) facet-based representation [3,9]; (b) feature-based representation [4,8]; (c) 
boundary representation of solid model [1,5,10]. 

In the facet-based representation, the entire model is described in the form of a set of 
polygons. This results in simple and effective rendering algorithms, which embed well 
in computer hardware. The disadvantages of the facet-based representation are that it is 
impossible to describe the exact shape of a smooth surface and the accuracy depends on 
the total number of polygons. Moreover, this approach is not quite prevalent in 
commercial CAD systems because of its abstruseness. 

The feature-based representation is parametric, history-based. It provides more 
intuitive and functional information involved in the modeling phase, so it is used as a 
high-level representation in the most commercial CAD systems. The model feature 
information includes all the information in order to exactly describe the shape of the 
model, and it is more compact than other representations, so the shape information and 
model changes can be transmitted very concisely. 

The boundary representation (B-rep) is widely accepted in the current commercial 
CAD systems. The size of the B-rep model is larger than that of the feature-based 
model, but still quite concise compared to that of the facet-based model. Additionally, 
the B-rep model can precisely describe the geometry of a model. 

Nevertheless, no matter how to represent the CAD models, it is always very 
complicated to transmit the models over the network and some effective methods must 
be adopted. 

2.2   Several Important Techniques of Model Compression in Collaborative CAD 

3D Streaming. Streaming technology is a new scheme for visualization [2, 3], 
especially vital to the distributed CAD system, enabling faster transmission and 
visualization of 3D models in real-time. With 3D streaming technology, users can view 
and manipulate the portion of the model they need. It can greatly facilitate the model 
transmission over the slow network. 3D streaming is actually an incremental 
refinement process through progressive transmission over the Internet that will be 
illustrated later. 
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Multi-resolution. Multi-resolution technology is based on the levels of detail (LOD) 
technology, and the LOD models of the original model are often generated with the 
polygonal simplification technology [9]. In collaborative CAD systems, the LOD 
models are generated to facilitate CAD model transmission, which based on engineer’s 
intent, analysis method, results accuracy, system performance, or other factors. 
However, frequent design changes and updates exist in the context of distributed 
collaborative design. Thus it is time-consuming in generating LOD models and effective 
methods must be adopted.  

Several researchers have recently investigated multi-resolution modeling techniques 
for feature-based solid models [4, 8]. In their researches, multi-resolution solid models 
are represented with non-manifold cellular structures. In general, it is too 
time-consuming to get the required LOD models with conventional solid data 
structures because it requires many Boolean operations. Lee et al. [4] introduced the 
non-manifold topological (NMT) to overcome this problem. In this method, the lowest 
resolution model is generated by uniting all the additive features, then higher resolution 
models are generated by applying subtractive features successively in the descending 
order of volumes, but this method has some limitations. First, only one complex LOD 
model is generated if the model only contains some additive features. Second, 
subtractive features are not always much more detailed than additive features. 
Therefore, some other criteria of LOD must be supported and this often leads to the 
rearrangement of features. However, the resulting shape is different from the original 
one if features are rearranged because union and subtraction Boolean operations are not 
commutative. Sang Hun Lee proposed a new method that the features can be rearranged 
arbitrarily and can support more criteria of LOD [8]. 
 
Incremental Transmission. 3D streaming technique is one of the incremental 
transmission techniques. Wu et al. [2] first conducted the research on solid model 
streaming. This method can reduce the effect caused by the transmission delay, but it  
is not a real-time transmission method in nature and difficult to apply. Furthermore,  
Wu et al. [1] proposed a new method for dynamic and incremental editing of the B-rep 
for collaborative environment. They used the cellular structure called as “cellular 
change model (CCM)” to describe the incremental changes in the shape. This method 
can greatly decrease the data to be transferred because only the changed CCM is 
transmitted to the client applications. However, it relies on the cellular model, which is 
still not supported by most of current CAD systems. Li et al. [5] suggested a direct 
research, the incremental model is created for each modeling change and this 
incremental model is transferred to the client side to update the model. But the whole 
B-rep structure should be traversed and compared between the previous model and the 
current model at each modeling stage in order to create the incremental model. This 
method can be easily embedded into CAD systems because no other auxiliary models 
are introduced except the B-rep models. However, the algorithm may require a severely 
time-consuming process for some complex models. Song et al. [10] proposed an 
approach to incremental transmission of B-rep models. It introduces an algorithm 
called wrap-around algorithm, which is used to generate the multi-resolution models 
from the B-rep model. In this approach, the sequence of the transmission is more 
effective because the client can always see the overall shape at the earlier stage and get 
more detailed shape as the transmission proceeds, but the client must wait if the user 
wants to view and manipulate a detailed portion. 
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2.3   An Approach to Model Transmission 

Ramanathan et al. [6,7] proposed an approach to generate the mid-surface of a solid by 
using 2D MAT of its Faces. In their approach, the process can be simplified as follows: 

1) Constructing the MAT of each face [6]. 
2) Constructing the mid-curves from MAT. 
3) Constructing the mid-surface from mid-curves. 

Mid-surface of a solid is usually used to idealize 3D shape for purpose of 
analysis/simulation of injection molding, the intermediate representation for feature 
extraction and feature suppression for analysis [7]. 

In this paper, we propose a new approach to model compression and transmission, 
which is based on the idea of mid-surface. Actually, the method of model compression 
and transmission by using the mid-surface of a solid is quite useful because it can 
reduce the dimensionality from 3D to 2D and thus leads to the high compression ratio. 
However, it is too time-consuming to get the mid-surface of the extruded or revolved 
feature in a feature-based model by virtue of 2D MAT. Moreover, it takes much time to 
get the original model from the mid-surface, so it is not suitable for extruded or 
revolved features in the feature-based models. However, the section of the extruded or 
revolved feature can be easily obtained from its B-rep model. In this paper, we catch the 
idea that mid-surface can reduce the dimensionality of the geometric data from 3D to 
2D, and propose a new approach to feature-based model compression and transmission 
by using the section of the extruded or revolved feature. 

3   An Overview of the Proposed Approach 

3.1   A Framework for Transmitting the Feature-Based Model 

Here, a framework of transmitting the feature-based models was presented. The server 
side application and the client side applications share the same CAD models that stored 
at the server side. The primary task of the server side application is to continuously 
listen for client operations. Once the server side application receives an operation 
request from a certain client application, it can perform the operation based on the 
current model and transmit the modified model to the client application. Finally, the 
completed model is reconstructed at the client side application. The overall process is 
presented in Fig. 1. 

 

Fig. 1. The overall process of transmitting a feature-based model 
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When the modified model is transmitted to the client side application, the following 
detailed processes are executed sequentially: 

1) Extraction: the act of extracting the extruded and revolved features from the 
modified feature-based models. 

2) Compression: the act of compressing the extruded and revolved features.  
3) Transmission: the process of transmitting the compressed models to the client 

side application. 
4) Reconstruction: the act of reconstructing the modified models at the client-side. 
5) The detailed processes of feature-based model transmission are shown in Fig. 2. 

Extraction Compression Transmission Reconstruction

Sever side application Client side application

Modified 
model

Modified 
model

 

Fig. 2. Detailed processes of the feature-based model transmission 

4   Compression of the Feature-Based Models 

The characteristics of the feature-based representation are parametric, history-based. 
The information of all features is created in the modeling phase, so the extruded and 
revolved features can be easily obtained from the feature-based models. In this paper, 
the extruded and revolved features will be compressed with the proposed approach. 
First, some definitions are listed below to express conveniently. 

1) Start-Face: The only face transmitted in the extruded or revolved feature is a 
Start-Face since the extrusion or revolution is based on this face. 

2) End-Face: The face opposite to the Start-Face in the extruded or revolved feature 
is an End-Face. 

3) Side-Face: The face locates at the side of the extruded or revolved feature is a 
Side-Face. 

4) Extruded-Vector: The vector that the extruded feature has been extruded.  
5) Revolved-Axis: The axis that the revolved feature has been rotated.  
6) Extruded-Edge: The edge determined by a vertex on the Start-Face and the 

Extruded-Vector is an Extruded-Edge. 
7) Revolved-Edge: The cambered edge revolved from a vertex on the Start-Face 

through the Revolved-Axis and an angle is a Revolved-Edge. 
8) Transform-Vertex: The vertex on the End-Face transformed from the vertex on the 

Start-Face through Extruded-Vector or Revolved-Axis is a Transform-Vertex. 

4.1   Compression of the Extruded Features 

As an example, an extruded feature with its section like “L” in Fig. 3 will be 
compressed. The data file of this feature contains the geometry elements of 8 faces, 18 
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edges and 12 vertexes, and each of them has one ID. This data file can be used to 
reconstruct the feature-based model at the client side application. In this method, only 
the Start-Face and the Extruded-Vector that can be easily obtained from the B-rep 
model need to be transmitted. The data file only contains 1 face, 6 edges, 6 vertexes, the 
Extruded-Vector and the distance of the extrusion after the compression. Meanwhile, 
all IDs of the geometry elements need to be transmitted for model reconstruction. These 
IDs (except the ID of the End-Face) are added into the data structure of each vertex as 
follows:  

1) Vertex-Id: The ID of the vertex itself. 
2) Adj-Edge-Id: The ID of the adjacent edge on the Start-Face. 
3) Side-Face-Id: The ID of the Side-Face that will be constructed after 

transmission. 
4) Ext-Edge-Id: The ID of the Extruded-Edge that will be constructed by the vector 

after transmission. 
5) Trans-Vertex-Id: The ID of the Transform-Vertex. 
6) Opt-Edge-Id: The ID of the edge located at the End-Face that will be 

constructed after transmission. 
 

 

Fig. 3. Compression of an extruded feature 

4.2   Compression of the Revolved Features 

The compression process of a revolved feature with its section likes “L” in Fig. 4 is 
similar to that of an extruded feature. The data file of this feature contains 1 face, 6 
edges, 6 vertexes, the Revolved-Axis and the angle of the revolution after the 
compression. The data structure of each vertex in the revolved feature is also similar to 
that of the extruded feature. 

1) Vertex-Id: The ID of the vertex itself. 
2) Adj-Edge-Id: The ID of the adjacent edge on the Start-Face. 

 

Fig. 4. Compression of a revolved feature 
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3) Side-Face-Id: The ID of the Side-Face that will be constructed after transmission. 
4) Rlv-Edge-Id: The ID of the Revolved-Edge that will be constructed after 

transmission. 
5) Trans-Vertex-Id: The ID of the Transform-Vertex. 
6) Opt-Edge-Id: The ID of the edge located at the End-Face that will be constructed 

after transmission. 

4.3   ID Assignment to the Other Features 

The above approach still cannot compress many features. Consider the “hole” 
embedded in the above-mentioned extruded feature. 

This model contains two features: an extrusion and a “hole”. The extrusion can be 
compressed by the proposed approach while the hole cannot in our current implement, 
so just attaches the hole to the dependent face that can be obtained from the B-Rep of 
the feature-based model. Then an item “Attached-Id” (the ID of the face which the hole 
is attached) is assigned to the hole so that it can be attached to the proper face after 
transmission (shown in Fig. 5). Other features that cannot be compressed are all 
attached to the dependent feature via the assigned ID.  

 

Fig. 5. Attach the hole to the dependent face 

5   Reconstruction 

The reconstruction of the models is simple and effective. The overall process of the 
extruded features, the revolved features and a simple model containing an extrusion and 
a hole are respectively shown in Fig. 6, Fig. 7 and Fig. 8. The reconstruction of the 
extruded or revolved features can be divided into two stages. First, several 
transform-vertices generated by transforming all vertices on the Start-Face through the 
extrude-vector (extruded feature) or Revolved-Axis (revolved feature). Meanwhile,  
the Extruded-Edges (extruded feature) or Revolved-Edges (revolved feature) and the 
Side-Faces will be generated at this stage. Second, the End-Face and all edges on this 
face will be generated after the Transform-Vertexes are generated. Each vertex or edge 
has an ID that is contained in the vertex’s data structure and the ID of the End-Face is 
also transmitted to the client. Moreover, the other feature contains an ID so that it can 
be easily attached to the right face. Thereby the feature-based models can be 
reconstructed at the client side applications. 
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Fig. 6. Process of reconstruction to an extruded feature 

  

Fig. 7. Process of reconstruction to a revolved feature 

 

Fig. 8. Process of reconstruction to the model that contains an extrusion and a hole 

6   Conclusions and Future Work 

In this paper, we proposed a new approach to transmission of feature-based models and 
its compression is focused on the extruded and revolved features. Some feature-based 
models are presented in Fig.9. The comparison about the compression results of these 
models is listed in the Table 1. The results indicate that the more complex the extruded 
or revolved features, the higher the compression ratio. Our approach is especially 
suitable for the complex feature-based models because the size of the data file after 
compression is much smaller than that of the original data file. Moreover, the process of 
model reconstruction is quite effective. Therefore, we can draw a conclusion that our 
approach can effectively cut down the transmission delay for feature-based models. 
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(a) (b) (c) 

   
(d) (e) (f) 

 
(g) A more complex model named “gear-teeth” 

Fig. 9. Several models contain extruded or revolved features 

Table 1. Comparison about the original models and the compressed models 

Before Compression After Compression  
Models 

Faces Edges Vertexes Faces Edges Vertexes 
(a) 8 18 12 1 6 6 

(b) 14 36 24 1 12 12 

 
Extruded 
Features 

(c) 35 98 64 1 33 32 

(d) 8 18 12 1 6 6 

(e) 14 36 24 1 12 12 

 
Revolved 
Features 

(f) 18 48 32 1 16 16 

(g) Gear-teeth 323 960 640 2 320 320 

Our future work will be focused on the following aspects: 

- Some other features such as “hole” and “fillet” will also be compressed by this 
approach since the “hole” is similar to the extruded feature and the “fillet” is 
similar to the revolved feature. 

- In our current implementation, incremental transmission is not taken into 
account. We will consider using the incremental transmission technology to 
transmit the modified parts of a model after the server side application finishes 
the operation. 
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Abstract. The objective of this research is to develop methodologies and 
framework for distributed and collaborative process planning. Facilitated by a 
real-time monitoring system, the proposed methodologies can also be applied to 
integrate with functions of dynamic scheduling in a distributed environment. A 
function block enabled collaborative process planning approach is proposed to 
handle dynamic changes during process plan generation and execution. This 
chapter focuses on collaborative process planning, particularly on the develop-
ment of a function block designer. As function blocks can sense environmental 
changes in a shop floor, it is expected that a so generated process plan can adapt 
itself to the shop floor environment with dynamically optimized solutions for 
plan execution and process monitoring. 

1   Introduction 

Recently, reconfigurable manufacturing system (RMS) has emerged as a promising 
manufacturing paradigm that allows flexibility not only in producing a variety of 
parts, but also in reconfiguring the system itself. The manufacturing processes in-
volved in an RMS are complicated, especially at machining shop floors where a large 
variety of products are handled dynamically in small batch sizes. The dynamic RMS 
environment usually has geographically distributed shop floor equipment. It requires a 
decentralized system architecture that enables collaborative shop floor planning, dy-
namic resource scheduling, real-time monitoring, and remote control. It should be 
responsive to unpredictable changes of distributed production capacity and functional-
ity. An ideal shop floor should be the one that uses real-time manufacturing data and 
intelligence to achieve the best overall performance with the least unscheduled ma-
chine downtime. However, traditional methods are inflexible, time-consuming and 
error-prone if applied to this dynamic environment. In response to the above needs 
and to coordinate the RMS activities, a new collaborative process planning approach 
supported by real-time manufacturing intelligence is proposed in this research to 
achieve the adaptability during process planning and its execution control. 

Aiming at the emerging RMS paradigm, our research objective is to develop meth-
odologies and framework for collaborative process planning and dynamic scheduling, 
supported by a real-time monitoring system. Within the context, the monitoring sys-
tem is used to provide runtime information of shop floor devices from bottom up for 
effective decision-making at different levels. Compared with the best estimation of an 
engineer, this approach assures that the correct and accurate decisions are made in a 
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timely manner, collaboratively. The ultimate goal of the research is to realize both the 
flexibility and dynamism of shop floor operations that meet the RMS requirements. 

Following a brief description of the entire research, this chapter focuses mainly on 
collaborative process planning, particularly on the development of a function block 
designer. It covers principles of function blocks, internal structure and execution con-
trol chart of the function blocks, as well as details of architecture design and imple-
mentation. Finally, it is validated through a case study on how an adaptive process 
plan can be generated in the form of function blocks. 

2   Collaborative Process Planning 

Process planning is the task that transforms design information into manufacturing 
processes and determines optimal sequence in advance of actual machining [1]. There 
are many factors that affect process planning. Part geometry, tolerance, surface finish, 
raw material, lot size, and available machines all contribute to the decision-making 
during process planning. The variety of resource and operation selections together 
with their combinations makes the task of process planning complex and time-
consuming. For decades, process planning has been a challenging research topic for 
researchers and practitioners. However, most process planning systems available 
today are centralized in architecture, static and off-line in data processing. It is diffi-
cult for a centralized off-line system to make adaptive decisions, in advance, without 
knowing actual run-time status of machines on shop floors. In another word, an off-
line system is unable to deal with unpredictable events regularly challenging manu-
facturing shop floors, such as job delay, urgent job insertion, fixture shortage, missing 
tool, and even machine break-down. Moreover, process planning is largely relevant to 
resource scheduling and execution control. It is required to develop an integrated 
system with seamless information flow among them. 

In this research, distributed and collaborative process planning takes place in a 
Wise-ShopFloor [2] environment. Figure 1 depicts the Wise-ShopFloor framework for 
cyber collaborations. 

The Wise-ShopFloor (Web-based Integrated Sensor-driven e-Shop Floor) is de-
signed to provide users with a web-based and sensor-driven intuitive environment 
where collaborative process planning, dynamic scheduling, real-time monitoring, 
and execution control are undertaken. Within the framework, each machine is a 
node and a valuable resource in the information network. A direct connection to 
sensors and machines is used to continuously monitor, track, compare, and analyze 
production parameters. This enables real-time manufacturing intelligence to be 
applied to decision-making during collaborative process planning in a timely man-
ner, and to ensure that machines are operating within the defined expectations. As a 
constituent component in manufacturing supply chain, the Wise-ShopFloor links 
physical shop floors with the upper manufacturing systems. Similar to the e-
manufacturing and e-business, the four major Wise-ShopFloor activities are accom-
plished in a cyber workspace. 

In the following sections, we focus on how function blocks enable adaptive process 
plan generation and how the even-driven mechanism of a function block is used in 
process monitoring. Interested readers are referred to our previous publications [2]-[5] 
for further details of the framework and the collaborative work. 
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Fig. 1. Wise-ShopFloor framework 

3   Function Block Design 

The concept of function blocks is described in the IEC-61499 specification [6], as an 
emerging IEC standard for distributed industrial processes and control systems, par-
ticularly for PLC control. It is based on an explicit event-driven model and provides for 
data flow and finite state automata-based control. It is relevant to the process planning 
in machining data encapsulation and process plan execution. The event-driven model 
of a function block gives an NC machine more intelligence and autonomy to make 
decisions collaboratively on how to adapt a process plan to match the actual machine 
capacity and dynamics. It also enables dynamic resource scheduling, execution control,  
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Fig. 2. Internal structures of function blocks 
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and process monitoring. Figure 2 illustrates the internal structures of a basic (left) and 
composite (right) function blocks. A basic function block can have multiple outputs 
and can maintain internal hidden state information. This means that a function block 
can generate different outputs even if the same inputs are applied. This fact is of vital 
importance for automatic cutting parameters modification, after a function block has 
been dispatched to a machine, by changing the internal state of the function block. For 
example, a function block of pocket_milling can be used for roughing and finishing at 
the same machine or at different machines, with different cutting parameters and tool 
paths, by adjusting the internal state variables of the function block to fine-tune the 
algorithms in use. 

Three types of function blocks are designed for the collaborative process planning: 
1) machining feature function block, 2) event switch function block, and 3) service 
interface function block. These are the basic function block types for adaptive process 
plans creation and their execution control. The events among function blocks are also 
used for machining process monitoring. 

3.1   Machining Feature Function Block 

Machining features are commonly used today to facilitate manufacturing processes 
from product design through process planning to NC machining. They are the stan-
dard shapes that can be machined by the known machining technology and available 
machines. Each machining feature can be mapped to one machining feature function 
block (MF-FB). In this paper, we use a 4-side pocket machining feature to demon-
strate the function block design process. Figure 3 gives the graphical definition of a  
4-side pocket function block. 

EMT is the estimated machining time based on suggested machining data, which is 
accumulated and relayed along an MF-FB chain; MT is used to store accumulated-
machining time during function block execution; MAC_ID passes the selected ma-
chine tool ID to the MF-FB for machine-specific local optimization; OPER tells the 
MF-FB the type of machining operation such as roughing, semi-finishing or finishing; 
FB_EXE is a vector storing a function block’s execution status and cutting parameters 
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Fig. 3. A 4-side pocket MF-FB 
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for monitoring; and CC_UPD is another vector that can be used by an operator to 
override the auto-generated cutting conditions (or cutting condition update). Based on 
the external variables and embedded internal variables (not shown in Fig.3, such as 
machining feature ID, workpiece material), the four defined algorithms can provide 
needed functions upon request (triggered by events). 

Figure 4 shows the execution control chart (ECC) of the 4-side pocket MF-FB, de-
scribing detailed behavior of the function block. The essential of execution control is 
a finite state machine. The START state is an initial idle state ready for receiving event 
inputs. EI_INI triggers the state transition from START to INI, and when state INI is 
active, algorithm ALG_INI is being executed. Upon its completion, ALG_INI will fire 
an event EO_INI indicating the success of initialization. Similarly, for other state 
transitions to RUN, UPDATE and MON, different internal algorithms ALG_RUN 
(MF-FB execution), ALG_UPDATE (cutting condition update), and ALG_MON (MF-
FB monitoring) are triggered, correspondingly. An event “1” means a state transition 
is always true. That is to say, the state will transit back to START state and be ready 
for receiving the next event input. 
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1

ALG_RUN

ALG_UPDATE 

START

1

MON ALG_MON

1

EI_ESR 
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RUN 
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Fig. 4. Execution control chart of MF-FB 

3.2   Event Switch Function Block 

According to our approach, a generic process plan may consist of machining sequences 
of critical and non-critical machining operations. Only critical operations are sequenced 
based on datum references and manufacturing constraints. The non-critical operations 
remain parallel in sequence at this stage and will be further sequenced before execution 
by an NC controller. The operations sequencing is thus treated as the sequencing of 
machining features [7]. An event switch function block (ES-FB) is designed to deal with 
the event flows of those parallel features in Fig. 5 when they are mapped to a function 
block chain, and to switch operations properly when a sequence is determined at run-
time. The ES-FB can also be applied to parallel setups, each of which may consist of 
several MF-FBs. As shown in Fig. 6, an ES-FB is inserted to the function block chain 
after the five machining features in Fig. 5 are mapped to MF-FBs. When a sequence of 
“342” is given, the ES-FB can fire events accordingly to execute appropriate  
MF-FBs, and thus add flexibility and adaptability to a process plan during its execution. 
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Fig. 7. Structure design of ES-FB 

Figure 7 gives the graphical definition of the ES-FB, where ROUTE is the  
only data input to the function block. It is used as a reserved port for controller-level 
operation planning to do the local optimization of machining sequence. Once the final 
sequence becomes explicit for those parallel features, a string of integer numbers 
indicating the sequence is applied to the port. 
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3.3   Service Interface Function Block 

A service interface function block (SI-FB) is designed to facilitate execution control 
and enable process monitoring during function block execution. It is plugged to a 
group of MF-FBs (a setup) with the following assigned duties: 1) collects runtime 
execution status of an MF-FB including FB id, cutting parameters, and completion  
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rate, etc.; 2) collects machining status (cutting force, cutting heat, and vibration, etc.) 
if made available; and 3) reports any unexpected situations including security alarm 
and tool breakage, etc. Such an SI-FB is designed as illustrated in Fig. 8, with five 
algorithms embedded. They are responsible for requesting and reporting execution 
status (ES), machining status (MS), and unexpected situation (US) during execution 
of each MF-FB, respectively. 

As shown in Fig. 9, the SI-FB is chained with other MF-FBs while interfacing and 
sharing runtime data with a dedicated machine and an execution control module. The 
runtime data is of vital importance for dynamic re-scheduling in case of a machine 
failure, in addition to facilitating machine selection, function block dispatching and 
process monitoring. An adaptive process plan can be generated by combining the 
three types of basic function blocks (MF-FB, ES-FB, and SI-FB), properly. 

4   System Implementation 

A Function Block Designer (FBD) is implemented in Java to facilitate process  
planners during collaborative process planning. The objective is to develop a web-
based system for multiple users to share information while fulfilling their duties of 
collaborative process planning. The sequence diagram shown in Fig. 10 represents the 
interactions between different objects in the system, through message-passing. 

Enabled by the web technology, geographically dispersed team members can thus 
share knowledge and run-time machining status through a web user interface, loca-
tion-transparently. The FBD consists of a basic function block designer, a composite 
function block designer, a function block network designer, and a machining process 
planner. As the name suggests, each designer performs a specific function. The data 
sharing between the four co-designers are realized through interfaces, via the FBD, 
with special functions for data communication. Figure 11 shows a 4-side pocket  
MF-FB being designed by using the basic function block designer. 
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Fig. 10. Sequence diagram of object interactions 
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Fig. 11. Designing a basic function block 

5   A Case Study 

A part shown in Fig. 12 is chosen to demonstrate the function block designer. In this 
case, 14 machining features can be grouped into two setups as shown in Fig. 13, each of 
which consists of two or more machining features by applying the five geometric  
 

 

Fig. 12. A test part 
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Fig. 13. Machining features in two setups 

 

Fig. 14. A composite function block of Setup1 
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reasoning rules defined in our research [7]. Within the context, each setup is mapped 
into a composite function block, where each machining feature is an MF-FB. Figure 14 
depicts the final result of Setup1 being mapped to a composite function block, which 
represents a process plan with internal algorithms for adaptive execution. 

6   Conclusions 

This chapter introduces a framework of collaborative process planning supported by a 
real-time monitoring system. For the sake of page limitation, we only present in detail 
the design and implementation of a function block designer that is crucial to adaptive 
process plan generation, including function block design, system implementation, and 
a case study. During the design process, processing algorithms for decision-making 
and optimization are defined and prepared for function block embedding. Machining 
sequence determined by a separate module can be mapped to a function block net-
work automatically. It is demonstrated through a test part that an adaptive process 
plan of the part can be generated by converting its machining features to appropriate 
function blocks using the function block designer. Based on the event-driven model of 
a function block, a so-generated process plan can adjust its machining parameters to 
best fit a selected machine during the plan execution. It is also expected that the func-
tion blocks can be utilized for process monitoring and integration with dynamic 
scheduling. 

Future research of collaborative process planning will focus on real-time machin-
ing intelligence sharing, and its seamless integration with machining process monitor-
ing and dynamic scheduling. Mechanisms for local optimization of function blocks 
including optimal cutting parameter determination are also under investigations. For a 
web-based application to be practical, security is another issue to be addressed. 
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Abstract. Effective editing tools are very important to innovative design of 3D 
object. The technologies for designing tools presented in this paper mainly in-
volve collaborative mechanism and natural interaction for collaborative editing 
environment. For collaborative mechanism, three aspects are covered in this 
paper: one aspect is 3D object attributes analysis which is essential to the con-
flict solution of collaborative design process. Interaction transaction log of 3D 
collaborative editing environment and the system architecture are put forward 
and addressed as another two aspects. Furthermore, based on interactive trans-
action log, the collaborative editing mechanism is constructed and the conflict 
detection strategy during multi-user concurrency editing process is also dis-
cussed. As for interaction naturalness, the pen-based gestures appropriate to 
manipulating 3D model are covered briefly. Finally a prototype system has 
been built to fully explore the above technologies. 

1   Introduction 

The conceptual design is one of the most crucial phrases of the industrial product 
design process. It directly influences the performance, price, and market response of 
the final product. Designers are comparatively unrestricted and thus have more inno-
vative space during the process of conceptual design. Compared with current ways of 
developing products, collaborative design has an advantage for its development mode 
accomplished by distributed development teams working. In fact, almost all concep-
tual design has to be performed by multiple designers in collaborative design. The 
multiple designers from different development teams located in different places share 
and exchange the product information via a network. Therefore, it is essential to study 
real-time collaborative editing environment for 3D objects to improve innovative 
design efficiency. 

Real-time collaborative editing environment requires real-time interaction feed-
back, distributed collaboration, natural interaction operations and so on [1,2]. In order 
to meet these requirements, it is feasible to provide a mechanism that adopts entirely 
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duplicate system architecture and interactive mode based on gestures. One of the 
crucial issues among the research on collaborative editing system (CES) is the consis-
tency among many data copies. A consistency model has been proposed by Sun and 
Chen [1] as a framework for addressing these inconsistency problems systematically. 
This consistency model consists of several corresponding consistency properties in-
cluding convergence, causality preservation and intention preservation. The model 
has been proved practical in many collaborative text editing systems. Collaborative 
text editing system dealing with text objects and sharing documents can express a set 
of text objects with different attributes. Usually the text objects are independent of 
each other. If attributes of one object are modified, the other objects can remain unaf-
fected. For collaborative text editing system, the collision of concurrent operations 
commonly occurs when the same attribute of the same object is modified, which will 
lead to intention divergence if the conflict is not handled correctly. For example,  
if two “MOVE” operations to bring the same object to different location occur  
concurrently, the influences on each copy are not coherent. From the above analysis, 
the inconsistency problems are caused mostly by intention divergence of collision 
operations [1]. 

Sun and Chen [1] emphasized that the intention preservation was the fundamental 
problem in collaborative editing systems and proposed a multi-version model and 
corresponding process strategy based on object-copy technology. According to this 
strategy, intention divergence occurs only when concurrent operations to change the 
value of the same attribute of the same object are put on one object, and such opera-
tions are usually called collision operations. The conflict operations should not be 
applied to the same object, therefore the most effective method is to make more cop-
ies from original object if we want to ensure a coherent result of the collision opera-
tions on different collaborative nodes and ensure respective intention. Sun and Chen’s 
method is what was usually called multi-version technology [1]. The strategy deter-
mines the final object on which pending operation will have effect and whether new 
object should be produced according to maximum compatible groups set (MCGS). 
There are two crucial problems to be handled according to the MCGS strategy: one is 
how to perform new operation Oi (the i step operation) based on MCGSi-1 to produce 
MCGSi; the other is how to identify all object versions related to MCGSi-1. In order 
to solve the first problem, multiple object versions incremental creation (MOVIC) 
algorithm was put forward by Sun and Chen [1]. Consistent object identification 
(COID) and target object version recognition (shortened as TOVER) were put for-
ward to deal with the second problem [1]. Dou [2] provided a comprehensive solution 
for object identification on the basis of COID which settled the object identification 
problem between manipulations of dependent relation and identical relation. Dou also 
presented a set of methods for object identify compression and these methods im-
proved the system performance effectively [3,4,5]. 

In a whole, the precondition of the above researches is that the editing objects in 
collaborative editing system must be independent of each other. Therefore if the at-
tribute of one object is modified, its other attributes or the other objects will not be 
affected. But such precondition is not always appropriate to the process of compli-
cated object construction especially the process of 3D model object construction. 
During the process of 3D model object editing, the intent of user interaction is not 
expressed in the form of changing certain attribute values but the CSG modeling  
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operators. The attributes affected by each CSG arithmetic operators are BREP objects 
(such as face, edge, vertex etc).  For each CSG arithmetic operators, the objects or 
attributes to be affected by the operator are educed by calculating according to ge-
ometry modeling algorithm and thus cannot be predicted to designers before modeling 
computation. Every two CSG arithmetic operators are likely to conflict with each 
other, which brings difficulty for handling object collision. In order to support col-
laborative editing systems for 3D objects, this paper aims to study the interaction 
performance on real-time, integrity, concurrence and naturalness in order to provide 
an efficient collaborative 3D objects editing environment that can support multi-user 
collaboration. 

2   Analysis of 3D Object Attributes 

A 3D object model can be expressed as Figure 1. Geometry attribute is the most fun-
damental attribute of shape objects and its sub-class space attribute can be further 
classified as position attribute and shape attribute. The purpose of render attribute is 
to provide data for visual render such as OpenGL or Direct3D to visually present 
shape results to designers. Render attribute usually has no interaction semantics. 
Physical attribute is important for simulation. Geometry attribute and physical attrib-
ute make up static attribute. Behavior attribute can be called dynamic attribute, which 
will change with time or when other events happen. 

 

Fig. 1. Object attribute classification 

During the process of editing, most conflicts are caused by modification on geome-
try attributes. Physical attribute and behavior attribute are comparatively flexible 
because users can adjust them freely and avoid conflicts by setting up relationship 
between objects and layers. As for constraint level, the level of geometry constraint is 
higher than that of physical constraint, behavior constraint and other constraints. 
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As a whole, it is very important for resolving conflicts to classify attributes prop-
erly and define appropriate constraint level for different styles of attributes. 

3   System Architecture and Working Mechanism 

We adopt broadcasting system architecture as shown in Figure 2. In Figure 2, after the 
interaction information that users input is identified and normalized, instead of being 
sent to the modeling module directly, the interaction information is sent to the broad-
casting server. The broadcasting server then pops and dispatches the interaction in-
formation in the FIFO queue to all clients. Then the command translating module on 
each client translates interaction information into certain commands for modeling 
machines. 

 
a) System Architecture 

 
b) Structure of server side 

 
c) Interaction process flow 

Fig. 2. System architecture and working mechanism 

In Figure 2, the main burdens of net transferring are interaction information and 
model information. We adopt interaction transaction log mechanism to lighten net 
burden. After using interaction transaction log, the process of object modeling can be 
executed on client side. So the main contents transferred through the net are interac-
tion commands (expressed as string) after recognition and normalization, thus the data 
transferred are comparatively less and the net burden is lightened greatly. An interac-
tion transaction log can be expressed as following: 

<T1, Start, Type> 
<T1, OpTypeID, BaseFace> 
<T1, Ts,Te > 
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<T1, Parameter List Begin> 
... 
< T1, Parameter List End > 
< T1, OffsetValue> 
< T1, SiteName> 
< T1, Commit> 
Ti represents a gesture interaction transaction. 
Start represents transaction start. 
Type represents transaction type, for example, creating type or editing type. 
OpTypeID represents a certain type of creating or editing operations, means certain 

order. 
Ts, Te respectively represents the time of transaction starts and ends. 
Parameter List represents a parameter set, every parameter includes position 

parameter and shape parameter. 
OffsetValue represents extrude or sweep parameter of creating command. 
Commit represents a set of interactions finished and ready to be committed imme-

diately. 
It is the interaction log that is transferred on the net between server and each client, 

and certain modeling processing and conflict detection are executed on the client side. 
Thus the network burden of net can be greatly lightened. 

Furthermore, the interaction transaction log will be of great importance when sys-
tem fails. In this case, the clients only need to copy the interaction transaction log 
from the server and execute the interaction commands one by one again. When the 
server fails, it can be resumed easily by copying interaction transactions log from 
each client and choosing the log which has the latest transaction information.  

4   Conflict Handling Mechanism 

According to the above statement, each interaction transaction in collaborative editing 
environment includes three parts: role, time and space. The role of interactive transac-
tion is important for transaction control. Concurrence strategy of interaction transac-
tion should maintain the consistence of each role. Each transaction of one role should 
not be interfered by any other transactions of other users, i.e., transaction is atomic. 
Each interaction operation can be expressed as follows: 

Oi = (Role,Ts, Te, Otype, Profile,Offset); 

Ts expresses system time for operation start; 
Te expresses system time for operation end, i.e,. time when shape model module 

completes its task; 
Otype expresses the type of manipulation; 
Profile expresses the sketch profile of interaction; 
Offset expresses offset value made by sketch profile such as extrude operation or 

sweep operation.  
Role expresses user’s level in collaboration. 
During the process of collaborative editing, the model state is changeable and the 

result is not exclusive. The model can be expressed as follows at a certain time: 
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M(t) = O(P(T(t)))   
T(t) = {Ti|Ti T Ti(Te)<t} 

The expression shows that model M is a combination of operation list at the time  
of t, and the list is a permutation and a combination of all transaction before time t. 

In practice, the rapid increase of transactions leads to the increasing amount of 
permutation which influences the real-time interaction seriously and increases the 
burden of system. So it is necessary to study interference and grouping strategy. 

4.1   Conflict Definition 

There are two kinds of conflicts during the process of 3D shape collaborative editing: 
time-dependent conflict and space-dependent conflict. Both of them can be defined as 
follows: 

For any two transactions Ti and Tj, if te(Ti)>ts(Tj) or ts(Ti)<te(Tj), then 
Ti and Tj are called time-independent, otherwise time-dependent. There will be no 
collision between time-independent transactions. 

Given any two time-dependent transactions Ti and Tj, if S(Ti)  S(Ti) ¢, then 
Ti and Tj are called space-dependent, otherwise space-independent. S(T) means the 
space scope that transaction T occupies. The result of operation sequence is likely to 
be not identical if two transactions are space-dependent. 

4.2   Grouping Strategy 

According to the above statements, if there are N transactions to be processed, there 
should be N! operational command sequences at the worst scenario. So many model-
ing solutions will take heavy burden on users when they want to visually present 
candidate solutions for users to choose. To solve this problem, a concise method is to 
put transactions into groups. 

For transactions group{T1(t1,t2)} and group {T2(t1,t2)}, if max(te(T1)) 
<min(ts(T2)) or max(te(T2)) <min(ts(T1)), the two groups are called time-
independent. Suppose that all transactions in T1 are independent of those in T2 (that 
is to say, they are time-independent and space-independent), then the two groups are 
called space-independent. It is obvious that if two groups are time-independent or 
space-independent, their sequences can be changed unrestrictedly. 

There are two kinds of grouping strategies which can be adopted according to 
time-independent characters. One is time grouping strategy intervened by a user. The  
 

 

Fig. 2. Transaction group i is irrelevant with Transaction group j 
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other strategy is to group by system automatically. The main idea of grouping method 
is that after a period of time T, commands from user or system itself set system to 
the IDLE state for a while. There are no transactions during the IDLE time and thus 
the two transaction groups before-and-behind T will be time-independent. 

According to space-independent character, system can apply intelligent grouping 
strategy automatically. For example, the system checks the relation tree at intervals of 
some time and separates the relation tree into sub-groups as shown in Figure 3.  

 

Fig. 3. The conflict tree of transaction i 

4.3   Application Strategy 

The transactions in the server’s buffer will be handled serially. For transaction Ti, 
there are i-1 transactions that have been handled successfully. If the state of i-1 
transactions is correct after they are handled, the method of handling Ti can be  
described as follows: 

(1) Construct a tree of transactions correlation. At first, system scans the first i-1 
transactions and detects the conflict between Tj (0<j<i-1) and Ti. If they are 
space-dependent, a line is created between Ti and Tj. Then a tree like Figure 4 will 
be established. 

 

Fig. 4. Collaborative editing environment interface and example 
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(2) As shown in Figure 3, the next step is to enumerate all the permutations and
every permutation will cause different modeling result. Suppose that there are M trans-
actions which are space-dependent to transaction Ti and a solution of result P(M)
has been selected after system handle Ti-1 transactions. For transaction Ti, put Ti
on the different location in P(M), then new M+1 permutation will be produced. 

(3) Present the new M+1 permutation as solutions to multi-clients. All the users
participating in collaborative editing process can consult with each other through
network and select the preferred solution as the foundation of the Ti+1 transaction.
This new solution will determine the location of Ti in the preferred permutation. It is
obvious that this method is appropriate to conceptual design process. 

(4) Repeat 1-3 steps.  

5   Analysis of Naturalness for Interaction 

Naturalness is also important for shape conceptual design. The interaction mode 
based on pen-paper metaphor is natural for users to express themselves between hu-
man and computer, which can provide the imprecise and quick sketching to imple-
ment the conceptual design [6,7]. Efficient tools for the conceptual design will boost 
the design efficiency and enhance creativity. In most concurrent design systems, de-
signers are bounded in the WIMP interactive mode. They have to provide precise 
information and operate according to the ordered steps of menu and icon. 

Pen-based user interface is becoming popular, which is versatile and powerful. 
Some related works are as follows. UC Berkeley provides two systems-Gdts and Quill 
to improve the gesture set in order to be remembered and recognized by users easily. 
Gdt provides visualizations to help designers discover and fix recognition problems. 
Quill provides some better features, such as the active feedback, similarity analysis. 
Because of the limitation of Rubin’s recognition algorithm [7], they only support 
single-stroke gestures. They do not provide the gesture description and neglect the 
special pen-based interaction. The Fraunhofer Institute for Computer Graphics in 
Germany proposed a 3D-sketch language for primitive creation and freeform objects 
[8]. It provides the simple BNF-grammar for sketching language. But it is inconven-
ient to extend and design dynamically. Sketch system of Brown University processes 
2D strokes while sketching on the plane to create predefined 3D primitives. It is am-
biguous while interpreting geometric properties of sketched objects, such as type, 
position, alignment, size, etc. Teddy prefers polygonal freeform surfaces from 
sketched 2D silhouettes. Chateau introduces a new type of interface for 3D drawings-
suggestive interface as hints about a desired operation to the system by highlighting 
related geometric components in the scene, infers possible operations and presents the 
results of these operations as small thumbnails [9]. 

Research hypothesis is given that gestures can be used efficiently as an independ-
ent resource like the menu and icon in WIMP interface. It is more flexible to use  
gestures than to use menus and icons. Moreover, gestures are created based on the 
imprecise geometry information. Thus better recognition method should be provided 
through the effective algorithm and active feedback to achieve the process. 
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6   Example 

We have built a collaborative conceptual design prototype environment with gesture 
interaction mode on Opencascade platform. Shown in Figure 5 is the interface and an 
example of 3D shape design. Multi-users working in the 3D collaborative editing 
environment can implement the cooperation of multi-users naturally. 

7   Conclusion 

Innovation on 3D shape design relies on advanced product design theory and effective 
design tools. The idea on designing tools covered in this paper mainly involves col-
laborative conflict resolution strategy and natural performance of interaction.  
Collaborative performance involves real-time performance of interaction, distributing 
performance of collaboration and unrestricted performance of manipulation, etc. The 
collaborative editing design system based on interaction transaction log reduces  
the transmission of information among computers and lightens the network traffic.  
At the same time this mechanism implements real-time interaction and can help the 
system recover when system fails.  

Gesture is an appropriate and natural interaction mode for the conceptual design 
phase of 3D objects. The efficiency of designers can be obviously improved by using 
gestures. This has been proved through a prototype system built on the proposed ap-
proach by our research group. 
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Abstract. Embedded systems are usually embedded in other applications to 
perform information processing, which consist of software and hardware 
components. In order to fulfill design quality and efficiency of embedded 
systems, it not only requires designers to do hardware/software co-design, but 
also requires experts from different domains to cooperate. However, existing 
embedded system design methods and environments can only support hardware/ 
software co-design. In this paper, a distributed cooperative design method and 
environment are presented for embedded system design. Our main contribution 
is that Mobile Agent and Web services technologies are combined by us to 
establish the distributed cooperative design environment, which makes it support 
experts from different domains to perform virtual prototyping, modeling, simula-
tion, hardware/software partitioning and performance evaluation. At the same 
time, it also supports traditional hardware/software co-design and reuse. 
Experiment results show that this distributed cooperative design method and 
environment of embedded systems can effectively improve design quality and 
efficiency. 

1   Introduction 

Embedded systems are application centric computing systems designed for some special 
purposes, which are embedded in other applications and perform some information 
processing. In order to guarantee design quality and efficiency of embedded systems, it 
requires both hardware/software co-design and cooperative among experts from various 
domains. 

Currently, the main design method of embedded systems is hardware/software  
co-design, which considers the design of software and hardware at the same time, to 
achieve design optimization of the entire system. Design of embedded system is a 
complicated process, which requires the cooperation of users, application system 
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designers, embedded software developers and hardware system designers. However, 
existing embedded system design methods and the corresponding environments can 
only support hardware/software co-design. 

In this paper, a Distributed Cooperative Design (DisCoDe) method and the 
corresponding environment for embedded systems design are presented. The 
contributions of DisCoDe are:  

1) It combines mobile agent and Web services technologies to establish a 
distributed co-design environment for embedded system. In this way, DisCoDe 
supports designers from different domains and different locations to cooperate 
on virtual prototyping, hardware/software partitioning, etc.  

2) It applies hierarchical platform-based design method to do hardware/software 
co-design, which makes it also support traditional co-design and reuse of 
embedded systems design. 

Compared with existing embedded system design methods, DisCoDe makes use of 
mobile agent and Web services technologies to realize distributed cooperation of multi-
experts, so experts from different domains are able to perform embedded system design. 
DisCoDe method have been applied to the design of satellite navigation and positioning 
control device, the experimental results show improvement on design efficiency and 
quality.  

The remainder of the paper is organized as follows. The related works in Section 2 
are presented. In Section 3, it is described how DisCoDe attains the feature of 
"distributed design". It is explained how DisCoDe method supports hardware/software 
co-design of embedded systems in Section 4, and the corresponding design environment 
and case study in Section 5. Finally, our works are concluded in Section 6. 

2   Related Work 

Computer supported distributed cooperative design is a new product design method 
[1], which supports product designers and related experts at different locations to 
design a product over the network using various software tools. During this process, 
each user is aware of the existence of other users, and interacts with them [2][3]. 

Cutkosky and his colleagues [4][5] advanced the concept of distributed 
cooperative design. Since then, researchers have been applying network and 
communication, distributed computing, computer supported cooperative design, agent 
and Web services technologies to implement distributed cooperative design. 
Currently, the combination of mobile agent and Web services technologies has gained 
a better application effect, and it supports the distributed cooperative design of 
complex products efficiently. 

Mobile agent is a segment of code that can move from one site to another site in 
the network system under the control of itself. During this movement, the agent’s 
executive code, data and running status are transmitted simultaneously [6-8]. There 
are several advantages to adopt mobile agents to do cooperative design:  

1) There is little amount of temporary data to be transmitted between mobile 
agents, so, it is possible to improve bandwidth efficiency and achieve load 
balance.  
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2) Mobile agent supports offline computing, which makes it live long.  
3) Mobile agent supplies real-time long-distance interface, which makes it 

perform local control from distance to overcome the network delay problem. 

Web service is a kind of Web application that is released, discovered and called 
through the Web. It accomplishes some functionality and has the features of self-
containment, self-description and modularization [9]. Main merits of adopting Web 
services technologies to design complex products include:  

1) Web service is a loose-coupling service technique.  
2) Web service has standard protocols.  
3) Web service has the cross-platform ability. 

In DisCoDe, mobile agent technologies and Web services technologies are 
combined to construct a distributed cooperative design environment for embedded 
systems. In this way, our distributed cooperative design environment has the 
advantages of mobile agent and Web service at the same time. 

3   Distributed Cooperative Design for Embedded System Based on 
Mobile Agent and Web Service  

In DisCoDe, the domain expert design node is looked as a mobile agent, and register 
and search for these mobile agents via Web services technologies. In this way, when 
multiple domain experts are performing distributed cooperative design, the related 
mobile agents can be searched and accessed by Web services technologies. Then, 
these agents can perform virtual prototyping, hardware/software partitioning and 
performance evaluation, and finally they carry out information exchange via inter-
agent data communications. 

3.1   Embedded System Design Agent 

In order to achieve distributed cooperative design in DisCoDe under the network 
environment, Embedded System Design Agent (ESDA) and Embedded System 
Mobile Design Agent (ESMDA) are defined to represent related domain experts in 
embedded system design. 

ESDA is the combination of internal attribute, internal module and internal process 
during embedded system design, and can be defined as following:  

<ESDA> ::= {Name, Type, Mental-attitudes, Interface, Status, Action-schedule, 
Messages, Tasks, Businesses, Plans, Resource-base, Capacities, Society, Self-
adaptation} 

For simplicity, it is denoted by: {N, Ty, Ma, I, S, As, Me, T, B, P, Rb, C, So, Sa}. 
In essential, the above definition of ESDA is the application of common agent on 

embedded system design. Table 1 shows interpretation and comparison of each item 
on common agents with ESDA. 
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Table 1. Comparison between common agents with embedded system design agent 

Item Common Agent Embedded System Design Agent 

N 
Agent name or 
identification 

Name or ID of embedded system domain expert 

Ty Agent type 

The type of domain design expert, for example, user 
of embedded systems, application developer of 
embedded systems, software developer of embedded 
systems and designer of hardware systems. 

Ma 

The thinker attitude 
process of agent, 
including the faith, 
desire, objective and 
intention 

Thinker attitude of domain design experts, different 
expert pays attention to different aspects of embedded 
system design, they have different design goal and 
intent, and so their attitudes differ 

I 
Operation interface 
process of agents 

Operation interface provided for embedded system 
domain design experts, we supply these interfaces 
through Web services technologies 

S 

Status collection of 
agents, it is the  
foundation of the 
selection of  
reasoning rule  

Stands for current status of domain design expert, the 
expert determines what operation or measure to be 
taken at the next time, based on the status of itself and 
current design problem 

As 
Behavior rule process 
of agent 

It is used to restrict the allowed operations for 
different domain design expert 

Me 
Information 
collection that agent 
received 

It is used to represent the communication and 
interaction between experts and design servers 

T 
The objective task 
collection of agents 

It is used to represent the cooperation contents 
between domain design experts. Accordingly, design 
experts needs task selection function 

B 
Transaction 
collection of agents 

In this transaction collection, we define behavior 
functionality of domain design experts, such as copy, 
action and communication, so as to embody its duty 
and include reasoning mechanism 

P 
Programming 
collection of agents 

Corresponds to the programming library of design 
experts. These library can be a collection of 
programming template of design experts 

Rb 
The related resources 
that can be accessed 
by agents 

In DisCoDe, it is used to represent the internal 
database, external database, knowledge base that is 
mastered by the domain design experts 

C 

The abilities and 
intellectual activities 
that is possessed by 
agent 

We use this item to represent the different design 
abilities of different domain design experts and the 
different design aspect considered 

So 
Social description 
ability of agent 

This item holds the information and inter-relation of 
other design experts 

Sa 
The self-adaptive 
process of agent 

This item represent knowledge update, faith update, 
ability and service update and objective fine-tuning 
processes. 
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3.2   Embedded System Mobile Design Agent 

ESMDA can be defined as: 

<ESMDA> 
::= <ESDA> + {Process-address, Society, Navigations, Event, Priority, Action} 

It can be denoted by: 

<ESDA> + {Pa, Sty, Navi, Evt, Pri, Act}. 

In this definition, common mobile agents on embedded system design are applied. 
Table 2 compares common mobile agents with ESMDA. 

Table 2. Comparing between common mobile agent with embedded system mobile agent 

Item Common Mobile Agent Embedded System Mobile Design Agent 

Pa 
Host address of mobile 
agent  

It is used to define embedded system design 
experts in the internet, so as to achieve distributed 
cooperative design ability 

Sty 
The collection of mobile 
agents 

This item stands for the collection of domain 
experts at some time during the design of 
embedded systems 

Navi 
Routing and navigating 
table of intelligent 
mobile agent  

It is used to define the moving path and foundation 
of embedded system design experts 

Evt 
The event collection that 
fires the movement of 
mobile agent  

It is used to explain at what time the domain 
design expert should participate in the cooperative 
work 

Pri 
Defines the priority of 
agent's movement 

On the condition of multiple domain design 
experts take part in the cooperative work at the 
same time, this item is used to determine the order 

Act 
Defines the operation 
collection of agent's 
movement 

This item defines the allowed operation collection 
when design server starts domain experts to 
participate in cooperative design, or when the 
domain expert's IP address changes 

3.3   Distributed Cooperative Design in DisCoDe 

Based on the definition of ESDA and ESMDA, DisCoDe uses Web services 
technologies to implement the distributed cooperative design for domain design experts. 

Fig. 1 shows the basic framework on how DisCoDe achieves embedded system 
distributed cooperative design. Under this framework, embedded system users, 
application system developers, embedded software developers and hardware system 
designers are allowed to cooperate together. The design server provides virtual 
prototyping environment for embedded system users, so as to support them to have a 
try before the actual products are taped out, and they can bring forward suggestion on 
how to improve them on functionality and performance. Application system 
developers pay main attentions on the interfaces and communication protocols of the 
final embedded system and host system. Embedded software developers resolve the 
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Fig. 1. Framework of distributed cooperative design in DisCoDe 

design problems related to application software, while hardware designers resolve the 
design problems related to hardware design. 

4   Hierarchical Platform-Based Hardware/Software Co-design  

In the DisCoDe method, Hierarchical Platform-Based Design (Hi-PBD) is applied to 
perform hardware/software co-design of embedded systems [10]. Fig. 2 shows the 
overall framework of Hi-PBD method.  

 

Fig. 2. Framework of hierarchical platform-based hardware/software co-design in DisCoDe 

The adoption of Hi-PBD method has following features and advantages: 

1) Virtual components level is inserted between the system modeling level and 
RTL real components level of embedded systems. In this way, the high level 
design process of embedded systems is divided into three design levels: system 
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modeling level, virtual components level and real components level. In 
addition, we define two mapping processes (design planning and virtual-real 
synthesis) to accomplish the design transformation of three design levels. 
Through the definition of three design levels and two design mappings, the 
direct synthesis from system modeling level to RTL real components level of 
embedded systems is avoided. So that the difficulty of direct synthesis and 
increase the possibility of embedded system design is lowered. 

2)  Orienting to the actual requirements of embedded system application, platform 
library is established for the three design levels and two mappings of Hi-PBD 
method, so as to create design templates for reuse. In this way, new embedded 
products are designed based on existing platforms to achieve design reuse, 
which improves the design efficiency and quality. 

3)  A suit of performance description and constraint transmission mechanism for 
embedded system design are constructed to ensure the final design results meet 
the performance requirements. Performance constraint attributes are added into 
the description of three design levels to define the design constraints that the 
embedded systems should satisfy. Then, constraint transmission mechanism is 
embedded into the two design mapping processes, so that the constraints on 
each level can be transmitted downward. 

5   Design Environment and Case Study 

5.1   Distributed Cooperative Design in DisCoDe 

Based on DisCoDe design method, we have implemented a corresponding design 
environment, which includes two main parts: 1) The one supports distributed 
cooperative design for multiple domain experts; 2) The other supports Hierarchical 
Platform-Based hardware/software co-design. 

The distributed cooperative design tool is used mainly to implement distributed  
co-design of embedded systems for experts from different domains. Since different 
experts pay attention to different design aspects, they achieve design optimization of 
embedded systems through cooperative work. These experts design embedded 
systems cooperatively, including virtual prototyping and simulation, application 
system design, embedded software design and embedded hardware design. 

The tool that supports Hierarchical Platform-Based design method is used to 
implement traditional hardware/software cooperative design, including system 
modeling, hardware/software partitioning, and hardware synthesis. In practical usage, 
the distributed cooperative design tool and Hierarchical Platform-Based 
hardware/software design tool are carried out in an overall framework. 

5.2   Application Case Study 

Our DisCoDe method and related design environment have been used on the 
embedded system design of satellite navigating and positioning device. 

During the design process, we defined four types of domain design experts (i.e., 
four types of mobile agents): Satellite navigation and position control expert, wireless 
communication expert, VLSI designer, and product appearance designer. Under a 
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local network, we accomplished the cooperative work of these experts. Through the 
use of cooperative design, we corrected some hidden design troubles that are difficult 
to be found by independent design. 

On the hardware/software co-design part, Hierarchical Platform-Based hardware/ 
software co-design method is applied to perform the embedded system design, design 
efficiency and design quality are improved. 

The final application experiments reveal that, our distributed cooperative design 
method of embedded system and the corresponding design environment improves 
design efficiency and design quality. 

6   Conclusions 

In reply to the problems possessed by existing embedded system cooperative design 
method, we presented a Distributed Cooperative Design method (DisCoDe), and 
developed a corresponding design environment. The DisCoDe method supports 
distributed cooperative design of embedded systems for experts from different 
domains, and also supports traditional hardware/software co-design and design reuse. 
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Abstract. With the provision of knowledge in information exchange and business 
process management, we present an inter-enterprise application integration model. 
The proposed model is based on the technologies of XML, Web services,  
and Workflow. It leverages a 3-tier architecture; so all the public applications  
in enterprises are encapsulated as Web Services. Data exchanges between enter-
prises and interactions amongst those Web services are realized by the SOAP  
protocol. The BPEL4WS (Business Process Execution Language for Web  
Services) is adopted to efficiently organize and integrate the inter-enterprise  
Web Services. Furthermore, the semantic feature of BPEL4WS is extended, and a 
concept called ServiceContainer is presented to describe a number of services 
with the same type of ports and operations such that the model also supports  
service selection and substitution. Finally, we discuss some relevant issues, such 
as the scheduling algorithm for the engine and the security issues for the model. 

1   Introduction 

With the rapid development of the Internet, the demands of information exchange and 
business collaboration amongst different enterprises are growing, and the request of 
solving “information islet” problem is becoming much more urgent. This paper aims 
to implement an inter-enterprise collaboration model to facilitate the basic informa-
tion exchange among import and export enterprises in Fujian Province, China. With 
the knowledge of information exchange and business process management among 
different enterprise’s applications, we present an inter-enterprise application integra-
tion model, which uses a 3-tier architecture based on the technologies of XML, Web 
Services, and Workflow. 

According to the criterion of data exchange, it has been widely accepted that XML 
can be used as the specification for the information transferring among heterogeneous 
platforms [1]. As a new technology based on XML and the Internet, Web services de-
fine a set of interfaces for certain operations, which can be accessed on the Internet via 
SOAP, a standard message transferring protocol [2]. Web services can be described by 
WSDL (Web Service Description Language), which includes all the details needed in 
services interoperability. On the other hand, UDDI (Universal Description, Discovery 
and Integration) protocol supports the publishing, discovering and integrating mecha-
nism for the open Web Services. In other words, the Web services technology, based 
on XML, has become the dominating trend in the field of application integration. 
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In order to realize the integration of inter-enterprise business processes, the process 
management technology has not only evolved from the simple workflow management 
to the BPM Business Process Management , but also it has been combined with 
Web Services technology[3]. The loose coupling characteristic of Web services, mean-
ing that the services are independent of certain applications, facilitates the business 
process to be built and executed dynamically. Thus, the goal of the process integration 
among heterogeneous platforms can be achieved. At the juncture, there are several 
specifications for BPM, such as ebXML (Electronic Business XML) proposed by 
OASIS, WSFL(Web Services Flow Language) by IBM, and BPEL4WS[4] (Business 
Process Execution Language for Web Services) by BEA, IBM and Microsoft. 

2   The Architecture of the Model 

According to the requirements of constructing the basic information exchange infra-
structure for the import and export enterprises in Fujian Province, China, the proposed 
model must have the following features: 

 portable, scalable, and loosely-coupled; 
 designing based on wide-accepted specifications so as to satisfy the requirements 

of comprehensive information exchange; 
 supporting business process management to realize the inter-enterprise business 

collaboration and dynamically business processing; 
 meeting the demand of information security among enterprises, including 

authentication, authorization, data verification and encryption. 

The architecture of this model is shown in Figure 1. The proposed model is com-
posed of three tiers: user access tier, integrated platform tier, and enterprise informa-
tion tier. Each tier’s functionality is briefly described as follows: 

 User access tier: This tier serves applicants for information exchange or special 
business services. It provides an interface for users (applicants) to access the in-
formation exchange platform. Via this interface, users can send SOAP request and 
receive the response message from the platform. 

 Integrated platform tier: This tier is the core of the application integration model. 
It mainly consists of the following modules: message transferring module, data 
management module, process management module, security management module, 
and log management module. All these modules cooperate together to process the 
external SOAP requests. Moreover, there is a UDDI registration center maintained 
in this tier, which is private to each enterprise. All applications to be integrated 
from different enterprises are encapsulated as Web Services, and all the descrip-
tion files (WSDL) of these Web Services must be registered in this UDDI regis-
tration center. Before accessing any of these services, the API and the invoked 
mode of this service need to be searched in the UDDI center.  

 Enterprise information tier: This tier is composed of the integrated business appli-
cations and the business databases. In this tier, the SOAP broker is responsible for 
wrapping/unwrapping SOAP messages, parsing SOAP requests and invoking cer-
tain applications for these requests. According to the business requirements, the 
data exchange interface bi-directionally maps data between relational database 
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and XML format documents. After transformed to XML documents, shared  
data are stored in the XML document shared pool and waiting for being ex-
changed; On the other hand, the received XML information is stored in the XML 
document collected pool, then these documents are imported into business data-
base by data interface module. The Web Services interface encapsulates those  
applications, which are required to be public, as Web Services, and registers them 
in the UDDI center, so that these services can be accessed by other enterprises and 
applications. 

 

Fig. 1. The inter-enterprise application integration model 

3   The Main Process of the Model 

The modules mentioned above are essential parts of the application integration model 
because they cooperate to accomplish the SOAP message processing. The procedure 
of the SOAP message processing is described as follows: 

(a) The message transferring module receives a SOAP request, and sends it to the 
data management module for the corresponding processing; 

(b) The log management module is then activated to record all instances occurred 
during the processing; 
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(c) The message parsing engine listens for the SOAP request, parses it immediately, 
obtains the type of the requested service, and records the information about the 
request, such as the source address, the operation name, parameters and so on; 

(d) The security management module authenticates the credibility of the SOAP 
request and makes sure whether it has authority to access the service or not. If 
the request passes the security authentication and authorization, the following 
steps are executed, otherwise a SOAP-formatted error message is returned, and 
the process is terminated; 

(e) The authenticated SOAP message is verified. The main purpose of the data veri-
fication is to verify the XML data contained in the body of SOAP message and 
examine whether they conform to related XML schema. The messages verified 
are further processed; 

(f) According to the type of the requested service, the corresponding business proc-
ess engine is started; 

(g) If the type corresponds to the information of data exchange, the shared informa-
tion contained in the SOAP message is recorded in the shared database of the 
platform, then according to the mapping rules defined beforehand, XML trans-
forming module transforms the source XML data to the target XML data of the 
corresponding enterprises, finally the transformed XML data are sent to the des-
tination enterprises after being encapsulated by the message wrapping module; 

(h) If the type corresponds to the Web Services of a certain business, the business 
process engine can make certain the execution of sub-Web Services contained in 
the business process. The message transferring module transmits the SOAP mes-
sage to the Web Service and the corresponding applications is activated by the 
SOAP broker. Next, the application processes the message and returns the result 
to the business process engine; 

(i) The message wrapping model encapsulates the result into a SOAP-formatted 
message, which can be identified by the client, and finally return the message to 
the client. 

4   The Main Implementation Techniques  

4.1   Data Exchange 

In this model, the data exchange among enterprises adopts XML as the standard and 
eliminates the difference of data storage in different enterprises. The whole procedure 
can be divided into three stages: data export, platform transform and data import. 

First of all, every enterprise uses the database trigger mechanism to record the in-
formation about the data exchange in the Business Database. Then the data to be ex-
changed is retrieved and transformed into XML format according to data mapping 
configuration files. The XML-formatted data is stored in the XML document shared 
pool and sent to the platform by message brokers.  

On receiving the XML message to be exchanged from enterprises, the information 
exchange platform conducts the necessary authentication and data verification, and 
then stores the shared information into its shared database. Next, according to the 
business logic and schemas registered by enterprises in the platform, the source XML 
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document is transformed into the one that could be accepted and sent to the enterprise 
concerned.  

Finally destination enterprises receive the shared XML information and store it into 
the XML document collected pool. The data import component imports the XML-
formatted data into business database, according to the mapping rules between the 
XML document and the relational database table described in the data mapping con-
figuration files. 

4.2   The Definition of Business Process 

The business process technology used in this model, integrates the Web Services 
technology, which differs itself from the conventional technology. Workflow be-
comes one mechanism to organize and arrange Web Services belonging to different 
enterprises. It is used to manage and build the inter-enterprise business processes, and 
thus the B2B application collaboration and integration can be easily accomplished. In 
this paper, we adopt BPEL4WS (Business Process Execution Language for Web 
Services) as the process definition language. 

The feature of BPEL4WS is to define a new Web Service by composing a set of 
existing services. The interface of the composite service is described as a collection of 
WSDL portTypes, as any other Web service. The composition (also called the proc-
ess) indicates how the service interface fits into the overall execution of the composi-
tion. Figure 2 illustrates the overview of a BPEL4WS process. 

Using BPEL4WS to describe a business process, we can specify the followings: the 
possible execution order for a set of Web Services; the data an business processes 
shared among these Web Services; partners involved in the shared processes; the role 
of these partners; the way for partners to be involved; and the common exception 
handler of the set of Web Services. In order to implement these specifications, 
BPEL4WS introduces several key elements, such as activity, partner, serverLinkType, 
container, correlationSet, faultHandler, compensationHandler and so on.  

The process definition with BPEL4WS is beyond the scope of the paper. Please re-
fer to the reference [4] for the details. 

       BPEL4WS
       Process

      . . .

Receive

Receive

Reply

portType

portType
Web Service

 

Fig. 2. The overview of BPEL4WS process 
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4.3   The Improved Mechanism to Bind and Change Services 

By using BPEL4WS, we can realize the efficient integration of Web Services belong-
ing to different enterprises and obtain inter-enterprise business processes. However, 
BPEL4WS has a drawback of statically binding the existing services. As a result, it 
regards the binding relationship between processes and services as a known condition. 
When a process is deployed and executed, each of its partners is bound to one and 
only one corresponding service according to its “partnerRole” attribute. Only then can 
the service provided by a certain partner be invoked. This static binding and single 
service binding mechanism cannot select or change services and thus,the whole proc-
ess may often fail only due to an invalid service. Therefore it greatly diminishes the 
system’s efficiency. 

To solve the issues brought by the static and single binding mechanism, we put 
forward an improved method, which extends BPEL4WS to select and change ser-
vices. Specifically, we introduce a concept called ServiceContainer, whose data struc-
ture is defined with a tri-tuple as follows: 

ServiceContainer=<ContainerName, portType, operationName(input, output, fault)> 

(1) ContainerName: It is used to identify the name of ServiceContainer; 
(2) PortType: It denotes the type of ports supported by ServiceContainer; 
(3) OperationName: A ServiceContainer can include one or more OperationName. 

It represents the name of the operation implemented by those services with 
equaled semantic contained in ServiceContainer. The three parameters respec-
tively show the input parameters, output parameters and error message of the 
operation.  

In short, a ServiceContainer is a container that contains a number of services with 
the same type of ports and operations. ServiceContainer is a virtual concept. Its inter-
nal structure includes priority and ID of services as shown in Table 1. And the physi-
cal storage structure of ServiceContainer is an XML file as shown in Figure 3. 

Table 1. Internal structure of ServiceContainer 

Priority Service ID 
1 IEE823J0-EC50-44UI-8769-900345IG 
2 J2S23687-45JK-IO25-563P-2356DFF5 
3 …… 

 
After introducing the concept of ServiceContainer, every partner has a correspond-

ing ServiceContainer. Before a certain business process is executed by the process 
engine, every partner searches the UDDI registration center to find out a list of match-
ing services by matching algorithm and forms a ServiceContainer, according to the 
portType and operation described in “serviceLinkType”. The contents of ServiceCon-
tainer are stored in XML format. The services from different providers are ranked in 
order by priority in the ServiceContainer. Then the process engine dynamically se-
lects the services according to these XML files. Once a service contained in the Ser-
viceContainer has been executed, the ServiceContainer is disassembled. Then the 
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Fig. 3. XML description of ServiceContainer 

process engine invokes the first service in the container. If the invocation fails, it 
invokes the second one. If the second invocation also fails, it continues invoking the 
next service until there is one service invoked successfully or there are not any acces-
sible services in the container. If all the invocations fail, the corresponding compensa-
tive process must to be carried out. 

This kind of service binding and substitution mechanism based on ServiceContainer 
overcomes the drawback of BPEL4WS’ static binding mechanism that only supports a 
single and fixed service. That is, when a certain service provider is unavailable, it can 
automatically choose another provider that provides equivalent service. Thus the total 
failure of the business process, caused merely by a certain unavailable service, can be 
avoided and the reliability and robustness of the business process is improved. 

4.4   Scheduling Algorithm of Process Engine 

The process engine facilitates the execution of business process. We focus on the 
improved scheduling algorithm of the process engine to support the integration of  
Web Services technology. The algorithm is described as follows: 

(1) When creating the instance of a process model, determine the starting activity 
of the process, and then map the source information of the process to the  
input of starting activity and execute it. From then on, every finished and  
returned activity must be routed. 

(2) If the ending activity of process is finished, which means that the process  
is completed, then return the execution result. Otherwise continue the steps 
below. 

(3) Find out all control links originated from completed activities. 
(4) Compute the Boolean values of transfer conditions corresponding to those 

control links. 
(5) Deduce the activities that can be started according to the control links with 

true transfer conditions. These activities are called destination activities. 

<?xml version=”1.0” encoding=”utf-8”?> 
     <ServiceContainer Name=”yearCheaking” portType=”yearCherkingPort”> 

    <operation name=”yearChecking”> 
<input message=”checkinfo”/> 
<output message=”checkresult”/> 
<input name=”error message”/> 

   </operation> 
   <services> 

<service priority=”1”> 
     <sid>IEE823J0-EC50-44UI-8769-900345IG</sid> 
</service> 
<service priority=”2”> 
   <sid>J2S23687-45JK-IO25-563P-2356DFF5</sid> 
</service> 

…… 
   </services> 
</ServiceContainer> 
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(6) Mark “enabled” to all nonsynchronous nodes’ activities in the set of destina-
tion activities. 

(7) Compute the synchronous conditions’ values of synchronous nodes, and 
mark “enabled” to those activities with true synchronous conditions in desti-
nation activities. 

(8) Fetch input messages for each enabled activity: 
Confirm the data links for the activity; 
Determine the data used for data mapping through data links; 
Map those data into the input messages of enabled activities; 
Start all activities marked “enabled”. If they are common activities, then 
execute them according to the defined rules. 

(9) If the execution of the activity is an outer web service then: 
Determine the related ServiceContainer; 
Compute the list value of ServiceContainer; 
Choose a proper service provider and bind it; 
Invoke web service. 

(10) Go to step (2) for routing. 

4.5   Security Issues 

All the data exchanges and service accesses in this model are implemented based on 
SOAP messages. SOAP messages can be transferred through the firewall easily by 
means of application layer protocol based on HTTP, thus providing an inter-platform 
messaging mechanism for platform-independent interactions among different sys-
tems. However, on the other hand, the security issues must be taken into account 
because SOAP is also XML-based, meaning that SOAP messages are coded in a for-
mat of plain text instead of binary. 

In this paper, we use a PKI system based on X.509 to manage and verify the pub-
lic, private, and secret keys and certificates in the information security. In the messag-
ing system, engagers use X.509 for identification verification, XML encryption for 
message secrecy, and XML digital signature for message integrity and undeniability 
from the message sender[9]. 

In the following paragraphs, we will describe the information security processing 
procedures by the message sender and the receiver involved in the exchange: 

(1) The information security processing procedure of the sender: 
Create a symmetrical key randomly, encrypt with XML and replace the 
private element that should be hidden in SOAP message; 
Encrypt the secret key just generated with the public key in the certificate 
of the receiver to build the digital envelop;  
Undirectionally hash the SOAP message to generate the fix-length infor-
mation digest; 
Sign the information digest with the secret key of the sender to obtain the 
digital signature; 

 According to the WS-Security specification, write the digital signature, 
digital envelope and sender’s certificate into the header of SOAP, then 
send the safeguarded SOAP message to the receiver.  
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(2) After receiving the SOAP message that asks for service, the receiver decrypts 
correspondingly to verify the authenticity of the message. The procedure is as  
follows: 

 Extract the digital envelope from the message, decrypt it with his/her own 
private key, then get the symmetric key provided by the sender; 

 Extract the digital signature and digital certificate from message, use the 
public key in the sender’s certificate to decrypt the original digital signa-
ture, then get the SOAP information digest; 

 Decode the secret text of the message body with the received symmetric 
secret key, delete the security-related elements in the message, then get the 
plain text of the SOAP message; 

 Do digest algorithm computation on the plain text of the received message 
to get the message digest, and compare with the received digest to verify 
whether the received SOAP message is from the correct sender and has 
not been tampered. 

5   Conclusion 

The model proposed in this paper aims at solving the problem of data exchange,  
information transfer and business collaboration among different platforms and  
enterprises. 

With the Web Services technology, we have established an information exchange 
platform based on XML. We take XML as the information transferring specification, 
apply Web Services to mask the difference on the implementation of heterogeneous 
enterprise application systems, and efficiently combine and dynamically integrate the 
Web Services on the Internet with the service-oriented business process technology. 
Thus we have successfully handled the problem of inter-enterprise application inte-
grations on the layer of process. Now the model has been utilized to construct the 
basic information exchange platform for the import and export enterprises in Fujian 
Province, China, and has shown good performance.  
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Abstract. Large companies are looking for information and communication 
technologies to manage their resources, while they also expect their business 
partners and suppliers to quickly adopt appropriate technologies and business 
strategies. Due to the limitation of SMEs’ financial and technical capability, 
they must change the way they do businesses and improve the way they develop 
products. This paper presents a collaborative application portal (CAP) for 
mould and hard disk drive industry in order to provide an application platform 
for collaborative product design, product data management and e-business ser-
vices. System architecture and pivotal technologies of CAP are explained. Sup-
porting activities which include RFQ, collaborative design process, enterprise 
information system, e-commerce and knowledge management are further illus-
trated. Finally, a collaborative portal of hard disk drive industry in Singapore is 
introduced as a case study. 

1   Introduction 

At the present level of market competition, enterprises have to continually improve 
their product creation, utilize computer and network technologies to construct enter-
prise information systems, and adopt e-commerce to reduce business costs [1]. The 
Internet has the potential to revolutionize the way a small business adapts to new 
markets and commercial opportunities [2]. 

Mould industry is an important support industry that comprises primarily of small 
and medium sized enterprises (SMEs). It can be classified into: (i) tooling and mould 
making; (ii) part production, such as moulding and stamping; (iii) standard compo-
nent and tool supply [3]. The major barriers within typical SMEs are being lack of 
expertise, resource, time and capital, which have induced a need for simple, prag-
matic, integrated yet flexible approaches to manufacturing planning and information 
systems. 

As the product lifecycle for hard disk drive (HDD) gets shorter, and the HDD in-
dustry faces highly competitive global markets, HDD companies are considering the 
power of collaboration, at both intra- and inter- enterprise levels, to gain competitive 
edge in terms of: (1) shortened development process, (2) decreased time-to-market, 
(3) reduced design errors, (4) enhanced communication with suppliers, and (5) sup-
port for multi-site manufacturing. However, current collaboration tools require appro-
priate domain knowledge and intensive customization to cater the needs of the HDD 
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industry. Therefore, it is desirable to provide one-stop design support services via 
both intra- and inter-enterprise collaborations for the hard disk drive industry [4]. 

In order to meet the needs of information systems and e-commerce for the mould 
and hard disk drive industry as mentioned, this paper presents a collaborative applica-
tion portal (CAP) to provide and support collaborative enterprise applications. 

2   Related Work 

The collaborative/integrated product development (CPD/IPD) requires skills from 
designers and experts in multiple disciplines which penetrate the entire lifecycle. For 
SMEs, mature commercial software tools plus integration technologies are their pref-
erable choices [5]. 

NASA Ames Research Center and the Jet Propulsion Laboratory jointly developed 
the Collaborative Information Portal for NASA's Mars Exploration Rover [6]. Mission 
managers, engineers, scientists, and researchers used this internet-based enterprise 
software application to view current staffing and event schedules, download data and 
image files generated by the rovers, send and receive broadcast messages.  

Yang et al. [7] introduced an engineering portal for collaborative product develop-
ment which allows system integration, data sharing, and collaboration among team 
members. This portal has been integrated with the distributed application servers, 
such as product specification server, CAD/CAE server, project management server, 
collaborative visualization workspace, and product data management system.  

Based on E-speak technology from Hewlett-Packard, SpinCircuit portal [8]  
provides a Web-based collaborative semiconductor environment to facilitate B-2-B 
collaboration. Through workflow-oriented collaborative Grid portals [9], different 
research and engineering teams will be able to share knowledge and resources.  

3   System Architecture of Collaborative Application Portal 

For the mould industry or hard disk drive industry, their product development, pro-
duction process and business workflow are very similar, so different companies from 
the same industry can share a vertical collaborative application platform. A collabora-
tive application portal (CAP) integrates the enterprise’s internal information systems 
and product development tools with e-commerce portal. CAP can provide an applica-
tion platform of collaborative product design, product data management (PDM), and 
e-business services for enterprise’s users, customers, partners and suppliers [10] . 

3.1   System Architecture and Platform  

As shown in Figure 1, CAP can provide e-commerce services (such as e-catalogue, 
RFQ, Storefront, Online-discuss), collaborative design, ERP, SCM, CRM, and knowl-
edge base. These application systems can be used by engineers and managers within 
an enterprise, as well as customers, partners, and suppliers during the product 
development process from product specifications to sales. 
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Fig. 1. System architecture of collaborative application portal 

A development platform based on J2EE architecture is adopted by this CAP,  
as shown in Figure 2. The functions of the development platform include the data 
management by database, user management by LDAP directory, workflow engine, 
rule engine, search engine, and other system services.  
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Fig. 2. Development platform of CAP 

3.2   Crucial Technologies of CAP 

The crucial technologies of a collaborative application portal include design model, 
information sharing and exchange, user management, and secure certification. 
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3.2.1   MVC Design Model   
There are several models that can be used to develop Web-based enterprise informa-
tion systems. The MVC (Model-View-Controller) model is more flexible and reus-
able. The View developed by HTML or JSP programming is to display the data of 
input and output. The Model developed by EJB is to process business logic and data 
model. The Controller developed by servlet is to control and connect the View with 
the Model, and it exchanges processing data between them. The MVC design model 
shows that business logic is independent with business data and representation. 

3.2.2   Information Sharing and Exchange 
Information sharing and exchange is very important for a collaboration portal. The 
information of user, enterprise, product, customer, BOM (Bill of Material) and Order 
should be shared between these different application systems across the whole prod-
uct lifecycle. Portal should keep be updated frequently and coherently. XML (Exten-
sible Markup Language) can be used to store, transform and transmit data between 
different application systems so that CAP can be independent of software, including 
different databases, operation systems and application servers.  

3.2.3   Uniform Access Entrance  
Multiple application systems are provided and integrated by CAP. Each application 
system must be provided with users and access control. Uniform entrance is used to 
integrate user role and authorization by access control list (ACL), so that users can log 
into the CAP and access the appropriate application systems.  

3.2.4   Secure Certification 
For secured e-commerce, encryption and electronic signature are needed when infor-
mation is transmitted over a network. The system must ensure that information will 
not be lost, changed, nor denied, and it cannot be filched and tampered. To meet these 
requirements, each party of collaborative application should also apply for the confi-
dent word of public key and private key that is issued by secure certification agent. 
When secure certification of both business parties is completed, the activity of bar-
gaining can be continued.   

The current main encryption techniques are secure electronic transaction (SET) and 
secure sockets layer (SSL). Online bargaining and offline payment model are adopted 
by this platform. 

4   Collaborative Applications for Mould and HDD Industry 

Collaborative applications or services include RFQ, collaborative design, enterprise 
application integration (EAI), e-commerce and knowledge management. Enterprises, 
customers, suppliers and partners can share and exchange information about product 
designs, customer requirements, manufacturing resources, and the entire supply chain. 

4.1   Request for Quotation 

According to the requirement of a customer, a mould or hard disk drive (HDD)  
is designed and manufactured. So RFQ (request for quotation) is important for the 
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customer and the supplier. RFQ of mould or HDD is different from other products. 
The supplier should know the design of a part and detailed process demands of mould 
or HDD. The customer and supplier should discuss several times before the customer 
sends the final order.  

A catalog of suppliers is established according to the type of mould or HDD prod-
ucts. The customer selects appropriate supplier based on the supplier’s information of 
production capability, equipment, quality standard, CAD/CAM software and other 
information.  

The customer can manage the information of registration. He should be allowed to 
create, view, edit or delete his RFQ. On the other hand, the supplier maintains the 
information of his company, products, and quotations.  

4.2   Collaborative Design Process  

More recently, product manufacturers or OEMs request mould or HDD companies to 
get involved in the product design stage. Consequently, mould or HDD companies 
with collaboration capability will increasingly be able to maintain and increase their 
market shares. Over years, the mould and HDD industry has utilized various tech-
nologies for the manufacturing of mould or HDD. There has been substantial reduc-
tion of the lead times by using computer-aided systems, such as CAD/CAM, CAE and 
so on. These systems have provided the mould tooling designer with numerous func-
tionalities that can be directly used to develop the mould tooling from the part design. 
Although these functionalities have greatly simplified the mould manufacturing, the 
activity is primarily on the internal or intra-enterprise process. The entire process 
from the product development stage to the batch manufacturing stage is becoming 
inter-enterprise in nature, crossing enterprise boundaries. 
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Fig. 3. The development process of product 
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As showed in Figure 3, the process starts with the development of a part design as 
specified by customer’s requirements and market’s needs. The detailed product design 
is developed collaboratively with the feedback of mould designer as well as the mould 
specifications. According to the part design, the mould designer constructs the 3D 
assembly model of mould and the design of components. The mould fabrication in-
cludes mould machining, mould assembly, and mould testing processes.  

Using the collaborative design software, customer can view a product in 3D, mock 
up notes and publish his ideas, while the mould designer can check whether the part 
design is suitable for mould design and provide feedback. The mould designer also 
needs to discuss with the process planning engineer and machinist so that the de-
signed mould can meet the requirements of part and be manufactured and assembled.   

The use of an effective PDM system facilitates the design release of product or 
mould, distributes the design data to multiple manufacturing sites, and manages the 
changes of the design in a closed loop fashion. PDM system tracks not only the con-
figuration of the part and the bill of materials, but also the revisions and history of the 
as-designed and as-built conditions [11]. By utilizing collaborative product develop-
ment environments, the quality of product design and mould design can be improved 
and the overall design lead-time dramatically reduced. 

4.3   Enterprise Information System   

ERP and SCM are primary information systems of manufacturing enterprises. ERP 
(enterprise resource planning) is an accounting-oriented system for identifying and 
planning enterprise-wide resources. Enterprise can use ERP system to manage fi-
nance, human resource, logistics, production planning, inventory, sales and so on. 
Many mould or HDD manufacturers do not have any ERP systems, but their custom-
ers use different ERP systems and require mould or HDD manufacturers to exchange 
product and production data. The CAP provider may purchase ERP systems from 
ERP software vendors such as J.D. Edwards, Baan, Oracle Corp., PeopleSoft, and 
SAP [12] and integrate them into the portal, and then provide ERP services to mould 
or HDD manufacturers who cannot afford to install and maintain ERP systems.  

Customers, mould manufacturers, components suppliers, and batch moulding manu-
facturers form the supply chain in the mould industry. Supply chain management 
(SCM) involves supply chain design to material sourcing, from demand planning to 
distribution. SCM enables the tracking of the order status, viewing of standards and 
customized pricing scenarios, checking of inventory levels, tracking of shipping status, 
inquiring of the status of product returns, or reviewing of the order history anytime, 
anywhere. SCM enables mould or HDD companies to quickly determine where and 
when they can obtain a product, and handle the order managements, availability 
checks, and transportation managements.  

As PDM, ERP, SCM systems are independent of each one, but some important data 
including the information of enterprises, customers, suppliers, products, BOMs, engi-
neering changes, and orders should be consistent and synchronized among these ap-
plication systems. The proposed CAP realizes the information integration of RFQ, 
PDM, ERP and SCM by using EAI standards and XML. It enables one point of access 
for basic functionalities such as create, read, update, and delete [13].  
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4.4   E-Commerce  

As international companies adopt the B2B e-commerce extensively in their businesses 
and engineering processes, they expect and request their suppliers and partners to 
share business and engineering information electronically. CAP provides B2B ser-
vices for mould and HDD industry such as business transactions for procurement of 
raw materials, standard components, outsourcing, and equipment. CAP also provides 
other e-commerce services including: 

- Storefront of enterprise that allows suppliers to place and update the profile of 
enterprise with the configurable template, 

- Online catalogue of products, full search capabilities and shopping carts, 
- Order management including order entry, order tracking and order confirma-

tion, and 
- E-offices such as Email, e-calendar, e-leave, e-meeting, e-noticeboard. 

These e-commerce services can help mould and HDD companies to improve the 
efficiency of their businesses and reduce the cost of their business transactions. 

4.5   Knowledge Management 

Mould or HDD industry relies on the experiences and skills of the design, process and 
manufacturing. In order to improve the efficiency and quality of design and manufac-
turing, CAP provides some forms of knowledge management for mould and HDD 
manufacturers as the following:   

- Standard component repository, 
- Online training for mould design, mould process, mould manufacturing, mould 

materials, mould making machines and rapid prototyping, 
- Online help documents of mould and HDD design using CAD software, and 
- Forums, message boards, or discussion boards to enable users to interact and 

communicate with each one under the concept of an online community. 

5   Case Study 

Two collaborative application portals have been developed by Laboratory for Concur-
rent Engineering & Logistics, National University of Singapore and Data Storage 
Institute of Singapore. One portal of mould and die (http://www.diemoldonline.net) 
aims to provide collaboration services for mould companies in Singapore, which 
includes quick quotation, standard component library to facilitate design and pro-
curement, B2B integration, collaborative design and planning.  The management 
activities of design and manufacturing are often carried out on the basis of projects. 
For a mould manufacturing company, a project starts with receiving an order and 
continues with subsequent design, fabrication, assembly, testing and delivery of the 
mould to the customer. The elements of project management include project planning, 
resource scheduling, project budgeting, and project control. 
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Fig. 4. System architecture of HDD design portal 

Figure 4 illustrates the system architecture of another collaborative application 
portal for the hard disk drive industry (http://www.dsemc.com). This portal aims to 
deliver both intra and inter-enterprise services to industrial customers. The inter-
enterprise services include basic and advanced collaboration services. Basic inter-
enterprise services include multi-media conferencing, document management, user 
management, email, and Web hosting. Advanced inter-enterprise services include 
electric consultancy, engineering data exchange, requirement identification, produc-
tion tracking, outsourcing management, engineering visualization, project manage-
ment, team management, and product data management. Intra-enterprise modules 
deliver services such as engineering design, engineering analysis, manufacturing 
scheduling, and production monitoring. The goal of the project is to study portal-
enabling technologies and deliver methodologies or software for the HDD industry to 
facilitate well-integrated collaboration between industry, research community, and 
academia. A case study was first conducted on one specific component (a spindle 
motor) to showcase the solution and system with the purpose to demonstrate to indus-
try with the intention of pilot implementation. 

This CAP for HDD industry is based on Metaphase and Project software of Team-
Center, and adopted epaf and iPlanet software. iPlanet solution not only provides a 
secure, open and extended application development environment, but also supports 
many services such as user management, portal, intelligent communication, Web 
application, and integration. iPlanet solution includes Web server, application server, 
workflow management server, certificate management system, directory server, cal-
endar server, mail server, and e-commerce tools. Also, CAP uses Enovia Portal soft-
ware developed by Dassault Systems for collaborative design. Enovia Portal includes 
Enovia 3d com and DMU (Digital Mock-Up) Navigator. Software of ENOVIA 3d 
com provides users with collaborative capabilities optimizing both team-level and 
cross-functional activities, which are conferencing, e-mail integration, mark-up and 
annotation. ENOVIA 3d com can be used as the enterprise integration framework 
federating access to all product lifecycle related information sources (groupware, 
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PDM, ERP, CRM, SCM, etc.). Customers, suppliers, and engineers can use Enovia 
Portal to access all product development-related information (from office documents 
to Digital Mockup). Users can check project status, carry out engineering reviews, 
and change management related activities.                              

6   Conclusion 

Many mould and hard disk drive companies are getting more and more involved in a 
close collaborative design with their customers from product design to tooling. This 
paper presents a collaborative application portal (CAP) for mould and HDD industry 
to meet the collaboration needs of information systems and e-commerce. CAP can 
provide enterprise application systems (including PDM, ERP, SCM, and collaborative 
product design) to the SMEs of mould and HDD industry as services so that the SMEs 
do not need to purchase, install, and maintain these application systems by them-
selves. CAP also provides an application platform for collaborative product design, 
product data management and e-business services. System architecture, some crucial 
technologies and collaborative activities of CAP are further illustrated. Finally, a 
prototype portal for hard disk drive industry in Singapore is introduced as an imple-
mentation of the proposed approach. 

Our future work will concentrate on the implementation of proposed modules and 
integration of enterprise information systems. The CAP for HDD will be tested and 
applied by several enterprises. It will be improved and refined based on feedbacks 
from industrial partners.  
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Abstract. A research project in Web-enabled collaborative design and 
manufacture has been conducted. The major tasks of the project include the 
development of a Web-enabled environment for collaboration, online 
collaborative CAD/CAM, remote execution of large size programs (RELSP), 
and distributed product design. The tasks and Web/Internet techniques involved 
are presented first, followed by detail description of two approaches developed 
for implementation of the research: (1) a client-server approach for RELSP, 
where the following Internet techniques are utilized: CORBA, Microsoft’s 
Internet information server, Tomcat server, JDBC and ODBC; (2) Web-
Services supported collaborative CAD which enables geographically dispersed 
designers jointly conduct a design task in the way of speaking and seeing each 
other and instantaneously modifying the CAD drawing online. 

1   Introduction 

Collaborative design and manufacture supported by the Web/Internet technologies has 
been attracting researchers’ and industrialists’ great attention. For example, Chan, 
Zhang and Li proposed an agent and CORBA based integration platform for agile 
manufacture [1], Zaremba and Morel investigated the integration and control of 
intelligence in distributed manufacturing [2], Hou, Su and Hull integrated Web-based 
techniques and business strategies into the development of a network supported 
system for supplier selection [3], and so on. Those efforts revealed the increasing 
demands for Web/Internet technologies and the latest development in this area. 

The authors currently involved in two EU-China collaboration projects financially 
supported by the European Commission’s Asia IT&C [4] and Asia-Link [5] 
programmes. Research in Web-enable collaboration is a major task of the two 
projects. The aim of the research is to improve co-operation between China and 
Europe by improving Information Science Interconnectivity in the area of intelligent 
manufacturing. The main activities include: (1) Development of a Web-enabled 
environment for geographically dispersed teams to collaborate over the Internet, (2) 
Research and development into enabling ICT for collaborative design and 
manufacturing and their implementation with the Web-enabled environment, and (3) 
Case studies to apply the methods, procedures and ICT tools developed. 

In the following sections, the major tasks of the research and related Web/Internet 
techniques are presented first, followed by detail description of the application of two 
techniques related to a client-server approach and Web-service for collaborative 
design and manufacture.  
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2   Overview of the Web/Internet Techniques Involved 

This research includes the following major tasks where the Web and Internet 
techniques are heavily involved: 

(a) Web-enabled Environment (WEE) for Collaborative Design and Manufacture. 
In the development of the WEE, it has been considered that the partners are not only 
dispersed geographically but may also work with different platforms, operating 
systems, protocols and languages. As a large heterogeneous platform for collaboration 
and integration over the Internet, the WEE has the following features: scalability, 
openness, heterogeneity, resources accessibility and inter-operation, legacy codes 
reusability and artificial intelligence [6]. 

(b) Online collaborative computer aided design. Current development in this area 
includes two aspects: (1) Internet-driven collaborative design with 3D feature 
modeling including form feature, parameterized form feature and parameter list of the 
form features [7], and (2) Web-service supported online collaborative computer aided 
design which is further detailed in Section 4 below.  

(c) Web-enable collaborative computer aided manufacture. This includes predict-
tion and simulation of manufacturing processes and production planning both during 
the conceptual design when design data are incomplete and during the later stages 
when the design has matured after several design iterations. The Web-based computer 
aided process planning and a remote monitoring system are both considered. The 
approach developed is illustrated with a case study of manufacturing mechanical 
components using Parallel Kinematics Machine [8]. 

(d) Effective remote-execution of large size programs. In order to achieve best 
product design and lowest production costs, some large-sized ICT tools and programs, 
such as design optimisation and finite element analysis software, are often used in the 
design phase of product development. They are time-consuming in computation and 
may not be valid to download due to some reasons such as copyright, large size of the 
software and the limited network bandwidth. Two approaches have been developed to 
remotely execute such software in an effective way: (1) a CGI (common gateway 
interface) approach [9], and (2) a client-server approach where the Internet techniques 
involved include CORBA, Mirosoft’s Internet Information Server, Tomcat (a Servlet-
enabled server), JDBC (JAVA database connectivity) and ODBC (open database 
connectivity), which is presented in Section 3 below. 

(e) Web-enabled distributed product design. This includes dynamic databases, 
product data management (PDM) and knowledge based engineering (KBE). Within 
the system, users interact with the server through the Middleware. This server 
includes a JAVA application which interacts with the dynamic database and the PDM 
system. The dynamic databases contain all the necessary knowledge for product 
design such as design rules and process parameters. The basic PDM features are 
implemented in a program that resides in the Server. This program is therefore the 
connection between CAD and CAM users, as well as the KBE and dynamic database 
for which it gives writing permissions, etc. The KBE modules are for specific part 
families and production processes. Current progress in this area is reported in [10]. 
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3   A Client-Sever Approach for Remote Execution of a Large Size 
Program 

3.1   Structure of the System 

In engineering practice, there are numbers of large computing programs used in 
variety applications such as optimisation, analysis, design, drafting, etc. Most of them 
are stand-alone packages, written in conventional programming languages such as 
C++ or Fortran, and thus are not Web-enabled.  Such an application normally consists 
of three parts: 

- a graphical user interface (GUI); 
- a main computing program; and 
- data files or databases. 

In order to make the applications executable over the Internet, the following are 
required: 

- The user can easily access the application through an Internet explorer, 
regardless the platform type of the user machine. 

- The user can easily input data, monitor the executing process, and receive 
resultant data in a demanding way.  

- Without impaction on program execution in case of the interruption of Internet. 
- Multiple users’ complementation and authentication.  

To meet the above requirements, a client/server system has been developed in Java 
and HTTP by the authors. The structure of the system is shown in Figure 1.  

 
Fig. 1. The system structure 
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explorer in the way of plugging-in, the application program located at the Server side. 
The user interface is written in HTML. The user can input data, monitor the process 
of the execution, and retrieve resultant data through the interface. During the 
execution, the application program reads input data from and writes resultant data to 
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database files through ODBC. The Server is a combination of Mirosoft’s Internet 
Information Server (IIS) and Tomcat (a Servlet-enabled server), where the advantages 
of both types of servers are best utilised while their limitations are avoided.  

3.2   Configuration of the IIS and Tomcat 

In order to apply Servlets in this system, a Servlet-enabled server must be set up. 
There are a number of Servlet-enabled servers available nowadays, such as Tomcat, 
JRun, Java Web Server, etc. Tomcat is a worldwide-used Web server built on the Java 
platform for JSP/Servlets, so it is selected as the Servlets engine in this system.  

Compared to Tomcat, Microsoft's Internet Information Server (IIS), which runs on 
the Windows Server family, has following merits: faster delivery of Web contents and 
better setting up of SSL (Secure Sockets Layer), giving better control over processor 
usage and bandwidth usage for Web site, and easier to be operated and maintained in 
a Windows environment.  

Even though IIS has better performance than Tomcat in far more aspects than those 
listed above, it has a fatal limitation that it is not a Servlet-enabled Web server. To 
implement Servlets in the system, a good solution is the integration of both IIS and 
Tomcat. Because no applications can start a server on the same port, IIS and Tomcat 
must operate on different ports. By default, IIS uses port 80, which is the default 
HTTP port, so port number 80 is unnecessary in the URL. Tomcat runs on port 8080, 
which means that whenever a Servlet application is referred, port 8080 has to be in 
the URL. This is not a good software design because it involves some hard coding of 
addresses and any change leads to modification in source files. When multiple portals 
and applications run on the server and to integrate all of them in one Web site, hard 
coding becomes a big issue. 

To overcome the hard coding problems, a better solution is to configure IIS and 
Tomcat working together by utilising the JspISAPI as the bridge between them. All 
Web requests are sent to IIS through default HTTP port 80. If there is a request for 
Servlet or a JSP application, then IIS uses the JspISAPI filter to redirect the Servlet or 
JSP requests to Tomcat. In this way, for those Servlet or JSP requests, no hard coding 
of port number is needed. Tomcat serves only for Servlet and JSP requests, while the 
IIS server is responsible for all other requests. The configuration of IIS and Tomcat is 
illustrated in Figure 2. 

Benefits of this configuration are listed below: 

- It is not needed to specify 8080 in Web request URL, which helps to improve 
the software design.  

- IIS delivers static contents fast, thus saving processor usage for other Web sites 
and processes.  

- The bandwidth and process of Web sites is controllable.  
- It makes Tomcat transparent to the user, even if the port 8080 for Tomcat is 

blocked by firewall. 
- Configuration of SSL can be easily done on IIS. There is no need to do any 

changes on Tomcat.  
- IIS, by default, offers HTTP Keep Alives, improving the performance.  
- IIS also offers HTTP Compression and various modes of caching and content 

expiration. 
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3.3   Implementation of Databases 

Database structure. The system developed has been successfully applied for gear 
design optimisation [11], where the application program is of genetic algorithms 
written in C++. Figure 3 shows the structure of a database, called gear_spurhelixd, 
used for the application program of gear design optimization. Three tables are 
included in the database, two of which are used for input data, and the other is for 
resultant data.  All the three tables are logically linked by an ID field used to record 
user’s ID number, which is the primary key in the tables. 

 

Fig. 3. Structure of a gear design optimisation database 

IIS Server 

Requests 

Servlets/JSP 
Requests 

Tomcat  Server 

JspISAPI 

Client

Web site 

Fig. 2. Configuring IIS and Tomcat Server 
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JDBC-ODBC bridge. ODBC is an API defined by Microsoft. Prior to Sun's 
development of the Java JDBC API, ODBC was the most widely used programming 
interface for accessing relational databases. It offers the ability to connect with 
virtually all databases and platforms. But ODBC uses a C interface, which is not 
directly in the Java servlet program. A literal translation of the ODBC C-based API 
into a Java API would not be feasible due to the extensive use of pointers. ODBC can 
be used from within the Java platform, which is best done with the help of the JDBC 
API in the form of the JDBC-ODBC Bridge. The JDBC-ODBC Bridge is itself a 
JDBC driver defined in the class sun.jdbc.odbc.JdbcOdbcDriver. The Bridge defines 
the JDBC sub-protocol ODBC. In this application, it is used to connect with 
Microsoft Access.  
 
Data flow. In this configuration, the user machine is the client, and the machine 
hosting the data source is the server. The network can be an intranet or the Internet. In 
the three-tier model shown in Figure 1, commands are sent to the "middle tier” of 
services, e.g. serlvet tier, which then sends the commands to the data source. The data 
source processes the commands and sends the results back to the middle tier, which 
then sends them to the user. The three-tier model offers greater control over the kinds 
of updates that can be made, and it simplifies the deployment of applications. 
Setting up Microsoft Access under Windows. The server machine has already been 
installed with Microsoft Access, so it needs to follow a few setup steps to 
communicate through the JDBC-ODBC bridge, and then connection to the gear 
design database can be established.  

4   Web-Service Supported Online Collaborative CAD 

4.1   Main Structure of the Approach 

In this system, the technology of Web Services plays a key role of connecting an 
individual site, where the CAD package is located and related services are available to 
the Internet, with multimedia functions of audio/video and message board. In this 
research, the popular CAD package, AutoCAD is utilized. The JNI (JAVA Native 
Interface) carries out the tasks of dynamic data processing and links with the 
AutoCAD and Web Services. The designer operates the AutoCAD to produce 
drawings and makes changes which are instantaneously sent, with the aid of JNI and 
Web Service, to the collaborative designers located in different sites. With the 
multimedia functions, the designers can communicate online in the ways of speaking, 
writing messages on the board, and seeing each other on the screen during the 
collaborative design process. 

As shown in Figure 4, in order to load a CAD model as a Web service, the provider 
of the CAD model generates a describing file in WSDL (Web Service Description 
Language) format first and then registers the service with the WSDL file to the 
service registration server. 

The WSDL file contains all the information of the service including the location of 
the service. In a normal situation, when a client requests a service, the client, i.e., the 
requester of the service may do not know where the service is, so he/she searches the 
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Fig. 4. Operation procedure of the Web supported online CAD 

registry server, if it is found, the registry server sends the requester the WSDL file. 
With the information provided in the WSDL file, the client (requester) can find the 
service. Then the service provider, which is in charge of service allocation, would 
produce an instance of the service for the request; also, the provider can produce more 
instances if there are more requests. As shown in Figure 2, when designer B make a 
change in his AutoCAD drawing, this change would activate outer DLL (Dynamic 
Linked Library) programme and then invoke a Java interface, which would describe 
the request as SOAP message. After that, the message would be transferred to 
designer A who has provided the service, after that, the SOAP message would be 
analyzed by designer A’s system and the AutoCAD would do what is requested, to do 
the same change in its panel.   

4.2   System Modules  

The system consists of three modules: request module, middleware module and 
response module. 

 
Request module. This module enables the clients to find and to get the web service 
via Internet. Taking gear design as an example, the fist step for the gear designer is to 
draw a circle in the AutoCAD in his local computer; after this is completed, the 
drawing is sent as a request to another computer (the Server), the system then calls the 
Java function outside AutoCAD via the C++ program to complete the request. 

 
Middleware module. This module provides functions for the provider to register 
their service, which is not to operate the service, but provides the service’s location 
and the detail information including methods provided by the service. 
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In this module, the service providers register their services to the service registry so 
that the information about the services can be found by requesters via the Internet.  
Then the service registry directs the service requester to find the right location of the 
service. After that, the service requester and service provider are bind to each other 
and ready to correspond each other.  

A Java program has been developed containing several parameters including the 
location of the service registry. The parameters captured by the program are packed in 
XML format first and then transferred to SOAP message so that the service provider 
can receive and analyze it. 

 

Response module. This module is located in the Server. It provides functions for the 
Service provider to response and to react when the requester asks for the web service. 
When the parameters have been captured from the service, they would be used by the 
ActiveX automation and if all the procedure goes successfully, the response module 
would return a signal to inform that the mission is completed.  

Note that when the connection is established between two computers, each side can 
act as either a client or a server. For the case shown in Figure 4, in one action, when 
designer A makes a change in the CAD drawing, the system sends request including 
the change information to computer B, then computer B is considered as a server and 
computer A is a client in this process, after that when designer B makes a change, the 
request module is invoked and designer B is considered to be a client, and computer 
A becomes the server.  

4.3   A Case Study 

A case study has been conducted to illustrate the system developed. It includes three 
computers with PIV 2G processors located at three sites and linked to the Internet. 
 

 

Fig. 5. An example of online collaborative CAD 
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Each of them is installed with AutoCAD version 2004, Axis, Tomcat 5.0, and Object 
ARX package. Each computer is also equipped with video and audio facilities 
including a video camera and a microphone.  

The task of the collaborative CAD conducted in this case study is to modify a shaft 
design online amongst three geographical dispersed designers. When the designers get 
onto the system, they can see each other from the right side panel on their own 
computers (Figure 5) and can speak online as well. Each of them can modify the 
drawing online and any change of the drawing made is simultaneously displayed on 
the three computers, for further details see [12]. 

5   Concluding Remarks 

The research in Web-enable collaborative design and manufacture has been conducted 
and reported in this paper. The major tasks, where the Web/Internet techniques are 
heavily involved, include a Web-enable environment for collaboration, online 
collaborative CAD/CAM, remote execution of large size programs, and distributed 
product design.  

The client-server approach developed in this research provides an important 
solution for remote execution of large-size programs without downloading the 
program. The combination of IIS and Tomcat provides a powerful combined server, 
which utilizes the advantages of the two types Servers. The integration of JDBC and 
ODBC makes the databases work in an effective way.  

The Web-Services supported collaborative CAD enables geographically dispersed 
designers jointly conduct a design task in the way of speaking and seeing each other 
and instantaneously modifying the CAD drawing online. Currently AutoCAD has 
been utilised in the system. As a further development, deferent CAD packages such as 
ProEngineer and Solid Works will be considered, so that online collaboration across 
different CAD environments can be achieved.  
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Abstract. The goal of virtual prototyping is to decrease the time and costs in 
product development and to increase quality and flexibility by providing 
continuous computer support for the development cycle. This paper investigates 
and summarizes the existing efforts on collaborative virtual prototyping and digit 
product modeling. To overcome the weaknesses in the existing work, this study 
introduces a theory of directed acyclic graph (DAG) and gives definitions to the 
related concepts, and then provides a modeling method of virtual prototyping 
based on DAG. In particular, the concepts about this method, such as scene, entity, 
scene graph, linear scene graph, nonlinear scene graph, are explicitly defined. 
Following these definitions, the principle and method with regards to building the 
virtual prototyping for collaborative design are explained through an example. In 
the end, the paper concludes with the features of the modeling method of virtual 
prototyping based on DAG. This method benefits that 3D objects from different 
applications can be joined into one shared scene that can be viewed, manipulated 
in independent or shared camera positions by different users, thus facilitating 
collaborative virtual prototyping for remote distributed design.  

1   Introduction 

Currently, most of the studies on collaborative product designs have focused on 
conventional communication media like systems of audio and video teleconferencing, 
telephoning, and electronic mail. Although these media are valuable components of 
distributed collaboration, these studies do not critically address the important facility of 
enabling each participant to simultaneously create, modify, annotate and view a shared 
3D product model – virtual prototyping model with other members of the design team. In 
fact, distributed design frequently degenerates into co-located design when all team 
members travel to the same location in order to capture features that are not readily 
expressed with the traditional communication media. On the other hand, the assembly 
performance and function of the product jointly designed by the teams will be finally 
tested and evaluated with virtual product model. However, because each CAD system has 
its own features and the end product is often used by stationary customers or companies 
[1], team members may work with different CAD tools (in heterogeneous CAD 
environment), which bring forth a problem of incompatibility and non-interactivity of 
virtual prototyping model in the collaborative design process.  
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Virtual prototyping involving geographically distributed participants requires not 
only tools that support a range of 3D model interactions but also techniques for building 
up the digit product model based on remote group.  

Therefore, this paper starts by providing an approach of constructing a unified 
virtual prototyping model for team members to share and operate in collaborative 
product design under heterogeneous CAD environment, a model based on directed 
acyclic graph (DAG) that adopts neutral graphic format as interface connected with 
CAD systems. In the next section, it briefs about related researches in this area. Section 
3 defines directed acyclic graph (DAG) and describes its features, and then gives the 
primary concepts of components of virtual prototyping model based on DAG for 
collaborative product design. Section 4 presents the principles of constructing scene 
graph mock-up based on DAG. Section 5 concludes the paper.  

2   Related Researches 

2.1   Collaborative Virtual Prototyping 

Virtual prototyping enables designers to test and improve their designs. Its process is 
the same as in using physical mock-ups, but virtual prototyping is more efficient. The 
importance of virtual prototyping in collaborative product design has been widely 
recognized by industrial companies and organizations. For instance, the VELA project 
supported by the Defence Advanced Research Project Agency in June 1997 was a proof 
of concept for a globally distributed design of multimedia processor chips [2]. 
Rolls-Royce used the ISS VR Demonstrator to make an assessment on how easy it 
would be to build an engine and maintain it [3]. Boeing used its high-performance 
engineering visualization system during the design of Boeing 777 [4]. For satellite 
designers to create, manipulate, and study their models using digital mock-ups, the 
French Space Agency (CNES) and CS-SI jointly launched the PROVIS [5,6] research 
project in 1995. These efforts show the interest of interactive collaborative virtual 
prototyping for distributed product designs [7,8]. But various kinds of virtual 
prototyping tools developed in the large engineering projects are all special ones 
attempting to overcome problems in present CAD systems’ interactivity and concurrent 
design limitations [7,8].   

Like in other directions, research and development efforts for building virtual 
prototyping systems have started independently from the need of a specific project, and 
integrated existing tools to provide virtual prototyping capabilities to existing CAD 
systems [9], such as PTC Pro/Fly-Through, Mechanical Dynamics’ ADAMS, and EDS 
Unigraphics Modeling module, providing real-time visualization capabilities for 
engineering designs. However, there are limitations concerning accurate and fast 3D 
operations and collaborative capabilities in those systems.  

In order to solve the problems mentioned above, we endeavor to build a 
collaborative-shared workspace of virtual prototyping with an interface using neutral 
graphic format for distributed design in heterogeneous CAD environment and to 
provide a modeling approach for virtual prototyping on the basis of DAG.  
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2.2   A Product Model  

In the late 70’s, researchers began to study on the assembly model of a product. Over 
the past decades, they have provided various kinds of assembly models, which can be 
classified into three categories: the relation model, the hierarchy model and the mix 
model. 

2.2.1   The Relation Model  
The relation model [10] can be expressed with undirected graph (see Figure 1). Its 
nodes denote parts of a product. Its edges express an assembly relation. This model can 
be easily created by computers and managed in the assembly process planning. Its 
disadvantage is that it cannot measure up with the real structure of a product and the 
human thinking habit because of generally representing product information in the only 
one hierarchy. In addition, the following assembly plan can be difficult if the model 
consists of more parts.  

  

Fig. 1. Relation model Fig. 2. Hierarchical model 

2.2.2   The Hierarchical Model  
The hierarchical model [11,12] is a tree structure with sub-assemblies composed of 
different parts, as shown in Figure 2. It just fits with human thinking habit, and can 
represent design intent and product structure. By means of incorporating the 
sub-assemblies or parts, the numbers of elements at the same hierarchy can be reduced 
and the complexity of assembly analysis can be also minimized. But there is a lack of 
obvious assembly relation. The sub-assembly in the model cannot be partitioned 
uniquely.  

2.2.3   The Mix Model  
In commercial CAD systems, however, the mix model [13,14] incorporating the two 
models mentioned above is always used. This model can be presented as a 
sub-assembly tree. The relation model is adopted between sibling nodes of the same 
parents.  

Zeng et al. [14] proposed an improved model based on the mix model to meet the 
demand of free restructuring of the assembly model, which is divided into two views: one 
is an assembly structure tree to describe the hierarchical structure of the assembly and the 
other is a relation model to record all assembly relation between the parts, (see Figure 3).  
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As mentioned above, the problems of computer-aid assembly automation have been 
mostly solved by the three models, but the active role of human manipulation in 
product design is ignored. Therefore, there are weaknesses when these models are 
depicted into virtual prototyping: 

1) The role of intelligent decision-making of human in product assembly is lost. 
Virtually, physical product assembly is a process of inexact intelligent reasoning 
of human, in which qualitative reasoning is important for decision-making, such 
as deciding movement trace of part assembly by seeing and feeling of sense 
organ. But this task is time consuming for planning by computer.  

2) The models mentioned above describe only topological relation of product 
assembly and cannot give their spatial positions and directions between 
assemblies. However, in the process of physical product assembly it has 
simultaneously included the spatial and topological relation.  

3) Because the models cannot unify the representations of spatial and topological 
relation between assemblies, it is very difficult to operate real time and locally 
move parts in the models. The real time simulation of the product assembly 
cannot be supported.  

4) Although the hierarchical model and the relation model can be combined to 
overcome their respective weaknesses, their data structure is too complex when 
the independent constraint library is created (as Figure 3), so that the search time 
increases. Furthermore, the form of the data structure is reticulated, and adding 
and deleting data dynamically is not easy.  

 
 

Fig. 3. Mix model Fig. 4. An example of DAG 

3   Directed Acyclic Graph – DAG  

3.1   The Definition of Directed Acyclic Graph  

Definition 1: A directed graph D is defined as an ordered pair D=<V, E> , where [15] 
1) V is a finite and nonempty set in which the elements are called vertices;
2) E is a subset of Cartesian product V×V, where E ⊆ {u  v | u, v V, u v} in 
which the elements are called arcs or directed edges.  
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Definition 2: In the graph D, if there exists an arbitrary ordering v1, v2, ……, vd of the 
vertices which is consistent with the graph D, that is, vi  vj E implies i < j, then the 
graph D is called a directed acyclic graph(DAG). By the definition, it is clear that the 
DAG doesn’t contain any cycle, that is a path of the form v  ……  v, ( see Figure 4). 

Definition 3: Let u  v (u, v V) be a directed edge in DAG. The vertex u is called a 
parent of v, and v is a child of u. If there is u  vi (u, vi V i=1, 2, 3, ……, n) vi are 
called siblings each other and if exists an ordering v1, v2, ……, vi 1, vi of the vertices 
v1, v2, ……, vi 1 are called the predecessors of vi.  

3.2   The Features of the DAG 

1) Due to the characteristics of the graph in the DAG, relation u  v E (u  v) can 
be set up with two arbitrary vertices u, v V. In other words, for arbitrary vertex 
vj V, both a direct relation with v1  vj E and a indirect relation with a path 
of v1  ……  vj-1  vj E can be set up( see Figure 5). Therefore, DAG can 
randomly set up the relations between objects.  

 

Fig. 5. The directed and undirected relation of v1 and vj 

2) For the two arbitrary vertices u, v V u  v , edge u  v is unequal to edge 
v  u with respect to directivity of DAG, where if there exists relation u  v 
the u is a parent of v and the v is a child. This property of the DAG shows a 
stable filiation between u and v. So when representing a body with this 
hierarchical relation, the sequence and hypotaxis of its internal objects are clear. 
The representation in a body avails to the aggregation and separation of objects 
in it and to the whole analysis and the local operation, too.  

3) For arbitrary vertices, ordering v1, v2, ……, vd, and vi  vj E, we all have i < j 
with respect to non-cycle of DAG. According to the property of DAG, any path 
u  ……  v(u, ……, v V) doesn’t exist directed cycle u  ……  v u. 
Therefore, the predecessor’s relation cannot turn back. With the feature,  
the constraint relation between objects of a body cannot be recursively 
depended on.  

4) The characteristics of filiation and sibling of DAG make every vertex both to be 
connected and to be relatively independent. It is suitable for objects to be 
assembled and disassembled level-by-level. In addition, because of non-cycle 
of DAG, the searching direction to vertices is definite and the efficiency of 
travel over the DAG is higher. Tracing to predecessors and seeking children 
from a vertex is very easy, flexible and efficient. 
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4   Virtual Prototyping Representation Model Based on DAG for 
Collaborative Design 

Like physical prototyping does, the aim of virtual prototyping in collaborative design 
must truly describe the assembly and movement process of 3D objects. In other words, 
it involves a process simulation with computer for different design teams. This 
simulation should be able to realistically imitate the process of assembly, disassembly 
and movement of 3D objects. Therefore, the simulation should be able to provide the 
several characteristics, including real time, visualization, controllability and 
collaboration. These characteristics determine that virtual prototyping should not be a 
problem of ordinary computer-aided assembly planning. To realize this final objective, 
we should consider the representation of a digital model of virtual prototyping as a 
whole. According to the analyses on, this paper provides a dynamical representation 
model of virtual prototyping based on DAG for collaborative product design. 

4.1   The Unified 3D Part Model Interface 

In collaborative product design, each design group may use different CAD tools. When 
there is a need to negotiate a design issue or test and assess the performance of a 
product in their development, remote design teams can meet together to discuss it 
through communication tools and the Internet. So it needs a shared space in which the 
participants can assembly and test 3D parts jointly designed. However, the 3D parts 
could be designed by different CAD tools with different 3D data standards. If the 3D 
parts are operated simultaneously in a shared environment, they must use only one 3D 
data format. For this purpose, this paper proposes to use a neutral data format in the 
shared space such as IGES, STEP or user-defined format and convert the 3D part data 
with a unified 3D part model interface. In the paper, a user-defined format is adopted as 
a 3D data format of virtual prototyping model, which consists of triangular facets. The 
triangular facet model has the advantage that participants of the design teams can easily 
interact and operate with it in the shared space. Moreover, every CAD tool can 
generally convert its 3D part model into the triangular facet model.  

4.2   The Scene and Entity 

Definition 4: Scene is a role management and visualization space like a “stage” in a 
virtual prototyping system on which it plays all sorts of roles, consisting of the entity 
objects with geometrical elements to be displayed, the world coordinate system to 
position the entities and the lighting objects.  

Definition 5: Entity is a graphic object to be displayed, consisting of geometrical 
elements and their status on the scene. As a high level encapsulation for graphic object 
on the scene, it can be used to represent a product, such as a car, a motor, and to 
represent a part, such as a piston, a link or anything else.  

According to the above definition, the scene is referred to as a stage to show a 
product and the entity is referred to as a high level frame to represent a product. By  
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Fig. 6. The model of entity management with GAG on the scene 

managing the entities, we can create, render and show a product while simulating 
virtual prototyping. The entities are managed with DAG by the scene (see Figure 6). 

The world coordinate system on a scene is a parent node or root node. The entities 
are child nodes or leaf nodes when an entity is considered as a whole. This model has 
the following advantages:  

1) The function of dynamic adding and deleting entity can be realized by object list 
management.  

2) Rendering operation to entity is easy and convenient by directly traveling entity 
object-list. 

3) As an independent object, the entity can represent both a complex product 
consisted of many parts and a single part (see Figure 7). Furthermore, because 
multi-entity can coexist on one scene, it is easy to realize human-product 
interaction by picking up an entity with the mouse.   

 

 

Fig. 7. An example of a product and parts representing with entity 

4.3   The Scene Graph 

The entity is a high level encapsulation. To detail the entity object in-depth, we also adopt 
the DAG (called scene graph) to represent the geometry of parts in the entity object. 
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Definition 6: Scene graph is a data structure of a graphic object and its status property, 
which is represented with DAG. It is described as follows: 

SG=( G, E, M ), where, 
- G is a geometrical model node; 
- E is a directed edge to represent the hierarchical constraint relation from parent to 

child and 
- M is a local transform node. 

Definition 7: In the scene graph, the geometrical model node to be simultaneously 
directed with transform nodes from two paths is called nonlinear node, or otherwise, 
linear node. The scene graph with nonlinear node is called a nonlinear scene graph, or 
otherwise, called linear scene graph.  

The data model about geometrical model and constraint relation generated according to 
the definition is invoked by a root node. A root node data pointer is saved into scene 
graph pointer variable in the entity data structure. In this way, a product model can be 
associated with the entity frame. When needing to render scene, we can pick up the data 
according to the scene graph pointer variable from it.  

 

 

Fig. 8. An example of a product assembling 

4.    The Principles of the Scene Graph Data Model Based on DAG 

Here we investigate an example. Figure 8 is the assembly example of a simplified 
product. By conventional assembly method in the virtual space, the edge in a graph is 
described as the constraint relation and the part position in the space is decided by only 
human-machine interaction with “mate”, “co-axial”, “offset”. In this way, once the part 
is assembled upon, it is always fixed, and real time assembly and movement simulation 
could not be realized. However, the assembly procedure of physical product is in fact 
that the part in the physical space is constantly moved by degrees close to the assembly 
point and finally positioned on. If the procedure is processed by computer, the part 
model will be constantly transformed to the assembly point in the virtual space until it 
is accurately positioned on.  

Therefore, each part G to be assembled will be associated with its transform matrix 
M in the world coordinate system. The movement status of the part G wholly depends 

4
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on the value of M. In other words, if the value of M is given, the status of the Part G 
should be determined. And if the value of M is constantly changed, the status of the  
Part G can be constantly changed, where the movement status of the Part G is M*G. 
Hence, this method used to simulate the physical assembly procedure fits well the ideal 
physical assembly. On the other hand, product assembly is similar to putting up 
building blocks. The parts are put up layer-by-layer and assembled into a product. The 
relatively stable position relation built among the parts could not be changed even 
though the position of a product assembly is changed in the world coordinate system. 
Furthermore, the movement of mechanism of a product is also a relative motion. It does 
not depend on the absolute position of a product in the world coordinate system. This 
tells us that a relative transform matrix M among the parts should be taken and the M is 
not an absolute transform matrix relative to the world coordinate system. Through the 
above-mentioned analysis on the transform constraint relation, the example of Figure 8 
can be described into the structure as shown in Figure 9.  

From Figure 9, we can see that the model coordinates of Part A as a base accords with 
the world coordinates. Part B under action of local transform MA1 relative to Part A is 
positioned to its correct assembly pointer on part A by MA1*GB. Also, Part C under action 
of local transform MB1 relative to Part B is positioned to its correct assembly pointer on 
Part B by MB1*GC, and so do other parts. Furthermore, in order to let Part C move on 
 

 

Fig. 9. Relative coordinate transform between parts for a product 

 

Fig. 10. A product model representing with the scene graph 
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relative to Part B, we only need to change the value of the transform MB1 and compute 
MB1*GC. In the same way, we can realize the movement of Part B relative to Part A. 

However, the change of the relative transform matrix will not affect the status of the 
assembly below it or dissociated from the assembly below it. It is very easy to locally 
operate the parts and simulate the relative movement of the parts. This accords with 
human thinking habit and is really what we want. Therefore, we can describe the 
assembly structure mentioned above with DAG and realize the dynamic scene graph 
model for generating a digital product (see Figure 10). 

5   Conclusion  

Through the above analyses, we can conclude that the scene graph based on DAG to 
represent a product model has the following features:  

1) The scene graph model based on DAG which describes geometric constraint 
relation as a node can simplify its data structure and saves time for processing 
data. In the product model based on graph such as the relation model, the 
hierarchical model and the mix model, the traditional method is that a node is only 
described as a geometric model and an edge is only a geometric constraint 
relation. But generally, because the geometric constraints among parts imply both 
the topological structure and the assembly position relation between parts, one 
edge cannot express two meanings. So it needs to build the constraint library to 
express the position relation between the parts as shown in Figure 3, and then, this 
data structure is too complicated, making dynamic adding and deleting the node 
difficult. If we use the scene graph based on DAG to represent a product model, 
these problems could be solved.  

2) Due to the directing property between nodes, the model hierarchy is very clear and 
accords with human thinking model. The scene graph is based on DAG. 
According to the definition, DAG has both the properties of tree and graph, 
therefore, it has advantages of both the hierarchical model and the relation model. 

3) The capacity to describe the complex product model with nonlinear node is 
strong. The directing property of DAG improves the representation of the linear 
structure of one parent and multi-child. But there is often a complex instance, that 
is, which particular part is associated with the several assemblies or parts below it. 
So this mentioned part needs to be described with nonlinear node in the scene 
graph and to build a relation for its multi-parent and itself - the child. The 
presentation to closed mechanism of a product is made easy.  

4) A linear node has the feature of independent movement and is suitable for relative 
rotating or translating simulation for the assembly and the part. A nonlinear node 
has a feature of associated movement and is suitable for movement simulation for 
mechanism of a product. 

5) In the scene graph, a node can be added or deleted and the product model with the 
scene graph is a dynamic structure, in which the parts can be dynamically 
assembled or disassembled. At the same time, the information of node in the scene 
graph is independent and inheritable, which benefits the realization with 
object-oriented programming and cooperative interaction among participants of 
design teams.  
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Abstract. Few contest that Computer Supported Cooperative Work has  
contributed to a significant improvement in productivity and effectiveness of 
collaboration. During recent years, pervasive computing has imposed another 
imperative requirement on collaboration systems. That is, remote participants 
with heterogeneous computing environments should be able to join seamlessly 
in the collaboration process and the collaboration process itself should be able 
to satisfy the needs of different computing environments as well be able to 
adapt to the changes among different environments.  In order to satisfy this new 
requirement and embed collaboration workflow rules into automated process, 
we have presented a generic framework, EkSarva, which incorporates context-
awareness and workflow-centric into the collaborative sessions. In essence, we 
believe CSCW should be a design-oriented research. 

1   Introduction 

Nowadays distributed collaboration has become pervasive and it has helped in shaping a 
global digital society. Computer-supported cooperative work (CSCW) aims to improve 
the productivity and effectiveness among individuals engaged in a wide array of distrib-
uted collaborations using computers and related computing powers. The term Com-
puter-Supported Cooperative Work (CSCW) was first coined in the early 80s in an 
interdisciplinary workshop organized by Greif and Cashman at MIT to discuss how 
computers might be used more effectively to support collaborative work among people.  
Since then, CSCW, as an emerging interdisciplinary field, has attracted a great amount 
of attention from researchers with a wide range of research interests.  

As a relatively new disciplinary field, researchers’ views on CSCW are diversified 
and often controversial. In general, these views can be classified into two directions 
[1]: technology-centric and work-centric. Technology-centric CSCW approach places 
an emphasis on devising technologies to support and improve collaboration. The 
collaborative tools devised under this view are often called groupware collectively. 
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Work-centric direction places an emphasis on understanding work processes so that 
we can design better computer systems to support collaboration. Although both direc-
tions aim to improve the productivity and effectiveness of collaborative work, there is 
still a considerable gap betweens them due to different views on the subject. 

Current technology-centric approach or groupware and their collaboration tools 
mainly focus on facilitating information sharing. They typically bundle the numerous 
functionalities found in applications like email, document editors, calendars, and 
process management together and provide a single interface for their usage. This 
narrow-minded technology-centric approach, we believe, only increases the usage 
complexity and is not adequate to capture the semantics of the collaboration opera-
tion. Instead of being the other alternative of work-centric, which leans more against 
social context, we should focus on the workflow rules embedded in and driving col-
laboration process-workflow centric. Workflow-centric places an emphasis on the 
underlying workflow which drives the process of collaborative work. In addition, with 
the proliferation of mobile devices and ubiquitous computing, these traditional tools 
are also not flexible enough to support heterogeneous and dynamic usage patterns. 
Consequently, CSCW research is now challenged with the task of meeting the re-
quirements of ubiquitous computing.  

In this paper, we describe a generic collaboration framework, dubbed as EkSarva, 
where the workflow is embedded in the enactment system and context-awareness is 
automatically maintained to support diverse and dynamic collaboration participants’ 
requirements. We place an emphasis on carefully designing the underpinning struc-
ture of EkSarva because we believe CSCW should essentially be a design-oriented 
research area.  

The paper is organized as follows. We first describe the key design considerations 
of EkSarva. Then related work is reviewed. Next, we detail the EkSarva framework 
and the formalisms it provides to model collaboration. Following this, we use an ex-
ample to illustrate the usage of this framework. Finally, we conclude our paper with a 
brief discussion of our prototyping and future research extensions to improve it. 

2   CSCW: Design-Oriented Research 

Essentially, CSCW is a design-oriented research area [1].  Under this view, CSCW 
should be toward the design of computer systems that embody a deep understanding of 
the nature of cooperative work and its forms and practices. When we were designing the 
architecture of EkSarva, we focused on the following two design considerations.  

2.1   Workflow Centric 

In a society of knowledge workers, collaboration, in its most fundamental form, con-
sists of generating information and sharing it with others in the same community. This 
sharing of information will result in further generation of new information which will 
trigger actions upon them. The underlying paradigm of this collaboration can be sim-
ply stated as “information sharing, when acted upon, results in a state-change of the 
project which triggers further information exchange-until the project goals are 
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achieved – or we run out of time”. This collaboration process is often referred to as 
“Workflow”, which can drive a cooperative information system through different 
phases of collaboration. In the design of this EkSarva collaboration framework, we 
focus on the workflows driving the collaboration towards a common task.  

2.2   Context Awarness 

The term “context” is often abused or misunderstood. Researchers with different 
background may coin or view it in various different ways.  In this paper, we view 
context in two aspects: business logic context or collaboration logic context; and 
computing environment context in collaboration. 

Collaboration logic context involves the business scenario context through the en-
tire cooperative work.  It is often driven by workflow rules and moves from one phase 
to another; exceptions should also be solved through pre-defined rules or other intelli-
gent mechanisms. 

During recent years, ubiquitous computing and pervasive network connectivity 
have given rise to expectations of building a digital society, where remote participants 
with heterogeneous and dynamic connection and process capabilities can join seam-
lessly to accomplish a common task. This imposes a new requirement on today’s 
collaboration framework: context-aware capabilities of adapting to heterogeneous 
computing requirements. Computing environment context-awareness enables a col-
laboration process to adapt to users proactively without distracting users or by mini-
mizing the distraction. The essence of the context-awareness is invisibility; the 
changes of physical locations, process speed or other technical barriers should be 
transparent or invisible to collaboration participants. The collaborators should focus 
on the workflows embodying the collaboration process and moving on to achieve the 
final target instead of spending a significant amount of time and efforts in reconfigur-
ing tools and adapting to new computing environments.  

In the EkSarva framework, while placing workflows in the center, we also bring in 
and broaden context-awareness capabilities to fulfill this new requirement imposed by 
the emergence of a pervasive computing society. This context-awareness feature fa-
cilitates the movement of workflows driving collaboration towards its final targets 
without being interrupted to changes of computing environments; the latter is made 
invisible to collaboration participants.  

3   Related Work 

Over the past years, many collaboration frameworks have been presented. One of the 
first frameworks was Habanero [2]. Habanero is a collaborative framework with an 
environment containing several applications. The Habanero environment consists of a 
client and server. The server is responsible for hosting and managing the sessions. The 
client interacts with the sessions using various applications. DISCIPLE [3, 4] is a 
framework for synchronous real-time collaboration. The main characteristics of 
DISCIPLE framework are a layered architecture, explicit knowledge-based support for 
software modules, and multimodal human/machine interaction. These frameworks pro-
vide the substrate for collaboration. They do not provide any mechanisms to embed 
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workflow rules into the execution components. As a result human interaction is re-
quired, consistently, to progress a collaborative session. In [5, 6] Personal Agents (PA) 
are used to enhance collaboration. PAs efficiently exploit the domain knowledge and 
help a user in a collaborative environment. The agents are limited to knowledge man-
agement tasks in a collaboration environment. They do not participate in the enactment 
of the collaboration. The Chautauqua [7] consists of a workflow system at its base. The 
system also facilitates changes to the workflow during the enactment, thus providing a 
notion of dynamic workflow. Groove [8] facilitates group work by supporting instant 
messaging, file-sharing, web-browsing and forum discussions etc. It offers a set of cus-
tomizable tools to compose the framework. Groove is based on peer-to-peer paradigm.  

Recently, ubiquitous computing environments have attracted a great deal of atten-
tions from collaboration researchers. Several prototypical frameworks or systems 
have been developed at various academic institutions.  Gaia [9, 10] is a middleware 
infrastructure designed for people-centric pervasive environments.  Gaia focuses on 
resource-awareness and user-centric environments. Gaia is mainly designed to suit the 
needs of individual users rather than collaborative projects. Reconfigurable Context 
Sensitive Middleware (RCSM)[11] is a middleware proposed to facilitate projects  
that require context-awareness. RCSM provides an object-based framework for sup-
porting context-sensitive applications.  Aura [12] is developed at CMU. It is designed 
to provide user distraction-free computing environment where users can use services 
without interventions by the change of system environments. Aura applies two  
concepts: proactivity and self-tuning to accomplish its goal. 

 

Fig. 1. Project Specification 

EkSarva shares many common design goals with the above projects. However, 
EkSarva differs from the above projects in its ability to model collaboration with 
flexible and powerful formalisms. In addition, EkSarva places workflow at the center 
and also provides adaptive services through context-awareness to meet the require-
ments of dynamic and heterogeneous collaboration computing environments. 

4    Conceptualized Collaboration Framework 

Modeling a collaboration session involves capturing the fundamental components in-
volved in the collaboration sessions and the interaction among them. A collaboration 
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framework cannot succeed without successfully modeling its targeted collaboration 
activities. The EkSarva collaboration framework conceptualizes the following entities 
involved in collaborations: 

4.1   Person (P) 

Person is an individual group member engaged in a collaboration instance. 
Collaboration is carried out by a group of persons involved in the same project. 
Capturing the behavior of a person under certain collaborative circumstances 
enables us to model that entity’s roles, privileges and designated activities.  

4.2   Projects (P) 

Collaboration brings persons together for a common goal. A project is a specification of 
the collaboration goal and the terminal point of the collaboration. The goal is specified 
as a series of tasks where each task is delineated by “Situations” (Fig. 1). The step by 
step execution process is referred to as workflow. A task is complete when a situation or 
a composition of situations is reached. Situation corresponds to a certain state of the 
project. Hence, we could view the collaboration project progressing, by means of signal-
ing, through various situations until the final goal is achieved. 

4.3   Place (P) 

A place is a concept of a virtual meeting or work place, where persons involved in 
the collaboration can come together to engage in tasks. The place is considered to 
be persistent throughout the collaboration. 

4.4   Situations (S) 

In EkSarva, situations can be classified into two categories: task stage situations 
and collaboration environment situations. The tasks that specify how a certain  
goal is reached are delineated by “task stage situations”. A task is considered com-
plete when a stage situation or a composition of situations is reached. A task stage 
situation corresponds to a certain state of the project with respect to the other  
components of the collaboration. The process flow from task to task is the work-
flow propelling the collaboration process towards its final goal. The movement 
from one task stage situation to another is triggered by signaling. 

In EkSarva framework, collaboration environment situations embody the con-
text-awareness feature of the framework. Collaboration environment situations can 
be a change of connection bandwidth or display size of a distributed participant. It 
also can be the system state and performance information of a dedicated server. 
Collaboration environment situations are managed automatically and transparent to 
collaboration persons in EkSarva. The barriers of heterogeneous computing envi-
ronments are overcome by the context-awareness feature of EkSarva framework. 
The direct benefit from it is that the workflow from one task to another one would 
not be interrupted because computing devices have to be reconfigured or recon-
nected into the collaboration process.  
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4.5   Signal (S) 

Workflow means movement of transactions through the course of a collaboration 
project. Therefore, the movements must be triggered by some mechanisms – Signals. 
Signaling is a key mechanism in the EkSarva framework. Signals trigger the progress 
of the collaboration project. Meanwhile, in order to maintain context-awareness, any 
change of collaboration environment situations is also signaled and notified to the 
server so that collaboration services can adapt to these changes.  

4.6   Smart Transcript (T) 

 Smart Transcript does not have to be a transcript. It is an object, for instance, a rela-
tional database, that links and stores all the situations that are part of the collaboration 
episodes. Smart Transcript can trigger (or signal) new situations autonomously or 
allow a human agent to “intervene” and change the course of a collaboration (i.e., 
adjustable autonomy). By linking the situations of collaboration, the smart transcript 
can act as the “memory” of the collaboration instance.  

In the context of the above formalisms we can depict a collaboration enterprise 
(or project) as moving from task stages to stages as a result of the ongoing informa-
tion exchange until some pre-specified goals are realized or the allocated time has 
run out. At each situation, the state of the enterprise is recorded in a “transcript”. 
An examination of the transcript and acting upon it (i.e. signaling) is what causes 
other situations to materialize, and so on. The entire process is referred to by the 
term “dynamic workflow”. 

Collaboration executing environments and contexts are reflected in collaboration 
environment situations and tracked by smart transcripts. The change of executing 
environment, for instance, the client process power changing from a powerful desktop 
to a mobile PDA, triggers a generation of signals, which notify other participants as 
well as collaboration servers to adjust their context to accommodate this change.  

5   EkSarva System Architecture 

The architecture of EkSarva consists of two major components based on the function-
alities of those subsystems (Fig. 2). 

5.1   Specification System 

The specification subsystem is responsible for providing mechanisms to specify the 
framework component: Project, Person, Place, Situation, Signal and Smart Tran-
script PPP/SST). This subsystem would be realized through the development of the 
Collaboration System Specification Shell (CSS) with a domain specific knowledge 
base. Through an interface, a Collaboration Initiator (CI, the person who has  
the authority to initiate collaboration) interacts with the shell to specify the above 
mentioned framework components. Further, the CI would provide additional infor-
mation required for any customizations.  The customizations are intended to create 
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Fig. 2. EkSarva System Architecture 

a collaboration environment that differs from the domain specific generic environ-
ments. CSS takes the PPP/SST specification, specified in machine readable formats 
such as XML, as its input and generates the workflow rules as output.  

In short, the above specification subsystem provides the initial configuration of 
the collaboration system. The instantiation of the specified system is conducted by 
an intelligent collaboration engine. In order to support heterogeneous and dynamic 
client requirements and capabilities, all kinds of collaboration environment situa-
tions are also encoded as rules and appropriate response actions are specified in 
these rules. 

5.2   EkSarva Collaboration Engine 

EkSarva Collaboration Engine is responsible for enacting the collaboration embedded 
in the workflow rules by providing coordination, synchronization and communication. 
The collaboration engine processes the rules specified by the CSS and executes the 
workflow. Thus the two-stage process is analogous to a compiler of specification and 
a run-time engine for instructions generated. Mechanisms that are required to imple-
ment the above mentioned architectural components can be facilitated through a  
layered component model (Fig. 3). Each layer corresponds to a software module  
providing the necessary services. 

5.3   Layered Structure of EkSarva Framework 

5.3.1   Interface 
The interface layer, in addition to, providing a representational view of the underly-
ing collaboration “Project”, also enables interaction with the project. During the 
specification phase, the interface functions as a modeling mechanism through which 
the Collaboration Initiator could specify the framework components and additional 
customizations. During the operational phase, the interface could function as an 
interaction and representation mechanism. 
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Fig. 3. The layered view of the framework 

5.3.2   Coordination 
The coordination layer is the command center of a collaboration project. Various 
framework components that were illustrated in the previous section are realized in this 
layer through the following components: (a) Workflow Manager, (b) Context Manger, 
(c) Workspace Manager, and (d) Transcript Manager. 

a) Workflow manager is the controlling entity of the collaboration process. It is the 
workflow manager that drives the process forward to different stages until the final 
goal is reached. The core of workflow manager is a workflow decision engine that 
makes decisions to control the flow of the collaboration process based on different 
collaboration situations. Workflow decision engine sends commands (signals) through 
a workflow service component. It is also this component which feeds situations 
through signals to the decision engine. 

b) Context Manager is responsible for maintaining context-awareness through the 
entire collaboration process. The core of context manager is a context decision en-
gine, which enables the framework to adapt to the changes of different collaboration 
computing environments, and these changes or heterogeneous computing environ-
ments are made invisible to collaboration participants by the services provided by it.  

After the EkSarva collaboration engine starts running and the collaboration process is 
initialized, collaboration participants can join the collaboration session through a regis-
tration process (Fig. 4). During this registration process, the client tells the collaboration 
server what are his/her interests. Meanwhile, the client also registers his/her computing 
environment, including computation power, display size, connection type and speed, 
etc. The client can also register more than one device in the server. For example, Sarah 
(a client) can register a PDA, a smart phone and a laptop. All of the above information 
will be stored in a client profile associated with the client’s logical ID in the collabora-
tion process. The context manager manages a profile for each client and maintains the 
context-awareness through these profiles. During the collaboration process, suppose 
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Fig. 4. Context Registration and Adaptive Notification 

another client, Jacobi, starts a video conferencing. He can simply send the video stream 
to the server. Then the context-decision engine will send out this video stream to all 
subscribers (Sarah) and send it in a format which is suitable for each individual client’s 
current computing environment. Sarah’s heterogeneous and dynamic computing envi-
ronment is then made invisible to Jacobi. 

c) Workspace manager provides the necessary functionalities to store, retrieve and 
manage objects that are constituents of a project. In a project scenario, the workspace 
manager could simply host files that belong to a person engaged in collaboration. 

d) Transcript manager is responsible for generating and maintaining “Smart Tran-
scripts”. Transcripts are used to “record” information about the activity of the collabo-
ration, such as states, action items, important milestones, etc.. Transcripts could be 
used to make references to past events. Further, transcripts could provide persistent 
collaboration by synchronizing collaboration states after an abrupt disconnection. 

5.3.3   Knowledge 
This layer contains the library of concepts that enables EkSarva to bring context 
awareness and intelligence to the collaboration process. This is organized as a seman-
tic web of frames representing both fundamental concepts as well as domain-specific 
concepts. In addition, workflow rules or policies associated with all kinds of collabo-
ration situations are stored and organized in this layer. Context information is used by 
the context manager to resolve contexts and workflow rules are referenced by the 
workflow manager to control the process of the collaboration. This layer also serves 
as the repository for non-persistent artifacts such as the Smart Transcript, which is 
generated during a collaborative activity. 

5.3.4   Network Layer 
This layer provides network supporting services to the above layers. It enables the 
communication and data transfer among collaboration participants. Activities in this 
layer are triggered by the combination of signals generated by the above layers..  
Two important services provided by this layer are adaptive network service and  
collaboration network security. Adaptive network services are used to facilitate con-
text-awareness and enable collaboration adapt to different computing environments; 
Collaboration network security service provides basic confidentiality, authentication 
and integrity services to protect the distributed collaboration process. 
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6   A Sample Usage Scenario: Virtual Collaborative Workspace 

To visualize how the EkSarva framework could be harnessed to facilitate collaboration, 
we illustrate a virtual workspace where geographically distributed participants can join. 
Within a company, several projects are being carried out simultaneously. By signing up 
for projects, employees can become members of those respective projects (Fig 5).  
An employee can be active in more than one project at the same time. An employee 
views his or her workspace within a virtual project space via the Project view. This view 
provides all relevant project information, such as reports, data, deadlines, and so on. 
Submitting a report may be as simple as dragging and dropping the file from his/her 
personal view into the project view. The EkSarva personal space then submits the file to 
the cyber project group space. The coordination layer of the projects makes this opera-
tion transparent to the user. This layer is responsible for interpreting the rules present in 
the Knowledge Layer, which specify how each action should be handled based on the 
corresponding workflow rules and collaborative computing environment context. Thus, 
the Personal Space knows the differences between dragging and dropping a report file 
as opposed to another type of file, and performs all necessary actions associated with the 
event, including submitting the report without the user having to worry about the lower 
level details of the transport such as protocols to be used and their associated mecha-
nisms. All communication is routed appropriately to the different collaboration projects 
that the user may be involved in.  

The collaborative project group space receives the file and the process is reversed; 
namely, the file is received from the Network Layer. The Coordination Layer is able to 
recognize the report as opposed to another type of file, and can take actions that are 
specified according to the rules in its Knowledge Layer. The project manager has a view 
 

 

Fig. 5. Virtual Collaborative Workspace 
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of his or her workspace in the project space. Just as before, all of the four layers play a 
role in notifying the manager that a report has arrived.  

In order to support heterogeneous and dynamic collaboration environment, each 
client (project participant) registers his/her computing environments at the initial 
registration process. Clients can register more than one computing environments 
and can register a new device any time during the collaboration process. All of the 
client’s context profiles are managed and maintained by the context manager in the 
collaboration server. The collaboration server’s context management service also 
periodically uses a “pull” mechanism to survey each client’s active environment to 
maintain and update the whole collaboration context environment. Based on the 
client profiles maintained by the collaboration context management service, col-
laboration information and data such as multimedia presentation will be filtered or 
tuned to fit each client’s capability. For instance, in the above example, Jacobi is on 
the way to his office and he only has a personal PDA connected to the Internet. 
Therefore, based on his computing environment context, only a small size multime-
dia presentation version will be sent to his PDA if a virtual video conference is 
given at that time. After John arrives at his office, he switches from the PDA to his 
laptop. This change of computing environment is detected by the collaboration 
server. The follow-up media stream will be changed to higher quality to reflect this 
change. But all of these computing environment changes are made invisible to other 
meeting attendees by the services provided by the context manager in the server. 

7   Conclusion and Future Work 

CSCW is fundamentally a design-oriented research area.  The main focus of CSCW 
should be toward the design of systems that embody a deep understanding of the nature 
of cooperative work and its forms and practices. In this paper, we have presented a 
generic collaboration framework. Through the provision of collaboration modeling  
that is independent of the underlying functionalities, we capture process intelligence. 
This is transformed into workflow rules which are embedded into the process and drives 
the enactment of the collaboration. In order to meet the heterogeneous and dynamic 
collaboration environment requirements, we incorporate context-awareness into the 
framework design. This also facilitates CSCW based collaboration in meeting the  
trends of ubiquitous computing. Currently, we are implementing a prototype virtual 
software development space project to demonstrate the effectiveness of its modeling of 
collaboration processes and satisfaction of ubiquitous computing requirements. We are 
also exploring other mechanisms to support the heterogeneous computing requirement, 
including the client context profile maintenance and management etc. Realizing the 
importance of security in the success of a distributed collaboration, we also place an 
emphasis on design mechanisms to protect the whole distributed collaboration process. 
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Abstract. More and more people are interested in Internet-based e-learning. 
Internet-based e-learning has become one very important arena of modern 
education system. This paper is based our Internet-based e-learning teaching 
experience which comes from one of the leading e-learning university, the 
University of Southern Queensland. The Internet-based e-learning system can 
effectively reach the expected achievement through a well-designed workflow 
mechanism.  The whole e-learning environment is made of four sub-workflow 
systems, teaching, learning, administration and technology support. Through 
well-designed four sub-workflow systems, all key activities are identified from 
these sub-workflow systems. Through improving these key activities, the whole 
Internet-based e-learning process has got a significant improvement. The 
performance of learning and teaching through this new-designed e-learning 
workflow system has better satisfied all aspects of learning, teaching, 
administration and technology support. 

1   Introduction 

Internet-based e-learning has become one of most concerned paths for people to 
acquire their expected knowledge. More and more universities have been invested a 
huge amount of resources to implement their Internet-based e-learning platform or 
environment. Many developed countries have reserved a big proportion of education 
funding to support their Internet-based e-learning strategies to enhance the education 
exports.  Under these circumstances, more and more researchers and industrial 
developers are much interested in Internet-based e-learning research and development. 
It is very important to design an efficient Internet-based e-learning platform for 
teaching, learning, research, and administration. This paper proposes a new method to 
design an efficient Internet-based e-learning platform by combining an Internet-based 
e-learning environment with the Internet-based workflow mechanism. Based on our 
teaching and implementation experience, we find this new method is more efficient 
and helpful than other methods and it enhances the efficiency of Internet-based e-
learning from the perspective of teaching, learning and administration. This paper is 
organised as follows: In Section 2, learning and teaching environment is discussed; In 
Section 3, relevant workflow technologies are introduced; In Section 4, some designing 
methods of Internet-based e-learning and their modellings are described for four 
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separated sub-Internet-based e-learning systems; In Section 5, a new method of a 
combination of Internet-based e-learning design and Internet-based e-learning is 
proposed for overall Internet-based e-learning system; In Section 6, conclusions are 
drawn for this paper. 

2   Teaching and Learning and Environment 

Internet-based e-learning is seen as a future application worldwide as it promotes life 
long learning by enabling learners to learn anytime, anywhere and at the learner’s 
pace [1]. It is necessary to understand the role changes for all participants from the 
traditional teaching classroom to online universal virtual teaching venues. Traditional 
teaching classrooms involve lecturers/instructors, students/learners, and supporting 
personnel for administration purpose. Internet-based e-learning classrooms have no 
meaning of traditional classrooms instead of various networked-computer platforms. 
All the activities are transacted by the universal network, usually the Internet. Likely 
the lecturers/instructors, students/learners, and administration personnel are needed to 
be involved. Because Internet-based e-learning environment is heavily relying on IT 
technology, experts/technicians of IT support are definitely needed to facilitate all 
processes of Internet-based e-learning.  

 
 

 

Fig. 1. Relationship between participants of traditional classrooms 

Figure 1 shows the traditional relationships between lecturers/instructors, students/ 
learners and admin personnel for traditional teaching classrooms. Figure 2 shows the 
relationships between lecturers/instructors, students/learners, admin personnel and 
technical experts in an Internet-based e-learning environment.  
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In Figure 1, lecturers/instructors go to the physical classrooms to delivery teaching 
contents to students and accept the students’ questions during the teaching time. 
Students/learners also go to the classroom to attend the lectures or tutorials and at the 
same time ask questions if they feel puzzled. The admin personnel usually give 
reasonable support to the classrooms both for students/learners and for lecturers/ 
instructors, such as student enrolment, assessment items reception and dispatch, etc. 

  

Fig. 2. Relationship between participants of e-learning environment 

In Figure 2, the lecturers/instructors access a server computer to upload teaching 
materials, including lecture slides, tutorial questions and answers etc, according to 
pre-set teaching schedule instead of going to a physical classroom by a fixed time 
period.  It is very flexible for the lecturers/instructors to upload the teaching contents 
upon their convenience. The students/learners also access that server computer to get 
the teaching contents and to involve online discussion board with their instructors and 
peers upon their own convenience. For the admin personnel, they need to act on 
administration roles of online matters via the online environment. In the Internet-
based e-learning environment, the technical experts give the technical support by 
building an effective platform and a user-friendly running environment. The technical 
experts should supply their support to the lecturers/instructors, students/learners, 
administration personnel. Thus it is very important for the technical experts to design 
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a better Internet-based e-learning platform and environment so that the whole 
Internet-based e-learning procedures can be smoothly conducted and implemented. 
Some design rules/methods are introduced as follows. ASP model [2] classifies an 
Internet-based e-learning environment as the following tasks: application 
development, hosting, network access, marketing, customer support, user support, 
hardware delivery, and software delivery.  To link these tasks, the following roles are 
defined as: customer, user, solution partner, software partner, infrastructure partner, 
network service partner, support partner, marketing partner, hardware vendor, and 
software vendor. MDA model [3] discusses how to use existing middleware and 
component platforms, like CORBA, DCOM, Java RMI, CCM, EJB, .NET, etc. 
Learner-centred model [1, 4] emphases on that the Internet-based e-learning 
environment design should more focus on the learners/students who are the main 
body of Internet-based e-learning. Context-based model [5, 6, 7] focuses on how to 
deliver better contents to students/learners via Internet-based e-learning design and 
how to facilitate the learning process, including learning needs analysis, curriculum 
design, curriculum delivery and curriculum evaluation. This design places the 
lecturers/instructors as the main body, because only lecturers/instructors can have the 
knowledge and authority to upload the contents.   

These models are effective in certain aspects, such as ASP and MDA models that 
focus on technical platform design,  which usually neglects the users’ roles, context-
based and learner-centred models more focus on either the students/learners or the 
lecturers/instructors. Actually an effective Internet-based e-learning design has to 
consider all roles of students/learners, lecturers/learners, admin personnel and 
technical experts. Because the learning process is very dynamic, the design of 
Internet-based e-learning environment has to be adjusted according to any changes 
from all participants during the procedure of Internet-based e-learning. In order to 
challenge the dynamic Internet-based e-learning, an effective Internet-based e-
learning design methodology has to be found to support this requirement. In the latter 
sections, a workflow-based e-learning design method is proposed to meet this 
dynamic requirement for Internet-based e-learning. 

3   Workflow Technology 

Workflow [8-16] has been used in big organisations to control their business 
processes and work re-engineering. According to Workflow Management Coalition 
(WfMC), workflow focuses on handing business processes. It is concerned with the 
automation of procedures where information and tasks are passed between 
participants according to a defined set of rules to achieve, or contribute to, an overall 
business goal. It is often associated with business process re-engineering, which is 
concerned with the assessment, modeling, definition and subsequent operational 
implementation of the core business process of an organization (or other business 
entity).  In order to implement an effective workflow system, WfMC has published its 
reference model of the workflow system. In April, 2000, Object Management Group  
(OMG) also published its workflow management facility specification in order to use 
its CORBA and relevant technologies to implement workflow systems. For the 
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Internet-based e-learning environment, workflow mechanism can be used to plan and 
to design the process of all aspects of Internet-based e-learning. There is a teaching 
workflow for the lecturers/instructors. There is a learning workflow for the students/ 
learners. There is an admin workflow for the admin personnel. There is an 
infrastructure workflow for technical experts/technicians to support a user-friendly 
environment for all participants. All these four sub-workflows interact to each other to 
form an overall Internet-based e-learning workflow system to facilitate all the 
processes and actions of Internet-based e-learning. The following section will show 
the details of four sub-workflow systems and an overall view of Internet-based  
e-learning system.  

4   Sub-workflow Systems of Internet-Based E-Learning 

It is a very convenient way to describe an Internet-based e-learning system based on 
its functions respectively. We define four main functions for Internet-based e-learning 
systems based on four participants, lecturers/instructors, students/learners, admin 
personnel, and technical experts/technicians. In this case the Internet-based e-learning 
system is sub-classified as teaching workflow system, learning workflow system, 
admin workflow system, and infrastructure workflow system.  

4.1   Teaching Workflow System (T) 

In this Internet-based e-learning environment, the main teaching activities include 
teaching plan (T1), material preparation (T2), material delivery (T3), assessment (T4), 
student involvement (T5), and student learning service and support (T6).  The 
teaching workflow is demonstrated in Figure 3. 

 

 

Fig. 3. Teaching workflow 

4.2   Learning Workflow System (L) 

In the Internet-based e-learning environment, the main learning activities are study 
plan (L1), acceptance of materials (L2), self-learning (L3), assignments (L4), 
discussion (L5), evaluation (L6), and examination (L7). The learning workflow is 
shown in Figure 4. 
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Fig. 4. Learning workflow 

4.3   Admin Workflow System (A) 

In the Internet-based e-learning environment, the main learning actives are teaching 
support (A1), learning support (A2), assessment result publication and notification 
(A3), student record management (A4), enrolment and withdraw management (A5), 
and other administration functions (A6). The admin workflow is shown in Figure 5. 

 

Fig. 5. Admin workflow 

4.4   Infrastructure Workflow System (I) 

In this Internet-based e-learning environment, the main activities of technical experts 
include Internet-based e-learning platform plan and design (I1), initial installation of 
Internet-based e-learning system (I2), supporting tools for teaching, learning and 
administration (I3) , system maintenance and upgrade (I4), user training (I5), daily 
technical support to all users (I6).  The infrastructure workflow is described in Figure 6. 

 

Fig. 6. Infrastructure workflow 

Start 

E
nd 

I1 I2 I3 

I5 

I4 

I6 

Start 

E
nd 

L1 L2 L3 

L4 

L5 

L6 

L7 

Start 

E
nd 

A6 

A5 

A2 

A3 

A1 A4 



522 J. Yong 

 

5   Overall Internet-Based E-Learning Workflow 

In the previous sections, four separate sub-workflow systems are discussed in details. 
Now we need to know how these sub-workflow systems to work together so that an 
effective overall workflow for Internet-based e-learning can be formed. It is important 
to identify a proper order for four sub-workflow systems to form an overall workflow 
of Internet-based e-learning. In order to decide the sequence of four sub-workflow 
systems, we must have a method to decide which sub-system should be run firstly and 
which one is the follow-up. We denote the overall Internet-based e-learning workflow 
as F. Thus F equals the transactions and connections of T, L, A and I. We denote this 
relationship as:  

F=f(T, L, A, I) (1) 

Suppose four sub-workflow systems (T, L, A, I) can work well separately. In order 
to organise them into an overall workflow, the inter-relationship has to be identified. 
All possible co-relationships are T&L, T&A, T&I, L&A, L&I, and A&I. We denote 
the relationships and connections of T & L as F1; T & A as F2; T & I as F3; L & A as 
F4; L & I as F5; A & I as F6. Then we can have the following equations: 

F1=f(T, L) (2) 

F2=f(T, A) (3) 

F3=f(T, I) (4) 

F4=f(L, A) (5) 

F5=f(L, I) (6) 

F6=(A, I) (7) 

Obviously we can have the following equation: 

F=F1U F2U F3U F4U F5U F6 (8) 

As shown in Fig. 3, teaching workflow system consists of T1, T2, T3, T4, T5 and 
T6 tasks. Thus T sub-workflow can be expressed as T(T1, T2, T3, T4, T5, T6). In the 
same, L can be expressed as L(L1, L2, L3, L4, L5, L6, L7); A can be expressed  
as A(A1, A2, A3, A4, A5, A6); I can be expressed as I(I1, I2, I3, I4, I5, I6). These  
co-relationships will be addressed in details as the follows.  

5.1   F1 Expression 

As shown in equation (2), there are the following sub-relationships: F11=f(T1, L); 
F12=f(T2, L); F13=f(T3, L); F14=f(T4, L); F15=f(T5, L) and F16=(T6, L). Through a 
thorough mathematic modelling (For the space limitation the details are omitted here), 
T6 and L5 are identified as two most important tasks in the transaction between 
teaching and learning sub-workflow systems. 
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5.2   F2 Expression 

As shown in equation (3), there are the following sub-relationships: F21=f(T1, A); 
F22=f(T2, A); F23=f(T3, A); F24=f(T4, A); F25=f(T5, A) and F26=f(T6, A). In  
the same way, T4 is identified as a key task in the transaction between T and A  
sub-workflow systems. 

5.3   F3 Expression 

As shown in equation (4), there are sub-relationships: F31=f(T1, I); F32=f(T2, I); 
F33=f(T3, I); F34=f(T4, I); F35=f(T5, I) and F36=f(T6, I). We use the same method 
to identify a key task, I3, as the most important node in the transaction between T and 
I sub-workflow systems. 

5.4   F4 Expression 

As shown in equation (5), There are the following sub-relationships: F41=f(L1, A), 
F42=f(L2, A); F43=f(L3, A); F44=(L4, A); F45=f(L5, A); F46=f(L6, A) and 
F47=f(L7, A). Through the same process L4 and L7 are identified as two most 
important tasks in the transaction between L and A sub-workflow systems. 

5.5   F5 Expression 

As shown in equation (6), there are the sub relationships: F51=f(L1, A); F52=f(L2, 
A); F53=f(L3, A); F54=f(L4, A); F55=f(L5, A); F56=(L6, A) and F57=f(L7, A). 
Consequently I3 is identified as the most important task in the transaction between L 
and I sub-workflow systems. 

5.6   F6 Expression 

As shown in equation (7), there are the following sub-relationships: F61=f(A1, I); 
F62=f(A2, I); F63=f(A3, I); F64=f(A4, I); F65=f(A5, I) and F66=(A6, I). In the same 
way, I3 and I6 are sorted out as two most important tasks in the transaction between A 
and I sub-workflow systems. 

6   Conclusions 

This paper illustrates how Internet-based e-learning workflow system works for 
teaching, learning, administration, and system development. In the Internet-based e-
learning environment, four basic sub-workflow systems work together to present 
dynamic Internet-based e-learning activities. Through a detailed analysis of the co-
relationship of four sub-workflow systems by a mathematic modelling, some key 
activities, T4, T6, L4, L5, L7, I3, and I6, are identified for Internet-based e-learning. 
Through the enhancement of these key activities in each sub-workflow system, the 
overall Internet-based e-learning workflow gets a better performance. We applied this 
in our e-learning practice. It is obvious that workflow-based Internet-based e-learning 
system can provide a better strategy and understanding for teaching, learning, 
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administration and system development.  We believe that Internet-based e-learning 
will become one of most important means for the future education, especially for the 
universities.    
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Abstract. In this paper, we propose a new model to incorporate RBAC into a 
flexible workflow system. Without compromising the flexibility of workflow, this 
model can effectively enhance the security control of the user access to the work-
flow system. Specifically, it provides the corresponding mechanism to maintain 
the constraint consistency in dynamic management of workflow. We present  
the basic design and the integrated architecture of the model and discuss an appli-
cation system that has implemented this new model to manage the business  
processes of property rights exchange in a government organization in China. 

1   Introduction 

Workflow management systems (WFMS) are widely used to facilitate business proc-
esses in large enterprises. Since many business steps and different people are often 
involved, the issues of flexibility and security become the major challenges in managing 
complex workflows. Nowadays, enterprise business processes become very dynamic in 
order to respond to the frequent changes of the market. Therefore, changes in workflows 
are unavoidable. This requires that the WFMS be flexible to adopt the changes in the 
business processes. Flexible adoption of workflow changes can occur in two stages: 
easy adjustment of the workflow model in WFMS and dynamic modification of part of 
the process in the current workflow instance at run time. A lot of research efforts have 
been spent in recent years to increase the flexibility of workflows in these two stages 
[12][14][15][16][17][18][19]. In these researches, however, security constrains in flexi-
ble workflows were not particularly considered. 

Security issue is also a major concern in managing a complex business process 
environment, in particular, when many people from different business areas are 
involved, for instance, e-business. In such an open environment, different people 
access the workflow system to perform different tasks at different steps of the busi-
ness process. Therefore, a big challenge for implementing the access control 
mechanism is how to give the authorized staff easy access to the workflow system 
to perform their duties while preventing unauthorized people from logging in the 
system intentionally or unintentionally to perform illegal operations [2]. In many 
applications, the role based access control (RBAC) model [4] is used for access 
control of business information systems, due to its neutral policy. 

The research on RBAC has been very active in recent years. The Task-Based  
Authorization Control (TBAC) model has been introduced to provide just-in-time 
permission on the life cycle of authorization [5]. A task-role-based control (T-RBAC) 
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model was recently proposed [8][9] in which the permissions are not directly assigned 
to roles, but to related tasks first and then to roles. Bertino and et al. introduced the 
TRBAC model to support periodic role enabling and disenabling by role triggers [10]. 
They also proposed a model for specifying and enforcing authorization constrains for 
WFMS [6][7]. Ahn and et al. experimented to integrate RBAC to an existing web-
based workflow system [11]. Chaari and et al. [1] proposed a workflow access model 
capable of specifying authorization during the execution of a task. However these 
models do not adequately support the flexibility of workflow. 

In this paper, we propose a new model to incorporate RBAC into a flexible workflow 
system. Without compromising the flexibility of workflow, this model can effectively 
enhance the security control of the user access to the workflow system. Specifically, it 
provides the corresponding mechanism to maintain the constraint consistency in dy-
namic management of workflow. We will present the basic design and the integrated 
architecture of the model and discuss an application system that has implemented this 
new model to manage the business processes of property rights in a government organi-
zation in China. 

This paper is organized as follows: Section 2 briefly introduces workflow man-
agement and RBAC model. The new model that incorporates RBAC with a flexible 
workflow system is defined in Section 3. Section 4 presents an application system that 
has implemented this new model to manage real business processes. Some conclu-
sions are drawn in Section 5. 

2   Workflow Management and RBAC Model 

2.1   Workflow Management  

Information systems in business community are currently shifting from a data centric 
approach towards a process centric approach.  WFMS is used to coordinate and 
streamline the business processes in organizations. It provides an environment to 
define, manage and execute business processes. A workflow model is a formalized 
description of the execution of the business process, and consists of various well-
defined tasks and their interdependence relationships. A task is further divided into 
activities. A workflow instance denotes a particular occurrence of the business 
process as defined by the model [13][21]. 

Flexibility is the ability of a workflow process executing on the basis of a loosely, 
or partially specified model, where the full specification of the model is made at run-
time, and may be unique to each instance. It can be implemented at design time or at 
execution time. The former is achieved by ensuring that there are a number of execu-
tion paths in the workflow process so that an appropriate path is selected for a particu-
lar business process. For the later, the workflow process could be altered by addition, 
modification or deletion of execution paths at run time. The new model we propose 
here covers both aspects. 

2.2   The RBAC96 Model 

The RBAC96 is a general model of RBAC that has been widely adopted. The main 
components of RBAC96 are user, session, role, role hierarchy, permission, user role 
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assignment relationship (URA), permission role assignment relationship (PRA) and 
constraint. A role is an abstract description of behavior and collaborative relation with 
others in an organization. A role is comparatively steady and reflects the dynamic 
adjustment of business. The access authorization to objects is called permission  
or privilege. It is assigned to a role instead of to each individual user. Constraints  
are used to ensure the security policy of the organization according to the following 
principles: 

Least privilege (LP): Only assigns the least privilege to a role for a task. 
Separation of duties (SoD): Formulates the multi-person control policy to prevent 

fraud by distributing the responsibility and authority for a task to multiple people. 
This approach is realized at design time and called static SOD (SSD), while the ap-
proach realized at run time is called dynamic SOD (DSD). 

Mutual exclusive (ME): Assigns mutually exclusive roles to different users. A sin-
gle user is not allowed to have exclusive roles, or can have exclusive roles but play 
more than one role at the same time. 

Cardinality restricts (CR): Limits the number of users to some role; also the num-
ber of permissions. 

Due to the length of the article, the other definitions of the RBAC96 model are not 
discussed here. Details can be found in [4][20]. 

3   Flexible Workflow Model Incorporated with RBAC 

3.1   Definitions 

Following RBAC96 definitions, we use U-set, R-set, P-set and Obj-set to denote the 
sets of users, roles, permissions and objects respectively. Let AS={initial, prepared, 
executing, done, committed, aborted} be a set of statuses of an activity in the business 
process. The specifications of other terms in our model are given below: 

Definition 1 (activity): An activity atv is defined as a 6-tupls <p_set, r_set, u_car, 
ant_set , atv_sta, a_type>, where p_set is the set of permissions permitted in this 
activity, r_set is the set of roles who are authorized to perform atv and who satisfy 
SSD, u_car is the cardinality of the roles who can be enabled simultaneously in atv, 
ant_set is the set of direct ancestor activities for atv in any workflow, atv_sta indi-
cates a status of atv as defined in AS, and a_type is the type of atv which is either 
sequential or repeated. 

In our model, permissions are not directly assigned to roles, but inconspicuously de-
fined through an activity. Activity restricts PRA to be valid only during its lifetime. 
After all activities are defined, a set of permissions are assigned to a role, a concrete 
permission per is authorized to a set of roles. Let A denote the set of activities.  
Accordingly, the following mapping functions are defined: 

ARoles(atv): atv 2R finds the set of roles who can perform the given activity. 
APers(atv): atv 2P finds the set of permissions involved in the given activity. 
RPerms (role): role 2P finds the set of all permissions assigned to the given role. 
PRoles (per): per 2R finds the set of roles assigning the given permission. 
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Definition 2 (sequential relation ): Relation  is a partial order relation between two 

activities: atv1 and atv2. If atv1 has to be performed before atv2, we write atv1 atv2. 
If this relation exists, the two activities are always regarded as different ones. atv1 is 
called the ancestor of atv2. The sequential relation is asymmetric and transitive. 

The function AncATV(atv) is defined as AncATV(atv): atv  2A. It returns all ancestor 
activities of the given activity, including direct and indirect ancestor activities. 

3.2   Flexibility at Design 

Flexibility at design phase is achieved at workflow model establishment. First, we 
define a pool of activities, including PRAs. Then, we assemble the workflow model 
with activities according to a specific business process. In fact, this procedure can be 
achieved not only at design stage and but also at execution time. The specifications of 
a workflow model are given bellow: 

Definition 3 (workflow model): A workflow model wfm is defined as a 3-tuple 

<atv_set, , >, where (atv_set, ) is a finite partially ordered set of activities with a 
least element bgn and a greatest element end ( bgn  end ). : A N is a function of a 
repeated activity type, indicating the number of executions. 

The following mapping functions can be defined: 

WAtv(wfm): wfm 2A returns the set of activities assembled in the given workflow. 
WRoles(wfm): wfm 2R returns the set of roles who can perform the activities in 

the given workflow. This can be obtained by functions WAtvs(wfm) and ARoles(atv). 

Definition 4 (activity graph): An activity graph AG is a directed acyclic graph de-

noted as AG=(A×A, ), where the nodes are activities and the directed edges are the 
sequential relations between two activities. For each activity atv and its ancestor atvi,  
the edge between them is denoted as (atvi , atv). 

Definition 5 (URA): A URA is the form {u1,u2,…}, where ui is the user identifier for 
the role authorization. 

The mapping functions between users and roles are defined below: 

RU (r): R  2U enumerates the users associated with the given role r. 
UR (u): U  2R enumerates the roles associated with the given user u. 

In workflow modeling, three types of constraints satisfy the following properties: 

Property 1 (sequence constraint): For an activity atv, all its ancestor activities must be 
assembled together with atv in a workflow and be processed before atv. 

This property has to be satisfied both in design and execution. At activity design, it is 
ensured by the activity graph AG established for rationality detection. AG is treated 
as an AOV (activity on vertex) network. The detection of a cycle in AG is performed 
to ensure the rationality. If all the activity vertexes can be topologically sorted, it 
proves that there is no cycle in the graph [3] and all activities are rationally defined, 
which can be normally processed. 
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Fig. 1. AGs of activities and workflows 

In designing a workflow model, the property is ensured in two aspects. One is that 
for each activity, all its ancestor activities have been assembled in the workflow. An-
other is to establish the AG of the activities assembled in the workflow and conduct 
rationality detection. To modify a workflow instance, the two similar detections have 
to be dynamically processed on the set of activities in the instance. Accordingly, the 
following mapping functions are defined: 

AtvSeq(A) is a Boolean function for rationality detection of all the activities in A. 
WflSeq(wfm) is a Boolean function for rationality detection of the activities assem-

bled in the given workflow model wfm. 

We can use the following example to illustrate this. Let A={a1,a2,a3,a4,a5,a6} be a set 
of 6 activities, and define AncATV(a1)={}, AncATV(a2)={a1,a4}, AncATV(a3)= {a2}.  
If AncATV(a4)= {a3}, then a cycle in A will be detected with AtvSeq(A). Define  
AncATV(a4)={}; AncATV(a5)={a2}; AncATV(a6)={}. The AG of A is shown as Fig.1, 
where different workflow models assembled with different activities are shown as  
(b)-(e). Among them, (b) and (c) are rational while (d) and (e) are irrational. In work-
flow3, a2 and a4 are ancestors of a3 and a5, but they haven’t been assembled. In  
workflow4, a cycle exists between a4 and a2 according to (a). 

Property 2 (SSD constraint): If SSD requires a pair of permissions p1 and p2, then, p1 
and p2 can not be authorized to one role, and can not be assigned to one user. 

SSD ⊆ (2P × N) is collection of parts (ps, n) in SSD, where each ps contains the con-
stituent permissions for the named SSD relation, and n  2. In this property, no role is 
assigned to n permissions via activity from the set ps in each (ps, n)  SSD, formally: 

∀ (ps, n) SSD, ∀ s ⊆ ps |s|  n, =>  PRoles(per) = Ø  AND 
                                                                                          per S 
∀ (ps, n) SSD, ∀ s ⊆ ps |s|  n,  per s, =>  RU(r) = Ø   
                                                                                                            r PRoles(per) 

Property 3 (Cardinality constraint): For each activity, the number of authorized roles 
is restricted. For each role, the number of authorized users is restricted. Similarly, the 
number of roles authorized to each user is restricted too. Formally: 

∀ a A, ∀ r R, ∀ u U, n1,n2,n3 N =>|ARoles(a)|  n1,|RU(r)|  n2,|UR (u)| n3 

3.3   Flexibility at Runtime 

Definition 6 (workflow instance): A workflow instance ins is defined as a set of  

5-tuple <wfl_mdl, atv, , r, u>, where wfl_mdl refers to the workflow model from 
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which the instance is derived, (atv, , r, u ) is a finite partially ordered set of activities 
performed by defined users u acting as role r. 

The following mapping functions can be defined accordingly: 

Iroles(ins) ins 2R, returns the set of invoked roles in the given workflow instance. 
IRU(role) ins 2U, returns the set of definite users authorized to the role in the 

given workflow instance. 
Wfl_Ins(wfl_mdl): wfl_mdl 2I returns all the executing instances derived from the 

workflow model wfl_mdl. 

The set of workflow instances is denoted as I. A workflow instance materializes 
the dynamic binding from users to roles and permissions. Namely, active URA and 
PRA are restricted at activity execution. Authorization constrains have to be enforced. 
History based DSD is adopted here, namely, the user is permitted to acquire the mu-
tual exclusive permissions but is limited to different objects. 

Property 4 (DSD constraint): If DSD is required for a pair of permissions p1 and p2, 
then, p1 and p2 cannot have the common authorized users on one object. 

DSD ⊆ (2P × N) is a collection of parts (ps, n) in DSD, where each ps is a permission 
set and n  2. In this property, no user can activate n or more permissions on one 
object from the set ps in each (ps, n)  DSD. Formally: 

∀ (ps,n) DSD, |s|  n, s ⊆  ps, per s, r PRoles(per), ∀ ins I =>  IRU(r) = Ø 
r Iroles(ins) 

Flexibility at runtime is achieved in two modes. One is customization of the work-
flow model in real time by dynamically assembling activities. The detection of  
constraints consistency is discussed in Section 3.2. Another is the instance modifica-
tion by adding, deleting or modifying an activity. To reduce the complexity of  
maintenance, a bit matrix can be used to record the access history of specific users 
and objects. The columns of the matrix denote users while the rows denote objects. 
Each bit of the matrix alters from 0 to 1, indicating a user’s role changes at a work-
flow execution. The detection of authorization consistency is ensured by dynamically 
comparing DSD with the matrix. The consistency of sequential constraints is ensured 
by functions AtvSeq() and WflSeq(). Thus, flexibility and security of workflow can be 
satisfied simultaneously. 

3.4   Integrated Architecture 

The four-level integrated architecture of this model is shown in Fig. 2. Levels from 
the bottom to the top represent permission, workflow, role, and user respectively. The 
permission level defines the permission set that combines objects and actions on 
them. The role level defines the set of roles. The user level defines the set of users 
associated with a particular organization or enterprise. The workflow level is the core 
level, containing activities definition and workflow model specifications. 

PRA is achieved at activity design that binds roles and permissions together, as 
shown by the thin line from the permission level to the role level linking the activities 
in the workflow level. An activity restricts a permission to be active only during the  
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Fig. 2. The four-level architecture of the flexible workflow model incorporated with RBAC 

activity execution, which depends upon an organization’s actual business process. 
URA defines the roles which a user enables and the users whom a role can authorize 
to, as shown in Fig. 2 by the thin line from the user level to the role level. 

The workflow model assembled with activities, that satisfies the security constrains 
both in design and execution stages, is shown by the arrow line in the workflow level. 
The workflow instantiation materializes the determined user act in a defined role at 
runtime, shown by the bold line from the user level to role level then to workflow 
level in Fig. 2. Constrains are used to express the security policies and are put on 
users, roles, permissions, activities and workflows in each level. 

There are two specific characteristics in this model, in comparing with other mod-
els. One is that permission is not directly assigned to role, but capsulated in activity 
definition. The second is that an activity has both separated and correlative characters 
so that the workflow can be dynamically assembled with them to satisfy the flexibility 
and security constraints both in design and at runtime. 

4   Application and Implementation 

In this section, we present an application of the above model in a property rights ex-
change domain. Property rights exchange in China covers a large area of contents, 
including state owned enterprises, collective-owned enterprises, limited companies, 
intangible assets, intellectual property rights and so on. In China, the property rights 
exchange center is a legal organization authorized by the government to take the re-
sponsibility for organizing the property rights exchange. It also has other business 
functions, such as to reorganize or merge enterprises. Flexibility and expandability are 
inherent requirements because the business processes may change frequently, accord-
ing to the state policies and businesses development. Also, security is extremely im-
portant since a large number of users are involved in the business processes. Users 
have different duties and job natures, may be granted to access to a huge number of 
security objects. 
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Fig. 3. Architecture of PRES 

 

Fig. 4. Screen snapshot of the PRES system 

Due to the above factors, we found this to be an appropriate and challenging do-
main for implementing our model. The web-based Property Right Exchange Systems 
(PRES) has been developed at The Shandong Province Property Right Exchange 
Center (SDPREC). Aiming at developing an open, general, flexible and extensible 
environment for administration and application, the 3-tiers conceptual architecture 
was defined as shown in Fig. 3, including the data layer, the transaction layer and the 
web application layer. 

The user and role management modules are responsible for establishing and manag-
ing the user and role database, according to the organizational structure of SDPREC. 
Activities and constrains were extracted from all business processes. The activity design 
restricts PRA and URA to be active only in a proper period so as to assure users to per-
form the right operations at right time. The workflow customization and management 
module provides a visual environment for assembling activities and dynamic adjust-
ment. The business engine module provides a run-time environment to create and exe-
cute a workflow instance. Fig. 4 is the screen snapshot of the system. In a word, it pro-
vides a manageable, reusable platform for performance and maintenance. 
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5   Conclusions and Further Work 

We have presented a new model for flexible workflow incorporated with RBAC. It 
supports dynamic customization and modification of workflow both at design and 
execution, which can adapt to the changing requirements and environments. In the 
proposed model, the security policy is expressed as constraints to satisfy the dynamic 
adjustment. A mechanism is provided for maintaining constrains consistency. This 
model can be deployed in various application domains, especially in a collaborative 
environment. In the future work, we plan to extend the model into roles hierarchy 
architecture. 
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Abstract. Nowadays business process management (BPM) receives more and 
more attention and is considered as the “next step” after the workflow wave of  
the 1990s. Due to the complexity and divergence of business processes, many 
challenges need to be solved when developing a business process management 
system (BPMS). In this paper, a system based on Cova, a meta-groupware, is pro-
posed to support business processes. The paper shows how the functionality of 
Cova is extended with the new emerging Web technologies and how unstructured 
collaboration is supported via instant messaging, conference service and agent 
technology. The proposed approach can be used as a reference when improving 
existing systems or developing new solutions to support business processes. 

1   Introduction 

Business process management (BPM) is a term used by many organizations to define 
a means to solve the challenges facing a company’s procedural needs in tying differ-
ent operations together. Aalst et al. [1] define BPM as “supporting business processes 
using methods, techniques, and software to design, enact, control, and analyze opera-
tional processes involving humans, organizations, applications, documents and other 
sources of information.” Nowadays BPM receives more and more attention and is 
considered as the “next step” after the workflow wave of the 1990s by many people. 

The driving force behind BPM is the globalization of economy, which makes the 
competition more and more furious. Under such a circumstance, products are only 
physical connectors between organizations and their customers. Customer-oriented 
products and the time to market have become the survivable factors for competition. 
To gain competition edge, enterprises turn to information technologies (IT) to inte-
grate all the business activities involved during the entire product lifecycle, resulting 
in the emergence of e-commerce. E-commerce is an industrial revolution that many 
industry and academic observers believe will transform the conduct of business and 
the structure of the marketplace [2]. The emergence of e-commerce brings great chal-
lenges to both researchers from social and scientific community and industries [3]. 
BPM is currently a paradigm to answer these challenges. 

BPM shares the same philosophy with workflow management (WFM), that is, 
separating the process logics from the applications that run them [4]. So the issues 
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with WFM [4, 5] such as rigid process definition, lack of interoperability and limited 
support (if any) of transactions also hold in BPM. Besides, BPM must address the 
issues omitted in most workflow products such as monitoring process performance, 
managing the relationship between process participants and integrating internal and 
external process resources. Consequently, it is a great challenge to develop a BPMS. 

This paper proposes a business process management system based on Cova [6]. 
The contribution of the paper is twofold. Firstly, we present a way to effectively inte-
grate synchronous collaboration (i.e., instant messaging and conference) into process 
management. Secondly, we propose an extension to the profile ontology of DAML-S 
[17], which enables dynamic process discovery and interoperation. 

The rest of the paper is organized as follows. In the following section, we analyze 
the requirements and challenges faced by BPM in somewhat detail. In Section 3, we 
give an overview of the merits and shortcomings of Cova in supporting business 
processes. Section 4 details Cova-based BPM solution. Topics involved include the 
suggested system architecture, service description, dynamic process discovery and 
invocation and the message format for interoperation. The paper ends in Section 5 
with some conclusions. Future work is also presented in this section. 

2   BPM: Requirements and Challenges 

In the previous section, we have pointed out that BPM is a paradigm to answer the 
challenges faced by e-commerce. In this section we will start from e-commerce to 
analyze the requirements on BPM. 

Though there are several types of distinguished e-commerce such as business-to-
business (B2B), business-to-consumer (B2C), consumer-to-consumer (C2C), and 
consumer-to-business (C2B), the dominant ones are B2C and B2B [7]. For B2B is 
more complex than B2C, most research efforts focus on it [16]. To our knowledge, 
B2B applications have the following characteristics. 

- Multiple geographically distributed organizations are often involved. Usually, 
these organizations are autonomous, which means they are free to choose their 
own information systems and design their own processes, thus resulting in 
many heterogeneous systems and processes. 

- The interactions between different organizations are highly dynamic and un-
predictable due to the changes in business rules and running environment. For 
an instance, it is common for a company to have more than one supplier. Usu-
ally a most appropriate one is chosen according to the real time conditions 
rather than specified in advance. 

- Most of the applications are mission-critical because they are directly related to 
organizations’ daily operations. Failures of supporting systems will lead to di-
rect or indirect economic loss. 

The characteristics above require the underlying BPMS to provide the following 
functionalities, which issue great challenges to system developers. 

- Interoperation with internal or external heterogeneous information systems or 
processes. It is a key to the success of BPM. 



 Extending Cova Functionality to Support Business Processes 537 

 

- Support for correctness and reliability. This arises from the mission-critical es-
sential of commercial applications. It means a BPMS must ensure that process 
ends successfully and the results do not violate the consistency of underlying 
database systems. 

- Flexibility and adaptability. This arises from the changing business rules and 
running environment as well as the complexity of business processes. It re-
quires a business process and BPMS react and adapt to the rapid changes in 
process execution flow. 

3   Cova: Merits and Shortcomings 

Cova is a meta-groupware aiming to uniformly model a wide range of cooperation 
scenarios and give system developers the maximum flexibility while minimizing their 
endeavors in groupware design and development [6]. To achieve its goal, Cova pro-
vides the following facilities: 

1) A specification language for developers to describe various cooperation semantics. 
2) A run-time system providing various general-purpose services that guarantee the 

semantics specified by the specification language. 
3) A set of APIs for developers to access the services supplied by the run-time  

system. 

Compared with other meta-groupware systems such as Rendezvous [8], MMConf 
[9], GroupKit [10], and COCA [11], Cova has the following distinguished features: 

- Cova is based on a uniform coordination model [12] which makes it capable of 
describing a wide range of cooperative processes, e.g., synchronous, asynchro-
nous, autonomous, and integrated ones. 

- Object-oriented paradigm is deployed to describe a cooperative process, which 
makes process more reusable and thus eases the burden of process designers. 

- Cova bridges the gap between process modeling and instance enactment. In-
formation produced during run time is encapsulated as special objects that can 
be used directly for process definition at build time. In this way, extra flexibil-
ity is gained. 

- Cova provides support for dynamic structural changes and dynamic extensions 
of process, that is, processes can be changed even while they are running. 

- Cova provides some support for transaction management [13]. 

Though the features above provide a good basis for Cova to support business ap-
plications, the following shortcomings still exist due to the complexity of practical 
business processes. This paper attempts to solve these issues. 

- The ability to interoperate with other systems. From other systems’ perspec-
tive, the services supplied by Cova can only be accessed via the set of APIs 
provided in a platform-dependent and hard-coded way. In addition, these APIs 
only provide support for simple data types (e.g., char, integer and float) and 
string. It is difficult for dynamic service invocation and complex data ex-
change. From Cova’s perspective, though it is possible to invoke functions of 
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other systems, the way deployed is not flexible enough and some extra trivial 
work is still needed. 

- The ability to support synchronous cooperation. Cova provides support for 
synchronous cooperation based on its object model and the corresponding con-
currency control algorithm [19]. However, it does not function in supporting 
current widely deployed and often used tools such as instant messaging and 
video conference. 

4   Cova-Based Solution 

In this section, we will set forth to explain how the functionality of Cova is extended 
to overcome the shortcomings mentioned above to provide better support for business 
processes in detail. 

4.1   Extended Cova Architecture 

The extended Cova architecture is illustrated in Fig. 1, where components with virtual 
boundaries are all legacy ones. 
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Fig. 1. Extended Cova Architecture 

Functions of the components in Fig. 1 are described below: 

- Interface Services component provides a set of APIs for clients to access the 
services supplied. It implements the functions of interface 1, interface 2 and in-
terface 5 defined in workflow reference model [14]. Besides, some extensions 
are made. For example, it allows users to modify the definition of a process in-
stance (e.g., add a new activity to a process instance) and to handle run-time 
exceptions that the system knows little to deal with. 

- Process Manager is used to fulfill the build-time functions of a BPMS, that is, 
it maintains process related information such as process and role definitions. 

- Activity Control is used to enact business process. It is up to it to decide when 
to start a new instance, when to end an instance, how to fulfill a certain task 
and how to guarantee the transactional properties of an instance. In a word, it is 
in charge of instance state evolution to achieve the goal specified. 
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- Exception Handler is used to deal with various exceptions occurring in the sys-
tem. Once an exception is captured, the corresponding process instance is sus-
pended firstly and then the exception is sent to Exception Handler for treat-
ment. If the handling rules are specified in advance, the predefined actions will 
be taken. Otherwise, the exception is reported to process administrators for fur-
ther treatment. After the exception is handled, execution of the process instance 
is resumed. In this way, system reliability is enhanced. 

- Database Service is deployed to store process definitions, process related data 
(e.g., user accounts and roles) and application related data. 

- Instant Message provides a way for end users to communicate in real time. It 
only allows simple text messages. 

- Conference Service provides a way for end users to communicate through au-
dio or video. It is a supplement to Instant Message. Sometimes this approach is 
more effective than simple text messages. 

- Web Service Publisher is deployed to expose functions of a certain process as a 
Web service [15]. The related issues will be explained later. 

- Web Service Discoverer is an agent deployed to find a desired Web service. It 
is also Web Service Discoverer’s duty to assist interaction, i.e., send out a re-
quest, wait for the response or notification from the target service and inform 
local enactment service of the invocation results. We will detail the procedure 
later. 

- Web Service Portal is a Web services version of Interface Services. It is used to 
enhance system interoperability. 

As we all know, it is a challenge for workflow management systems to support un-
structured collaboration. We address this issue by introducing Instant Message and 
Conference Service into Cova. With these two services, informal and ad-hoc actions 
can be taken besides the usual formal workflow. For example, when handling a task, a 
user may need to have some discussions with others. To achieve the purpose, he/she 
firstly creates a conference via conference service, and then instant messages are sent 
out via Instant Message service to invite online users to join the conference. In this 
way, system flexibility is also enhanced. This is an outstanding feature of our system. 
The integration of Instant Message and Conference Service adopts a tightly coupled 
way considering the following factors: 1) It is of high-performance, and 2) Cova has 
difficulty in exchanging complex data with other applications. 

4.2   Service Publication 

The purpose of service publication is to expose some functions of a process to public 
so that business partners or potential users can find and then utilize them. In our sys-
tem, Web Service Publisher is exploited to achieve this goal. To publish a service, 
Web Service Publisher presents the following questions to developers. 

- What is internal to the service and what is visible?  
- Who are allowed to access the service? 
- Which messages will be produced and how are they organized?  

Based on the answer to these questions, details of the service to publish are deter-
mined. In our system, processes are published as Web services with minor extension 
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to existing standards. As we all know, two standards related to Web services are 
WSDL and UDDI, where WSDL provides facilities for users to define the details of a 
service while UDDI allows providers to register information about the service they 
offer so that consumers can find them. However, information provided by UDDI is 
not sufficient for semantic-based dynamic service discovery. Unfortunately, dynamic 
process discovery and binding is often needed in e-commerce [16]. To meet the need 
and enhance system interoperability, we extend service profile ontology of DAML-S 
[17] to describe a Web service. For the sake of simplicity, process ontology and 
grounding ontology are left unused. The extended service profile ontology is illus-
trated in Fig. 2, where parameters under the broken line are the new attributes. The 
extension mainly involves information needed by interoperation such as message 
type, security policy, business protocol, and service invocation properties. 

-type

input

-type

output -type

parameter precondition

-type

effect qualityRating

-serviceParameterName
-sParameter

serviceParameter

-serviceName
-contactInformation
-textDescription

Profile
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-value
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MessageType

-encryptionMethod
-authenticationStrategy

SecurityPolicy

BusinessProtocol
-name
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-XMLSchemaURI

XMLSchema

-OperationURI

InterfaceProperties -InputMessageURI
-OutputMessageURI

MessageProperties

 

Fig. 2. Extended Service Profile Ontology of DAML-S 

4.3   Dynamic Service Discovery and Invocation 

As stated previously, business processes are usually complex and run in a very dy-
namic environment. Sometimes it is impossible or unnecessary to specify all the de-
tails of a business process in advance. Take parts outsourcing as an example. There 
are usually many suppliers that can supply the parts. As to with whom the trade will 
be made, it is determined during run time. With the inherent dynamic characteristic of 
Cova and the introduction of Web Service Discoverer, our system provides a good 
support for automating this scenario. The typical process definition deployed is shown 
in Fig. 3, where Web Service Discoverer is not a part of the process. 
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Fig. 3. Dynamic Service Discovery Process 

The process in Fig. 3 executes as follows. Firstly activity Act1 issues some re-
quests, according to which Web Service Discoverer starts to find out available quali-
fied Web services. Afterwards, the found results are sent to a special designed activity 
called Decision which is special in that its output is the parameters of the next activ-
ity. A decision can be made automatically or manually depending on the application 
complexity. For manual decision, Instant Message and Conference Service will also 
function. Once a decision is made, activity Act2 can start to finish service invocation. 

Cova
system

Web Service
Discoverer

Service
Provider

Result

Request
Service Invocation
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Notification

Event Notification

Monitoring

Control

Results

 

Fig. 4. Service Invocation Process 

The interaction between Cova system and the desired service is done through Web 
Service Discoverer with the lifecycle shown in Fig. 4. At the very beginning, a re-
quest is sent to Web Service Discoverer which then forwards the request with/without 
conversion. During the interaction, Web Service Discoverer can monitor service exe-
cution progress and exert control on target service. Besides, Web Service Discoverer 
can also subscribe interested events from target service according to the request. This 
is very useful especially when the service invoked lasts long. Once a notification is 
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received, the enactment service (i.e., Activity Control in Fig. 1) is informed and some 
actions may be performed. In this way, processes belonging to different organizations 
are effectively integrated. 

4.4   XML Messaging 

To facilitate the interaction with business partners as well as legacy systems, XML 
messages are deployed on account of its ability to normalize heterogeneous data. The 
schema for XML messages is shown below. 

<xs:complexType name=”XMLMessage”> 
  <xs:sequence> 
    <xs:element name=”header” type=”HeaderType”/> 
    <xs:element name=”body” type=”BodyType”/> 
    <xs:element name=”content” type=”ContentType”/> 
  </xs:sequence> 
</xs:complexType> 
<xs:complexType name=”HeaderType”> 
  <xs:sequence> 
    <xs:element name=”MessageID” type=”xs:Integer”/> 
    <xs:element name=”Destination” type=”IPAddress”/> 
    <xs:element name=”Source” type=” IPAddress”/> 
  </xs:sequence> 
</xs:complexType> 
<xs:complexType name=”BodyType”> 
  <xs:sequence> 
    <xs:element name=”OpType” type=”MessageType”/> 
    <xs:element name=”Receiver” type=”xs:string”/> 
    <xs:element name=”Sender” type=” xs:string”/> 
  </xs:sequence> 
</xs:complexType> 
<!--Application-specific data type definitions go here--> 
<xs:complexType name=”ContentType”> 
  <!--Refer WfMC Wf-XML Binding for more information--> 
</xs:complexType> 
<xs:complexType name=”IPAddress”> 
  <xs:sequence> 
    <xs:element name=”IP” type=”xs:string”/> 
    <xs:element name=”port” type=”xs:unsignedShort”/> 
  </xs:sequence> 
</xs:complexType> 
<xs:simpleType name=”MessageType”> 
  <xs:restriction base=”xs:byte”> 
    <xs:enumeration value=”0”/> <!--Request--> 
    <xs:enumeration value=”1”/> <!--Response--> 
    <xs:enumeration value=”2”/> <!--Notification--> 
  </xs:restriction> 
</xs:simpleType> 

From the schema above, we can see an XML message consists of three parts, that 
is, message header, message body and message content. Message header defines 
communication-related parameters such as IP address and port of the receiver. Mes-
sage body defines operation types (e.g., request, response and notification) as well as 
resource identifiers for message receiver (destination) and sender (source). Message 
content contains operation-specific information. In the end, we should point out that 
one-to-many communication can be achieved easily by specifying more than one 
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destination IP address in the message header. This ability is very useful sometimes. 
For example, one can issue many requests a time to query the price of certain goods. 
Without this ability, the work would be tedious. 

5   Conclusions and Future Work 

BPM is a powerful paradigm after workflow for capturing business processes, reason-
ing about them, and using process specifications to produce the corresponding sup-
porting systems. It is critical to commercial applications. However, BPM faces many 
challenges due to the complexity of commercial applications. In this paper, we pre-
sent a BPM solution based on Cova and emerging Web technologies (i.e., Web ser-
vices [15] and semantic Web [18]). We show how different technologies and various 
tools/systems are integrated to provide advanced functions. 

Till now, we have tested the proposed approach and the detailed results can be 
found in [20]. Due to the space limitation, we are not able to present them in deail 
here. In summary, the proposed system has a number of outstanding features in flexi-
bility, interoperability and uniform support for structured and unstructured coopera-
tion and the way proposed in this paper can be used as a reference to develop solu-
tions for business process management. In the end, we should point out that our sys-
tem is far from completeness and the following work may further our study: 

- Security. It is a critical issue faced by all the network-based systems. Business 
processes usually run on the Internet spanning several security domains and 
therefore, the security of supporting system is especially important. Topics with 
this issue include flexible and effective authorization and access control as well 
as data encryption/decryption scheme. 

- Cross-organization transaction support. The transaction model currently adopted 
[13] only takes account of the activities within an enterprise. With processes run-
ning across enterprise boundary, new uncertainties will be introduced. In addi-
tion, processes of partners are out of the control of local system. Under such a 
condition, we need rethink exception handling approach and compensation 
strategies currently adopted and design new viable models. 
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Abstract. Temporal information management in workflow has been recognized 
as one of the most significant tasks in workflow management. The temporal  
uncertainties and valid time constraints on resources and activities should be 
taken into consideration in workflow models. Based on introducing time con-
straints on elements in Fuzzy-timing Petri Nets, a new workflow model named 
Fuzzy Temporal Workflow Nets (FTWF-nets) is proposed. The calculation of 
temporal elements in FTWF-nets is given. Time modeling and time possibility 
analysis of temporal phenomena in FTWF-Nets are also investigated. Finally an 
example is given to illustrate how to use this approach. Research results show 
that FTWF-Nets can be used to model temporal information in those workflows 
which have temporal uncertainties and time constraints on resources and activi-
ties, and analyze the time possibility on some typical constraints. 

1   Introduction 

Recently, time management in workflow has been one of the most active research 
areas in both academic and industrial communities. There are many kinds of time 
constraints in business processes. For instance, a work task or a whole process should 
be finished in a limited duration; Enterprises may suffer great losses when these time 
constraints are violated, For example, in a customer claim handing process, claims not 
been handled in time may depress the customers; an enterprise should pay penalty 
when a commercial contract has not finished execution on time. Thus, it is of great 
importance to manage the time information in workflows effectively and to avoid the 
violation of time constraints.  

Nowadays the research on time management in workflows mainly focuses on  
time planning of workflow execution, estimation of activity duration, avoidance of 
violation of time constraints on activities or processes and exception handling of time 
constraint violation [3]. The key of an effective approach of time management  
in workflows is an effective time modeling and analysis method. Petri Nets have 
attracted researchers’ attention because of their mathematical basis and powerful 
descriptive ability. Some workflow models based on extended Petri nets have been 
proposed to describe time information in workflows [4], [5], [6], [7], [8]. However, 
the time information is supposed to be certain in these models. Unfortunately, in the 
real world, there are many uncertainties in time information in workflows and the 
time information is hard to be described precisely. T.Murata [1],[2] has put forward 
Fuzzy-Timing Petri Nets (FTN) to describe time uncertainty in Petri nets. In this  
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paper, a workflow model named Fuzzy Temporal Workflow Nets (FTWF-Nets), 
which is based on the extension of FTN, has been proposed. And the temporal behav-
ior analysis in workflows using FTWF-Nets has also been discussed. Compared with 
other Petri net based workflow models, FTWF-nets can describe and analysis process 
behavior with time uncertainties more easily and effectively.  

2   Background and Relative Work 

Petri Nets based workflow technologies have been a hot research topic for recent 
years. At the same time, researchers have paid more and more attention to time in-
formation management in workflow. Many Petri Nets based time related workflow 
models have been proposed [4], [5], [6], [7]. 

W.M.P. van der Aalst [9] has put forward Workflow Nets(WF-Nets), which  
are used in modeling and analysis of workflow control structures. He has also defined 
in WF-Nets “soundness”, an important evaluating criterion of workflow control  
structures. 

Sea Ling [4] has proposed Time Workflow Nets (TWF-Nets), the extended WF-
Nets. In TWF-Nets, each transition is attached with an interval, and the execution 
duration of the transition must be within that interval. He has also defined “time 
safety” in TWF-Nets.  

Based on TWF-Nets, Du [5] has proposed Extended Time Workflow Nets (XTWF-
Nets). An XTWF-Net consists of several TWF-nets based on specific rules and it can 
describe concurrent time constraints in workflows. XTWF-Nets also introduce time-
zoom related time mapping functions, which can be used to describe time constraints 
on workflows of different time zooms.  

Based on time constraint requirements in real world workflow processes, Li [7], [8] 
has proposed Time Constraint Workflow Nets (TCWF-Nets). TCWF-Nets combine 
the analysis methods in Time Constraint Petri Nets and TWF-Nets. It can describe the 
arrival time of a workflow instance, activity enabled time, allowable interval of activ-
ity firing and activity execution duration. Li has also proposed an analysis method to 
analyze the time constraints satisfiability in workflows.  

Nonetheless, in the models above, time information is certain and precise. They all 
lack the ability to describe time uncertainty. But in the real world, because of the 
dynamic characteristics of resources and activities in workflows, much time informa-
tion is uncertain and can’t be described precisely. 

On the other hand, T. Murata [1], [2] has proposed Fuzzy-Time Petri Nets (FTN). 
FTN are a kind of colored Petri Nets and introduce four fuzzy time functions, which 
are fuzzy timestamp function, fuzzy enabled time function, fuzzy occurrence time 
function and fuzzy delay function. FTN can describe and analyze the fuzzy temporal 
behavior in workflow, however, it can’t describe the time constraints on transitions 
and resources. Zhou [10] has proposed Extended FTN(EFTN), which introduce the 
valid interval constraints on transitions. Unfortunately EFTN still ignores the valid 
interval constraints on resources, which means the life cycle duration of resources.  
To the best of our knowledge, there is little research on valid interval constraints on 
resources in workflow except for a brief discussion in [11]. 
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3   Fuzzy Temporal Workflow Nets (FTWF-Nets) 

3.1   Fuzzy Time Point 

[Definition 1] Fuzzy time point is the possibility distribution of a function mapping 
from the time scale  to real interval [0,1], which restricts the more or less possible 
value of a time point. Let a denote the possibility distribution function attached to a 
time point a, then ∀ ∈ , a ( ) denotes the numerical estimate of the possibility that 
a is precisely . Let fuzzy set A be the possible range of time point a and μA denote 
the membership function of A, then we have ∀ , a ( )=μA( ). In this paper fuzzy 
time point is denoted by trapezoid possible distribution, which must be normal and 
convex. Thus a fuzzy time point can be represented by h( 1 , 2 , 3 , 4), Figure 1 
shows an example.  

          

 
Fig. 1. Trapezoid function of fuzzy time point 

3.2   The Formal Definition for FTWF-Nets 

[Definition 2] A Fuzzy Temporal Workflow Net (FTWF-Nets) is a 9-tuple 
(P,T,A,FT,FE,FO,D,RVT,TVT) 

P is a set of places; T is a set of transitions and P T= , P T ≠ ; A is a set of arcs 
which is a subset of (P×T) (T×P). The triple (P,T,F) forms a Workflow Net [9] 

FT denotes a set of fuzzy time stamps which is attached to tokens (resources). Let 
( ) denote the fuzzy time stamp function, which describes the possibility distribution 

of a token’s arrival time on a place.  
FE denotes a set of fuzzy enabled time of transitions. Let et ( ) be the fuzzy enabled 

time function of transition t. et ( ) describes the possibility distribution of t being en-
abled at time point . 

FO denotes a set of fuzzy occurrence time of transitions. Let ot ( ) be the fuzzy oc-
currence time function of transition t which describes the possibility distribution of t 
firing at time point . 

D denotes a set of fuzzy delays of transitions. Let dt( ) be the fuzzy delay function 
of transition t which describes the possibility distribution of the duration from the 
firing time of t to the time when t outputs tokens to its output places. 

RVT TOKEN Q+ ×(Q+ + ),denotes a set of valid intervals constraints on to-
kens (resources). Each of them can be represented by a relative interval [a,b] ( a and b 
are both time points, 0 a<b). Let  denote the fuzzy timestamp of a token, then the 
 



548 Y. Pan et al. 

 

valid interval constraint [a,b] on the token means that the token is only available  
between a+  and b+ . 

TVT:T Q+ ×(Q+ + ), denotes a set of valid internal constraints on transitions 
(activities). Each of them can be represented by a relative interval [c,d](c and d are 
both time points, 0 c<d). Let  denote the fuzzy enabled time of a transition, then the 
valid internal constraint [c,d] on t means that the transition can only fire between c+  
and d+ . 

3.3   Time Related Calculation in FTWF-Nets 

[Definition 3] The fuzzy enabled time et ( ) of transition t denotes the possibility dis-
tribution of the latest arrival time of the input token of t. It can be computed by et 

( )=latest{ i( ) [ai,bi], i=1,2,…,n},where latest is the operator that computes the 
“latest-arrival/lowest possibility distribution” from n distributions [1] , and  is the 
extended addition [12]. i( ) is the fuzzy timestamp of the enabled token i arriving at 
the input place pi of transition t, and [ai,bi] is the relative valid interval constraint on 
token i. Let hi( i1, i2, i3, i4) be the trapezoid function of i( ), then  

i( ) [ai,bi]=hi( i1, i2, i3, i4) 1(ai,ai,bi,bi) 
=min{hi,1}( i1+ai, i2+ai, i3+bi, i4+bi) 
=hi( i1+ai, i2+ai, i3+bi, i4+bi) 

According to the approximate computation of latest operator in [1], et ( ) can be 
computed by 

et ( )=latest{ i( ) [ai,bi], i=1,2,…,n} 
=latest{hi( i1+ai, i2+ai, i3+bi, i4+bi),i=1,2,…,n} 
=min{hi}(max{ i1+ai},max{ i2+ai},max{ i3+bi},max{ i4+bi})  i=1,2,…,n 

[Definition 4] The fuzzy occurrence time of transition tk denotes the possibility distri-
bution of the firing time point of tk. Suppose there are n quasi-enabled transitions  
ti, i=1,2,…,k,…,n. Let their fuzzy enabled times be eti ( ) and their valid internal  
constraints be [ci,di]. Then the fuzzy occurrence time of tk can be computed by otk 

( )=MIN{etk( ) [ck,dk],earliest(eti( ) [ci,di],i=1,2,…,n)}, where earliest is the  
operator that selects the earliest enabled time of the quasi-enabled transitions. And 
MIN is the intersection of distributions [12]. Let hti( i1, i2, i3, i4) be the trapezoid 
function of eti ( ), i=1,2,…,n, then 

eti( ) [cti,dti]=hti( i1, i2, i3, i4) 1(ci,ci,di,di) 
=min{hti,1}( i1+ci, i2+ci, i3+di, i4+di) 
=hi( i1+ci, i2+ci, i3+di, i4+di) 

According to the approximate computation of earliest operator in [1],  

earliest(eti ( ) [ci,di],i=1,2,…,n) 
=earliest(hti( ti1+cti, ti2+cti, ti3+dti, ti4+dti),i=1,2,…,n) 
=max{hti}(min{ ti1+cti},min{ ti2+cti},min{ ti3+dti},min{ ti4+dti}) 

Thus otk ( ) can be computed by otk ( )=MIN{htk( k1+ck, k2+ck, k3+dk, k4+dk), 
max{hti}(min{ ti1+cti},min{ ti2+cti},min{ ti3+dti},min{ ti4+dti})}, i=1,2,…,n. 
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[Definition 5] Suppose To is an output token of transition t, ot ( ) is the fuzzy occur-
rence time of t and dt( ) is the fuzzy delay of t. Then the fuzzy timestamp of token To 
can be computed by To( )= ot ( ) dt( ). Let h1( 1, 2, 3, 4) be the trapezoid function 
of ot ( ) and h2(d1,d2,d3,d4) be the one of dt( ),then  

To( )=h1( 1, 2, 3, 4) h2(d1,d2,d3,d4) 
=min{h1,h2}( 1+d1, 2+d2, 3+d3, 4+d4). 

4   Time Modeling and Time Possibility Analysis 

A good workflow model can not only model the logical control structures in work-
flows, but also describe and analyze time information and temporal behaviors of re-
sources and activities. Generally speaking, the typical temporal phenomena include 
execution delays of activities, valid occurrence interval constraints on activities, valid 
interval constraints on resources (life cycle limits of resources), execution duration 
limits of processes, time distance between two activities etc. FTWF-Nets have inher-
ited the four fuzzy time functions in FTN, They have also introduced valid interval 
constraints on resources and activities. So FTWF-Nets can be used to describe fuzzy 
time information  

In FTWF-Nets, the fuzzy delay function dt( ) can describe an activity’s execution 
delay. A resource’s life cycle can be limited by the valid interval constraint [a,b] on 
that resource. And the valid interval in which an activity can fire can be limited by the 
valid interval constraint on the activity. 

The execution duration of a process, one of the most important elements in workflow 
time management, means the executing time limit of a workflow instance between its 
start time and end time. In FTWF-Nets, we introduce a temporal logic operator  to 
describe and analyze the time possibility of the execution duration of a process. 

[Definition 5] Suppose a and b are fuzzy time points, whose possibility distributions 
are a ( ) and b ( ) respectively. And let (C,A,B,D) and (G,E,F,H) be the trapezoid 
functions of a ( ) and b ( ), as shown in Fig. 2 . Then the possibility distribution of 
the temporal relation of b before a can be computed by  

(b a) 
= 

zoidEFHG)Area(trape    

FHG)trapezoidEzoidACBDArea(trape ∩  

=
zoidEFHG)Area(trape    

zoidEBDG)Area(trape  

If b is a precise time point, then b ( ) can be represented by (t,t,t,t), as shown in 
Fig. 3. Thus 

(a b)=
zoidABDC)Area(trape    

zoidAEFC)Area(trape  

Suppose a workflow instance arrives at the initial place i of FTWF-Nets, and the ex-
pected execution duration is f( ), then the expected fuzzy timestamp when the in-
stance arrives at the end place o of the FTWF-Net should be i( ) f( ). On the other 
hand, we can use the formulas in section 3.3 to calculate the fuzzy timestamp 
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Fig. 2. a b (b is a fuzzy time point)               Fig. 3. a b (b is a precise time point) 

o( ) when the workflow instance arrives at the end place o according to every transi-
tion sequence from i to o. Thus the time possibility [13], [14] that the workflow in-
stance can finish before the execution duration constraint can be represented by 

( o( ) ( i( ) f( ))). 
The constraint of the time distance between two activities means that the time 

length between the activities should be less than a specific duration. In this paper, the 
time distance is represented by the absolute value of the distance between the occur-
rence times of the two activities. Suppose A and B are two activities in a workflow 
instance, and the expected duration between them is f( ).Assume the occurrence time 
of A and B in that instance are oA ( ) and oB ( ) after calculation. Then the time possi-
bility that the time distance between A and B is more than f( ) can be represented by 

((oA ( ) f( )) oB ( )),and the one that the time distance between A and B is less 
than f( ) can be represented by (oB ( ) (oA ( ) f( ))). 

5   An Illustration 

In the development of several workflow-related applications, including ERP (Enter-
prise Resource Planning) systems and laboratory management systems, FTWF-nets 
have been used to model uncertain time information in work processes and analyze 
their temporal behavior. The practice results show that FTWF-nets can help users to 
analyze the temporal behavior of workflows effectively. 

The following example is selected from a laboratory management system. It illus-
trates how to use FTWF-nets to analyze the time possibility of execution duration 
limit of a process. 

[Example 1] Suppose the valid percentage of some vitamin C, which is suspected to 
have been oxygenated, should be determined in a chemical laboratory. The process is 
as follows and we assume that hour is used as the unit of time in this example. 

Before the determination procedure, the use of the lab should be applied. Assume the 
fuzzy delay of the “examine and approve” activity is 1(1,2,3,4). A 3-hour duration 
will be assigned when the application is examined and approved. 

Because of its easy oxygenation in the air, the vitamin should be dissolved in some 
acidic liquor before the determining experiment. The fuzzy delay of the dissolving step 
is 1(0.05,0.1,0.2,0.3). And the vitamin C in the liquor can be kept stable in 0.5 hour. 

Potassium dichromate can react with potassium iodine to form iodine, which can 
be used in the following step. The fuzzy delay of this step is 1(0.1,0.2,0.3,0.5). Iodine 
is also easy to be oxygenated in the air. It can be kept stable in 0.4 hour. 
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The iodine can be used to titrate the acidic liquor with vitamin C. The fuzzy delay 
of this step is 1(0.3,0.4,0.5,0.6). 

It needs 0.1 hour to do preparation before experiment in steps (2), (3) and (4). And 
we assume that each of these three steps must start within 0.05 hour after its prepara-
tion has finished.   

What is the time possibility that the process can finish within 7 hours? 

 

i
i 

o 

r1 

r2 

r3 

r4 

t1 

t2 

t3 

t4 
i

r5 

  

Fig. 4. The FTWF-Net representation 

    7    

Fig. 5. ( o( ) f( ) ) of the determining process 

The meanings of the elements in figure 4 are as follows: 

  i: initial place in the FTWF-Net      
 o: end place in the FTWF-Net 
r1: vitamin C, acidic liquor       
r2: potassium dichromate, potassium iodine 
r3: laboratory       
r4: the acidic liquor which has dissolved vitamin C 
r5: iodine 
t1: examining and approving step of the use of the laboratory 
t2: the step that vitamin is dissolved in the acidic liquor 
t3: the step that potassium dichromate reacts with potassium iodine and forms iodine 
t4: the step that the iodine is used to titrate the acidic liquor with vitamin C 

Let i( ) be the fuzzy timestamp of a workflow instance at the initial place i, and 
i( )= 1(0,0,0,0).There is no valid interval constraint on the token, so we can set the 

valid interval to be [0, 0]. Thus the fuzzy enabled time of t1 can be computed  
by et1( )=1(0+0,0+0,0+0,0+0)= 1(0,0,0,0).There is no valid internal constraint on t1, 
then we can set the valid interval to be [0,0]. The fuzzy occurrence time of t1 can be 
computed by ot1( )=MIN{1(0+0, 0+0, 0+0, 0+0), 1(0+0, 0+0, 0+0, 0+0)}= 
1(0,0,0,0).The fuzzy delay of t1 is 1(1,2,3,4). Because r1, r2 and r3 are all output 
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places of t1, the fuzzy timestamp of r1, r2 and r3 can be computed by r1( )= 
r2( )= r3( )= ot1( ) 1(1,2,3,4)=min{1,1}(1+0,2+0,3+0,4+0)=1(1,2,3,4). 

Let [0, 0] be the valid interval of the token in r1 because there is no valid interval 
constraint on it. And the valid interval of the token in r3 is [0, 3] according to (1). r1 
and r3 are both input places of t2, then et2( )=latest(1(1+0,2+0,3+0,4+0), 1(1+0,2+0, 
3+3,4+3))=min{1,1}(max{1,1},max{2,2},max{3,6},max{4,7})=1(1,2,6,7). We can 
also get et3( )= 1(1,2,6,7). According to (5), the valid interval of t2 is [0.1,0.1+0.05]= 
[0.1,0.15]. Thus ot2( )=MIN{1(1+0.1,2+0.1,6+0.15,7+0.15), max{1,1}(min{1+0.1, 
1+0.1},min{2+0.1, 2+0.1}, min{6+0.15, 6+0.15}, min{7+0.15, 7+0.15})}= 1(1.1,2.1, 
6.15,7.15). Analogously we can get ot3( )= 1(1.1,2.1,6.15,7.15). 

The fuzzy delay of t2 is 1(0.05,0.1,0.2,0.3), and r4 is an output place of t2. Thus 
r4( )= 1(1.1,2.1,6.15,7.15) 1(0.05,0.1,0.2,0.3)=1(1.15,2.2,6.35,7.45).Analogously we 

can get r4( )= 1(1.1,2.1,6.15,7.15) 1(0.1,0.2,0.3,0.5)=1(1.2,2.3,6.45,7.65). 
[0,0.5] is the valid interval of the token in r4 according to (2), and [0,0.4] is the 

one of the token in r5 according to (3). Then r4 and r5 are both input places of t4. 
Thus et4( )=latest(1(1.15+0,2.2+0,6.35+0.5,7.45+0.5),1(1.2+0,2.3+0,6.45+0.4,7.65 
+0.4))=min{1,1}(max{1.15,1.2},max{2.2,2.3},max{6.85,6.85},max{7.95,8.05})=1(1.2, 
2.3, 6.85, 8.05). 

According to (5), the valid interval of t4 is [0.1,0.15]. Then ot4( )= MIN{1(1.2+ 
0.1,2.3+0.1,6.85+0.15,8.05+0.15),1(1.2+0.1,2.3+0.1,6.85+0.15,8.05+0.15)}=1(1.3,2.4,
8, 8.2). 

The fuzzy delay of t4 is 1(0.3,0.4,0.5,0.6), and place o is the output place of it. 
Thus o( )= 1(1.3,2.4,8,8.2) 1(0.3,0.4,0.5,0.6)=1(1.6,2.8,8.5,8.8). 

If the process should finish within 7 hours, the expected fuzzy timestamp f( ) 
when the process arriving at the end place o is 1(7,7,7,7).As shown in figure 5, the 
area of the whole trapezoid is (8.5-2.8+8.8-1.6)×1÷2=6.45, while the area of the left 
part of the trapezoid is (7-2.8+7-1.6)×1÷2=4.8. Thus ( o( ) f( ))=4.8÷6.45=0.74. It 
means that the time possibility that the process can finish within 7 hours is 0.74. 

6   Conclusion 

In this paper, we have proposed Fuzzy Temporal Workflow Nets (FTWF-Nets) based 
on time constraint workflow nets and fuzzy-timing Petri nets. We have also put for-
ward the calculation of the temporal elements in FTWF-Nets, and the method of time 
modeling and time possibility analysis of temporal phenomena in FTWF-Nets. Fi-
nally, we give an example of a determining process in a chemistry laboratory to illus-
trate how to use the approach. FTWF-nets have been used in developing several 
workflow-related applications, including ERP (Enterprise Resource Planning) sys-
tems and laboratory management systems. The results show that FTWF-nets can 
model uncertain time information in work processes and help users to analyze the 
temporal behavior of workflow effectively. 
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Abstract. Various urban planning stakeholders may have conflicting views on 
development plans and proposals. In order to achieve a shared understanding 
and facilitate decision making among stakeholders, this paper presents a col-
laborative urban planning workspace. This workspace is comprised of advanced 
display systems and optical tracking technologies. A distributed system frame-
work is designed to integrate user interaction, rendering, services and data man-
agement capabilities. The system prototype has been implemented and some 
test scenarios have been examined with user groups. 

1   Introduction 

The nature of urban planning is complex and can be highly disorganised [1]. Typi-
cally, many stakeholders such as government officers, urban planners, developers 
community groups and environmental groups are involved in the urban planning 
process [2-4], with each stakeholder representing their own interest or the interest of 
an organisation or a community group.  Consensus on a number of economical, socio-
logical, transportation and environmental objectives must be reached by these stake-
holders, hence conflict resolution represents a major challenge in the urban planning 
process.   

Typically, stakeholders use text-based documents, images and verbal communica-
tion to communicate complex ideas to other participants and to evolve the design by 
responding to their feedback. Due to the inadequacy of these communication forms, 
stakeholders can misunderstand or be unable to provide sound feedback on the pro-
posed design leading to low quality decisions. Information can be lost when complex 
visual forms are translated using such inadequate communication tools [5, 6].  

However, virtual environment technology is considered to be a powerful commu-
nication tool which can overcome the limitation of the current communication forms. 
Due to its rich visual and interactive nature, virtual environments have the ability to 
facilitate discussion, collaboration, decision-making and conflict resolution between 
stakeholders in the planning process [7].  
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This paper presents an urban planning environment which has been developed using 
virtual reality (VR)-centred technologies. It allows the stakeholders to communicate 
their key design concepts to other participants in a visual form with 3D interaction ca-
pabilities. The key technical challenges addressed in this research are centred around the 
issues of system integration [6, 8], advanced user interaction techniques [9] and collabo-
rative software infrastructure [10, 11] for urban planning. In this research, an open-
architecture framework has been developed to facilitate the simulation and evaluation 
of complex urban datasets to support collaborative urban planning. The proposed 
environment offers a co-located design workspace for the stakeholders to work to-
wards consensus. 

2   Related Work 

There have been many attempts to develop urban planning environments based on 
virtual environment technologies. This section summarises several key developments in 
this area. 

In [12], Coors et al. presents a collaborative urban planning system using a Respon-
sive Workbench [13] and a tangible interface. In this system, 3D-GIS (Geographical 
Information System) is used to create urban models. A set of physical tools, each  
associated with various functions, are tracked simultaneously facilitating group interac-
tion with the planning and decision support system.  In [14], Ishii et al. uses physical 
models and a luminous table with two projectors to create an augmented urban planning 
workbench. Two dimensional drawings, 3D physical models and digital simulation are 
overlaid into a single information space to support the urban design process. In [15], 
Hopkins et al. uses a SMART board as a collaborative urban planning tool. It offers the 
user the ability to draw sketch-plans directly onto the virtual model. 

Although the methodologies and applications described above present valuable 
contributions to collaborative urban planning and design, further research is required 
to develop better interfaces with appropriate functionality to support complex urban 
planning tasks, involving various stakeholders. 

3   Collaborative Urban Planning Environment 

3.1   Design Requirement 

In order to provide an interactive collaborative workspace, the following features 
have been incorporated in the virtual urban planning environment:  

- User Workspace: A multi-screen setup based on different visualisation platforms 
(tablet PC, tabletop display and a stereoscopic display) is used to create the user 
workspace. This multi-screen setup allows the users to interact in 2D or 3D, de-
pending on their preferences.  Furthermore, an optically tracked interface, based on 
infra-red cameras, is used on the stereoscopic display to perform navigation, object 
query and manipulation tasks on the 3D urban environment. 

- Urban Model Generation: The system is based on a modelling framework which 
allows rapid generation of accurate and detailed 3D representation of the urban  
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environment from multiple data sources. This provides the stakeholders with a re-
alistic urban scene for discussing urban planning issues. 

- System Architecture: The underlying system architecture has been designed as a 
layered architecture to provide integration with several services such as interaction, 
visualisation, distribution, data management and simulation. 

This paper presents the design and implementation details of the User Workspace 
and the System Architecture. A detailed description on the creation of urban models 
can be found in [16]. 

3.2   User Workspace 

At the core of this research is the design and implementation of a collaborative urban 
planning workspace that supports group discussions. The proposed workspace has 
been developed by integrating a variety of technologies such as a stereoscopic dis-
play, tabletop display, optical tracking and hand-held devices to provide different 
visual and interaction forms (Fig. 1 left). 

        

Fig. 1. VR-Centred collaborative urban planning workspace (left) and an implemented proto-
type (right) 

The stereoscopic display is used to present a visually and semantically rich 3D    
urban environment to the stakeholders.  This stereoscopic view of the urban environ-
ment allows the stakeholders to navigate through the 3D urban environment in vari-
ous modes (fly, walk) and to explore new urban design concepts. The optical tracking 
technologies, mounted around the stereoscopic display,  is used to track wireless 3D 
input devices (joystick, PDA’s (Personal Digital Assistant)) to provide a user-friendly 
interfaces for the stakeholders to interact with the urban environment. 

The table-top screen with a touch-sensitive surface overlay is used to display 2D 
information such as the 2D GIS view of the urban environment. The users can use this 
2D view and/or the 3D stereoscopic view to gain a better understanding of the urban 
space during discussion. This 2D interface is also being developed to support 2D 
annotations on objects and to perform navigations on the 3D environment. The users 
can orient the table top (horizontal, vertical or inclined) depending on the type of 
interaction tasks they wish to perform on the display. 
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Hand-held devices such as tablet-PCs and PDA’s can be connected to provide pri-
vate workspaces for the users. All tablet PCs and PDA’s are inter-connected through a 
wireless network. 

3.3   Framework of Collaborative Urban Planning Environment 

The above urban planning workspace provides a multi-platform display environment. 
In order to implement a comprehensive planning environment, several elements 
have been designed to support interaction, urban model generation and simulation 
which are organized into four layers: a workspace layer, a user interface layer, a 
simulation and data management layer and a distribution layer. The system archi-
tecture of our urban planning framework is shown in Fig. 2. 

Workspace Layer: The workspace layer is the physical setting of this collaborative 
environment (Fig.1). It is comprised of a VR workspace and a 2D workspace for 
supporting both 3D and 2D operations on the urban environment. In VR Work-
space, optical tracking technology is used to track the user’s head and the hand 
positions. A group of marked tools (Fig. 3) such as PDA’s and Game-Pads are used 
for interacting with the virtual world.  A 3D interface, based on a 3D widget set, is 
used within the virtual environment to support system operations such as model 
loading.  In the 2D environment, users interact through the touched sensitive screen 
of the table-top display.  In this mode, the user can invoke actions by performing 
gestures on the touched sensitive screen or by interacting with a 2D GUI (Graphical 
User Interface).  

Interface Layer: The user interface layer facilitates user interaction through the 
user interface manager and two world managers (2D and 3D). The interface man-
ager gets user inputs from the devices in the Workspace Layer and generates com-
mands for the 2D World Manager, 3D Word Manager and the Urban Model Manger. 
Typical commands generated by the Interface Manager are update view, update 
model position, delete object etc.  The main tasks of the 3D world manager and the 
2D world manager are to update their 3D and 2D world representations and con-
tinuously visualise the evolving design. In addition, the world managers also sup-
port the visualisation of attribute information of urban objects such as names and 
functions, in response to user queries. 

Simulation and Database Services Layer: The simulation and database layer 
consists of a series of simulation services and an Urban Model Manager.  The urban 
model representation is based on a schema which support the integration of data 
formats such as Ordnance Survey MasterMap, LiDAR (Light Detection And Rang-
ing) datasets and 3D CAD (Computer Aided Design) models[16]. The services within 
this layer could vary from GIS servers, simulation servers (traffic, pollution, sound) to 
space analysers. 

Distribution Layer: The distribution layer, based on distributed object architecture, 
provides a software framework to support distributed interactive visualisation and 
simulation.  It is designed around a lightweight core that connects plug-ins into the 
framework at runtime and manages the urban model and shared memory [17]. 
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Fig. 2. Architecture of collaborative urban planning environment 

4   Prototype Implementation 

We have developed our workspace prototype based on the concepts and platform 
illustrated in Fig. 1 (left). The main components of this system are illustrated in Fig. 1 
(right) which consists of a BARCO TRACE display, a table-top display, optical track-
ing devices and interactive tools. A BARCO TRACE display is used as a semi-
immersive virtual environment in our prototype. The screen size is approximately 1.4 
by 1.1 square metres, with 3000 ANSI lumens brightness making it possible to work 
under normal office lighting conditions. A WACOM display is used as the table-top 
screen.  
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A VICON Motion System is used for optical tracking [18]. Every registered object, 
which is identified by optical markers, is tracked constantly as long as the markers 
can be seen by more than three cameras simultaneously. At present, only a small 
number of tools are tracked within this environment, such as glasses, wireless game-
pad and a PDA (Fig. 3). The markers on glasses are used to track the user’s head 
position within the workspace while markers on all the other devices are used to track 
the positions of the devices which usually relate to the users’ hand position. A PDA 
has been connected to the system using BlueTooth to act as an input controller. A 
context sensitive dialog box is displayed on the PDA’s display during the runtime. 
The user can operate the virtual world through physical buttons on the PDA and vir-
tual buttons and menus displayed on the PDA’s screen. In addition, a gesture-based 
interface is being developed in our research centre to support bi-manual operations. 

      

Fig. 3. Examples of objects with markers for interaction in VE (left) and a glove for gesture-
based interface (right) 

4.1   Application Scenarios 

This collaborative urban planning environment has been demonstrated in several 
scenarios. 
Application Scenario 1: This prototyping environment has been used to visualise 
multiple datasets collected by Ordnance Survey. Initially an area from Bristol (Fig. 4) 
has been chosen as a study area to demonstrate the power of the prototyping environ-
ment. Using the unified data modelling framework [16], develop in this research, the 
prototyping environment can integrate multiple datasets such as stereo-images,  
LiDAR data, MasterMap and 3D CAD model-based geometry models to provide a 
 

 

Fig. 4. Realistic view from LiDAR data (left) and street view from 3D CAD dataset (right) 
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visually and semantically rich urban environment.  The MasterMap, maintained un-
derneath the visual representations allow the users to query street level information 
from aerial photos, LiDAR datasets and DEM (Digital Elevation Model) landscape 
datasets. Fig. 4 presents two different views derived from LiDAR data and 3D CAD 
datasets. 

Application Scenario 2: The prototyping system presented in this paper has also 
been used in the Black Country regeneration project. The Black Country is comprised 
of Dudley, Sandwell, Walsall and Wolverhampton in the west midlands of England.  
Initially, the prototype system has been used to present the “Black Country Vision” to 
the senior executive officers and policy makers (Fig. 5). The initial feedback gathered 
from these experts and policy makers confirms that this environment has many bene-
fits such as promoting comprehension of the urban environment, facilitating collabo-
rative exploration of design variation and decision-making. 

  

Fig. 5. Urban planning system demonstrated to Black Country Consortium 

Application Scenario 3: In collaboration with English Nature, the prototyping envi-
ronment has been used to visualise the Ainsdale National Nature Reserves (NNRs) 
model (Fig. 6).  The Ainsdale NNR is situated on the north-west coast of England and 
contains a range of habitats such as inter-tidal sand flats, dunes, woodland, and vari-
ous endangered species. This model has been developed to explore how best to com-
municate the impact of coastal erosion to the public and to agree on plans to preserve 
the wild life in the affected area. 

 

Fig. 6. The Ainsdale NNR model 
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5   Concluding Remarks 

In this paper we have presented a workspace for collaborative urban planning. Our 
prototype is based on multiple screens with different display types and optically 
tracked interactive devices. The 2D and 3D display environment allows the users to 
simultaneously view both 2D GIS and 3D stereoscopic view of the urban environ-
ment. The wireless tracking interface built using optical tracking technology offers a 
non-intrusive environment for multi-user interaction. The modelling framework de-
veloped as part of this research allows the users to integrate urban data captured from 
multiple sources. Currently, the current prototype system is capable of integrating 
MasterMap, aerial photographs, LiDAR data and CAD models into a single represen-
tation, offering a semantically and visually rich environment for collaborative urban 
planning.  The MasterMap representation used within this model allows the users to 
query various objects to explore the urban space. The underlying software framework 
provides interfaces for various simulation modules to bring analytical data to the 
urban environment. 

In collaboration with Ordnance Survey, Black Country and English Nature,  
the current urban planning environment is being extended to support various envi-
ronmental planning projects. The initial feedback received from the stakeholders 
involved in urban planning is positive. However, the potential ability of optical track-
ing is yet to be fully exploited. Currently, only one user can control the navigation  
and manipulation, limiting the degree of collaboration and naturalness of the user 
interface.  

Ultimately, a typical collaborative urban planning session using our proposed sys-
tem would involve a number of participants equipped with interaction devices that 
allow them to load, edit and visualise various urban scenes and plans in a synchronous 
manner. Therefore, further implementation work is required to provide a rich multi-
user control. Furthermore, we are hoping to conduct a thorough evaluation of the 
system involving stakeholders with the view to improving the workspace settings and 
the current user interaction features. 
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Abstract. The integration of Learning Objects Repositories, Information 
Visualization, Web and new Visual Interaction techniques will change and expand 
the paradigms of current work of learners on the Web. Virtual learning will 
improve visual communication that takes place in all elements of the user 
collaboration and provide decreased "time-to-enlightenment". Virtual learning is a 
process that provides information visualization technology to address the 
challenge of discovering and exploiting information for the purpose of learning. 
This article examines the issue faced by most eLearning systems - how to turn 
data into understandable learning knowledge, and make this knowledge accessible 
to peers who rely on it. It introduces a generic design model for Collaborative 
Virtual Learning based on the Model-View-Controller design pattern.  

1   Introduction 

Web Intelligence (WI) was first explicitly introduced in 2000 as a joint research effort in 
developing the next generation Web-based intelligent systems, through combining 
expertise in Intelligent Agents, Data-Mining, Information Retrieval, and Logic [1]. 
Broadly speaking, WI encompasses the scientific research and development that 
explores the fundamental roles as well as practical impacts of Artificial Intelligence 
(AI), such as autonomous agents and multi-agent systems, machine learning, data-
mining, and soft-computing, as well as advanced Information Technology (IT), such as 
wireless networks, grid computing, ubiquitous agents, and social networks, on Web-
empowered systems, services, and activities. WI is aimed at producing new theories and 
technologies that will enable us to optimally utilize the global connectivity, as offered 
by the Web infrastructure, in life, work, and play. As more detailed blueprints and issues 
of Web Intelligence (WI) were evolved and specified in recent years, numerous WI 
research studies and business enterprises have been established around the world.  
WI companies and research centers/labs have been launched in USA, Canada, Europe, 
Japan, and India, etc. Each of them focuses on certain specific WI issues or 
products/services. As a result, today WI has become a well-defined IT research field, 
publicly recognized as well as promoted by the IEEE Computer Society.  

However, much of the WI research has been focused on mining the log file of a Web 
site for knowledge about how Web pages are linked to each other and how frequently 
links have been traversed by users. Indeed, finding the online Web pages/services 
perfectly suited for a given task is not always feasible even with the aid of intelligent 
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agents. In this article we will describe a framework for building flexible collaboration 
that handles these imperfect situations. In this framework we exploit an information 
retrieval system as a general discovery tool to assist finding and pruning information.  

2   The Issue of Web Intelligence Learning: The Missing Element 

In almost all areas of science, building computing models for prediction are considered 
an important technique, which has been mainly promoted by the research of machine 
learning and data mining. Since the 1987s, learning from examples has been regarded as 
the most promising direction [2], in which the prediction model, or learner, is trained 
from examples whose desired output is known. In most cases, obtaining a big training 
set is good news. However, although huge volume data exist in the Internet, it is not 
feasible to collect them together to train a global learner. One reason is these data are 
scattered on different sites, the style of which is different from that of distributed 
systems where the resources are deliberately distributed. Moreover, the huge volume of 
data disables any process collect them together because the overwhelming cost of 
communication will be a disaster. Even if these data could be exchanged, new data may 
be difficult to be utilized because they are accumulated on different sites every time.  

Actually making use of data resources in the Internet has been investigated by the 
communities of web intelligence. There are many fields which contribute to Web 
Intelligence as defined by the Web Intelligence Consortium (http://wi-consortium.org/ 
aboutwi.html). Although WI incorporates fields like Web Information Retrieval, Web 
Mining, Web Agents, Ubiquitous Computing and Social Networks, it focuses mainly on 
Web Knowledge Management.  Although social networking has been stated as one of 
WI central targets, it has not mainly been targeted towards learning. When learning is 
concerned, WI puts weight on Learning by Example and the use of Web agents. In this 
direction, the focus is to use learning agents that can adapt to its user’s likes and 
dislikes. A learning agent can recognize situations it has been in before and improve its 
performance based on prior experience. The ultimate goal for intelligent agents is have 
them learn as they perform tasks for the user. Indeed this perspective to learning is very 
restrictive as it ignores the social factors in learning. People learn from each other and 
with each other. Research shows that talking with others about ideas and work is 
fundamental to learning. Thus, it is among our social responsibilities to include 
explaining things to others, and that leads to learning. In this perspective, learning is a 
social and interpretive activity in which multiple members collaboratively construct 
explanations and understandings of materials, artefacts, and phenomena within their 
environment [3]. It is the result of active engagement in and with the world coupled with 
reflections upon the relationship between ideas, actions, and outcomes. As such, 
learning-as-interpretation is deeply embedded in all activity, and experiences are part of 
a socially embedded active and re-active process. Collaborative activity presents an 
opportunity for reflection and interpretation of events by providing a shared context for 
the interpretation of individual experience. Interpretations evolve around artefacts and 
narratives [4], and experiences take on meaning within communities of practice [5]. In 
the Web supported collaborative work, a collaboration process is led by four sequential 
processes [6]; co-presence, awareness, communication, and collaboration. Co-presence 
gives the feeling that the user is in a shared workspace with someone at the same time. 
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Awareness is a process where users recognize each others activities on the premise of 
co-presence. In the communication process, the users can exchange messages. In the 
final process, the user collaborates on the specific task with other users and accomp-
lishes the task and common goals.  Thus, in a Web collaborative learning setting, 
learners have the opportunity to converse with peers, present and defend ideas, 
exchange diverse beliefs, question other conceptual frameworks, and to be actively 
engaged. 

3   Collaborative Learning Environments 

There are many environments that can be used for collaborative learning on the Web 
(e.g. Blackboard, WebCT, WebFuse, CoSE, TopClass, WebEx, VNC, SCORM, and 
Tango). However, all such environments concentrate on providing communication 
between participants and tools to facilitate collaborative activities such as shared 
whiteboards and shared applications. As the use of collaborative environments 
becomes more ubiquitous and virtual, we can expect many of the same problems 
facing colleagues physically meeting together to arise in cyberspace. The use of 
ubiquitous computing will help more in the organization and mediation of interactions 
wherever and whenever these situations might occur. Moreover, awareness is also 
another missing factor for effective collaborative learning within the traditional 
collaborative environments. Awareness context is used to ensure that individual 
contributions are relevant to the distributed group's activity as a whole, and to 
evaluate individual actions with respect to group goals and progress. The information, 
then, allows groups to manage the process of collaborative working.  Although there 
are some collaborative environments for supporting some level of awareness (e.g. 
VideoWindow [7] and CRUISER [8], Portholes [9] and VENUS [10], none of these 
systems are very useful for the user in understanding the activities of others in 
ubiquitous places, they have not yet provided awareness for inducing collaboration in 
a shared knowledge space in a ubiquitous collaborative learning situation [11].  

4   Collaborative Virtual Learning 

Collaborative virtual learning (CVL) environments traditionally were studied in 
classroom-based environment at first for tasks such as industrial team training, 
collaborative design and engineering, and multiplayer games. Moreover, much work in 
the area of enabling effective collaboration in CVLs has focused on developing the 
virtual reality metaphor to the point where it attempts to completely mimic collaboration 
in real environments [12]. In particular, much attention has been paid to user 
embodiment [13]. However, much more recent work was focused on Web-Based CLEs 
[14]. Web-based CVL systems can be divided into two categories, one is asynchronous 
system, and another is synchronous, which many practical systems were developed. The 
influential asynchronous system includes First Class, CSILE/Knowledge Forum, 
Learning Space, WebBoard, and WebCT; synchronous system includes Conference 
MOOS, WebChat Broadcasting System, and Microsoft Netmeeting. Although the above 
mentioned CVL research focused on interactive instructional visualization, not much of 
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the research work focus on ubiquity and awareness. The main two research directions 
for the current CVL are based on developing Open Reusable Components and having 
Virtual Learning Objects. In fact there are only very few research attempts  which can 
be cited in the literature that address CVL as CB reusable systems (e.g. multibook CVL 
of the Technical University of Darmstadt [15], the WebDAV-Collaborative Desk of the 
Institute of Telematics [16], and JASMINE [17], as well as the Java Multimedia 
Telecollaboration [18]. But the issue of complying with a learning standard remains 
largely to be answered by variety of systems. The majority of work concerned with 
learning objects standards has involved on what is called “the knowledge engineering of 
eLearning.” An international standard has been achieved for learning object metadata 
(see [19] & [20]), and a robust specification has been developed for content packaging 
[21], along with a list of related initiatives [22]. The only serious attempt for 
implementing such specifications came from [23] in their work entitled “Smart 
Multimedia Learning Objects.  However, their implementation model does not support 
ubiquity and awareness.  Such integration will change and expand the paradigms of the 
current work of learners on the Web [24]. We consider the process of CVL as the main 
framework that provides information visualization intelligence to address the challenge 
of discovering and exploiting information for the purpose of learning. In this direction, 
we believe that by having a generic model for such process is very important. The next 
section introduces a model for CVL based on the Model-View-Controller design 
pattern, which solves the Web visualization intelligence problem by decoupling data 
access, collaboration and business logic, and data presentation and user interaction. 

5   An MVC Model for Collaborative Virtual Learning  

Since collaboration is a central process in our proposed virtual learning model, we 
need to establish a framework for controlling events and signals on a common event 
bus [2]. Web-services and peer-to-peer platforms seem to be the best candidates for 
this framework since it can run across various platforms and is easy to be extended 
and understood.  As components increasingly are designed to be accessed over the 
Internet and its ubiquitous devices, it becomes more and more important that 
component technologies have the openness, and use the protocols, that make up 
Internet infrastructure. For this reason, XML messaging is emerging as an important 
component technology. On one hand, there are many systems that use XML as their 
media of communication between peers enabling Text Chat, Instant Messenger, and 
White boards including sharing multimedia resources (e.g. Jaber, NaradaBrokering, 
JXTA). On the other hand, there is no unifying model that can be used to represent 
collaboration and to gear all these protocols and infrastructures to successfully aid the 
resource sharing and organize collaboration. For this purpose we are proposing a 
modeling framework that can be used to integrate all these technologies for the 
purpose of developing effective CVL environments. The proposed framework is 
based on the Model-View-Controller (MVC) design pattern which is often used by 
applications that need the ability to maintain multiple views of the same data. The 
MVC pattern hinges on a clean separation of objects into one of three categories — 
models for maintaining data, views for displaying all or a portion of the data, and 
controllers for handling events that affect the model or view(s). Events typically 
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cause a controller to change a model, or view, or both. Whenever a controller changes 
a model’s data or properties, all dependent views are automatically updated. 
Similarly, whenever a controller changes a view, for example, by revealing areas that 
were previously hidden, the view gets data from the underlying model to refresh 
itself. In this design pattern, the model object knows about all the data that need to be 
displayed. It also knows about all the operations that can be applied to transform that 
object. However, it knows nothing whatever about the GUI, the manner in which the 
data are to be displayed, nor the GUI actions that are used to manipulate the data. The 
data are accessed and manipulated through methods that are independent of the GUI. 
The view object refers to the model. It uses the query methods of the model to obtain 
data from the model and then displays the information. The controller object knows 
about the physical means by which users manipulate data within the model.  

Part 1: The Model 
There are basic characteristics that need to be available for any learning model for 
CVL environments which includes (1) complying with a learning object standard, (2) 
to have a flexible model to represent virtual graphics, and (3) to be reusable. The first 
is on having an  XML like schema [25]. In country like Canada the standard model 
used is CanCore [26] (see Fig. 1). 

 
Fig. 1. The Learning Object Model 

The second criterion is related to the model used to represent the virtual graphics of 
the learning objects contents. This model requires to be flexible and to have the ability 
to relate between the metadata description and its content.  Flexibility ensures that the 
modeled graphics can be interpreted/transcoded/optimized according to the capabilities 
of the receiving device. The second criterion ensures that any change at the metadata 
must imply a change in the actual contents. The third criteria addresses reusability of 
learning objects which mainly means that the learning object should be an open source. 

However, choosing a flexible virtual graphics model is not a big problem, since there 
are only two dominating models used by many programmers and programming 
languages: Scene Graph and the DOM Tree. However, in order to relate between the 
metadata and the contents described as scene graph, one need to represent the different 
nodes in that graph as generic 3D/virtual graphical objects/components and make those 
objects to be controlled and animated by behaviors as described by their metadata (e.g. 
using SceneBean[27], Virtual SceneBeans [28][29] to represent animated 3D learning 
objects).  The second model used to describe the virtual scene is the Document Object 
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Model (DOM) tree. This model has been largely used by the W3C SVG standard [30] in 
which an XML document type is used for describing two-dimensional graphics and 
animations. SVG defines a scene using the Document Object Model (DOM), a tree 
structured representation of an XML document. DOM nodes are used to represent 
primitive shapes, styles, paths and groups. DAG structures are defined by referencing 
one part of the document from another with a URI. SVG defines a number of basic 
animation algorithms that can be declaratively applied to the properties of DOM nodes. 
More complex animations can be defined by embedding scripts within the SVG 
document. The main advantage of using SVG DOM model is that it can be transcoded 
easily to other forms of scene trees by using additional APIs like Batik 
(http://xml.apache.org/batik). Indeed the difference between Scene Graph and DOM is 
not that major as the Scene Graph represents the Typed version of  DOM tree.  

Part 2: The Controller 
The controller is the code that determines the overall flow of the application mode l 
within the environment. Basically it comprises one or more struts actions, servlets, 
portlets, beans and/or Web Services that manage the accessibility of the various 
requested virtual leaning objects. This means the control need to have a Learning 
Content Management System (LCMS) which can interpret queries and return the right 
sequence of requested and relevant learning objects (Fig. 2). 

 

Fig. 2. The LCMS Controlling Part 

At the heart of the LCMS is the Learning Object Search engine. This search engine 
should not be based on keywords. Since keywords does not capture the underlying 
semantics of Learning Objects.  The search engine must have the ability to discover 
Learning Objects and to promote Learning Object Context Awareness. Context in LO 
discovery can be defined as the implicit information related both to the requesting user 
and service provider that can affect the usefulness of the returned results [32]. Learning 
Object context can be the location of the service, its version, the provider’s identity, the 
type of the returned results and possibly its cost of use. On the other hand, each user is 
characterized by a user context that defines her current situation. This includes several 
parameters like location, time, temporal constraints, as well as device capabilities and 
user preferences. During service discovery user context is matched against service 
context in order to retrieve relevant services with respect to context-awareness. 
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Indeed, the Universal Description, Discovery, and Integration (UDDI) Project 
provides a standardized method for publishing and discovering information about web 
services and can be used for LO discovery too. The UDDI engine needs to be built 
upon a push model that pushes LO service information into the learning environment 
at a steady period of times. However, the UDDI is too primitive to capture the deep 
semantic structure of variety of learning objects. In this case we need to let UDDI to 
be aware about the ontology used for our context of search. This can be done by 
making UDDI an OWL aware engine [33]. Moreover, we need to support one of the 
delivery protocols (Axis SOAP, Jini, IETF SLP, UPnP, Bluetooth SDP, Jabber, 
Naradabrokering, or JXTA). In particular Axis encourages variety of intermediary 
services to be incorporated within the chain of the SOAP Message processing. This 
can be very useful to add more intelligent filters that can aid in the process of learning 
and the awareness of existing LOs. Having such LCMS Search Engine, learners can 
collaborate more successfully and create better solutions to complex, ill-defined 
problems by using such awareness-based search engine that support members' shared 
understanding of long-term goals, plans, challenges and allocation of resources. The 
more shared awareness among learners the more effectively a group will function.   

Part 3: View 
The view is the code that registers itself as a listener to certain parts of the 
application's underlying business and functional logic, as represented by the model. 
The model then notifies all registered views whenever there is a change in the data. 
Completing the cycle, the controller receives user actions and dispatches them to the 
model. This idea can be simply realized using a bean interface using for example Java 
Media Framework (JMF) from Sun Microsystems. But this idea will only work for 
devices that have at least the desktop PC capabilities. For  non-PC devices, which 
include mobile phones, digital TV sets, car telematics, have various and limited 
resources compared to desktop PCs. These resources include small memory size, CPU 
power, small screen size, restricted input methods, and network bandwidth. For this 
we propose that the viewer can be modeled as a generic multimedia player based on 
the SVG engine like the Ikivo player (http://www.ikivo.com/02player_mmsvg.html) or the 
SVG engine (http://www.svgopen.org/2004/papers/ModularSVGEngineArchitectureForIA/). 
However, what we are proposing is a rendering engine that can work for both PC and 
non-PC devices. This can be done following having either a SAX or DOM processing 
engine for rendering the received SVG media (Fig. 3). 

 

Fig. 3. SVG Generic Multimedia Player for the Viewer 
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SVG supports three media elements (audio, video, and animation). Media elements 
define their own timelines within their time container. All SVG Media elements 
support the SVG Timing attributes and run time synchronization. 

6   Conclusions 

Model-View-Controller (MVC) is a widely used software design pattern that was 
created by Xerox PARC for Smalltalk-80 in the 1980s. More recently, it has become the 
recommended model for Sun’s J2EE platform, and it is gaining increasing popularity 
among software developers. This article introduced a first level refinement of the MVC 
model that can be used to design collaborative virtual learning systems within Web and 
ubiquitous environments. Other features that may contribute to Web Intelligence may be 
added as information filters to the model or controller parts of the MVC basic model. 
The term “information filtering” refers to both finding desired information (filtering in) 
and eliminating that which is undesirable (filtering out).  We recently used SVG SAX 
filters to achieve media protection within ubiquitous environments [31] as one 
component to implement a search engine for learning objects [34]. 
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Abstract. Consensus measure is an important process for group decision-
making. The traditional consensus-evaluation method determines the solution 
by fuzzy set and cannot treat the negative evidence for membership function. In 
this paper, we present a method for consensus measure in the risk assessment 
process by relaxing assumptions about the existing of hesitation situation. First, 
a new similarity measure of vague sets is introduced. Then, a fuzzy synthetic 
evaluation method is employed to attain the consensus interval of the group via 
the agreement matrix. Finally, a real example of risk assessment guided by 
BS7799 is given to demonstrate our method. The proposed method applies the 
soft consensus method proposed by Kacprzyk and Fedrizzi, analyzes the varia-
tion trend of group consensus using similarity measures of vague sets and con-
sensus index. From numerical illustrations, the usefulness of the proposed 
method has shown, particularly in a situation with vague and ill-defined data. 

1   Introduction 

Consensus reaching is a process by which a group of people comes to an agreement 
through the gathering opinions to reach a final unanimous decision. Group cannot 
only achieve a better or creative decision, but also promote the trust of community 
through the use of consensus. However, consensus reaching needs to spend more 
time, communication skills and resources before a decision is made.  

This paper investigates some aspects of consensus reaching process for group deci-
sion making (GDM) problems. In many complex situations, it is hard to make a right 
decision by only an expert since GDM often considers many criteria and factors. A 
wrong decision for GDM problem often arises from the limitations of human ability 
of individual. Consequently, a committee is formed to evaluate the results of works 
according to a number of criteria using the group wisdom.  

1.1   The Related Work 

According to Herrera [12], there are two critical problems to solve: 1) alternative 
selection problem, i.e., how to select an alternative, and 2) consensus measure prob-
lem, i.e., how to achieve the acceptable or maximum consensus degree to a group of 
experts when they have distinct and diverging opinions.  
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The object of GDM is to obtain preference of major opinions and group consensus. 
In [8], the consensus measure process is shown in Fig. 1, which can be divided into 
three steps as following: 1) counting process, i.e., to count the individuals’ opinions 
about preference values, 2) coincidence process, i.e., to calculate the agreement de-
gree between two experts’ opinions, and 3) computing process, i.e., to determine the 
consensus degree of group by aggregating previous agreement degrees for all experts. 
In the process of obtaining a group consensus, there arise situations of conflicts and 
agreements among opinions of experts with respect to different evaluated objects. 
Hence reaching consensus is one of major goal of group decision-making problems. 
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Fig. 1. The reaching process of consensus measure 

In the GDM approach, the solving methods can either be classified as quantitative 
methods or qualitative methods depending on the nature of experts’ preferences. 
Quantitative methods [13] include eigenvector function, utility function, Borda score, 
etc, which neglect the human behavior and only can be applied to the case of rating 
data is definite and numeric format. Several fuzzy methods for qualitative consensus 
measures have been studied [8,12,14,15]. Hererra et al. [12] proposed a linguistic-
consensus measures based on fuzzy theory and defined in three levels of aggregation 
action. Chiclana et al. [8] studied the process of the consensus reaching for GDM. 
Kacprzyk and Fedrizzi [14,15] introduced the soft consensus concept based on the 
fuzzy majority and developed some models for drawing the group consensus.  

1.2   Motivation for Our Work  

A great deal of effort has been made on consensus measure of GDM, however, little 
focuses on consensus measure when expert’s opinion is hesitating. Fuzzy sets cannot 
disclose the negative evidence of membership function and the hesitation degree of 
unknown objects [18]. The reaching consensus question arises when a set of decision 
makers must agree on a decision based on their hesitation states in the process of risk 
assessment. For example, decision maker answers the question “ I am not sure ” or “ I 
can not justify ” during the decision making process, because they did not have 
enough certain knowledge or historical information on advent attacks in the Internet. 
This paper is intended to solve the unsettled question about consensus measure of 
ambiguous GDM for risk assessment.   

In this paper, we present a new consensus method which applies the soft consensus 
method proposed by Kacprzyk and Fedrizzi [14,15] and analyze the tendency of 
group consensus through the use of similarity measures of vague sets and consensus 
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index. Besides, we introduce an index of consensus to assess the consensus degree of 
group based on the complement degree of expert. Finally, the proposed method asso-
ciated with the solution algorithm is presented and two cases of the similarity meas-
ures of vague sets for different consensus policies are given to consensus analysis. 

2   Preliminary Description of Vague Set  

The vague sets, which is a generalization of the concept of a fuzzy set, has been intro-
duced by Gau and Buehrer [11] as follows: 

A vague set )(' xA  in X, },,...,,{ 21 nxxxX =  is characterized by the truth-membership 

At  and a false-membership function Af  of the element Xxk ∈  to XxA ∈)(' , 

(k=1,2,…,n); ]1,0[: →XtA  and ]1,0[: →Xf A
, where the functions )( kA xt and )( kA xf  

are constrained by ,1)()(0 ≤+≤ kAkA xfxt  where )( kA xt  is a lower bound on the 

grade of membership of the evidence for kx , )( kA xf  is a lower bound on the nega-

tion of kx  derived from the evidence against kx . The grade of membership of kx  in 

the vague set 'A  is bounded to a subinterval )](1),([ kAkA xfxt −  of [0,1]. Fig. 2 

shows a vague set in the universe of discourse X. 

)(1

),(

kA

kA

xf

xt

−
                             )(1 kA xf−

)(1 kA xf−

)( kA xt                  )( kA xt

                               kx                                         X  

Fig. 2. A vague set 

When X is continuous, a vague set 'A  can be written as [6,7] 

XxxxfxtA kX kkAkA ∈−= ,/)](1),(['  (1) 

When X is discrete, a vague set 'A  can be written as  

.,/)](1),([
1

' XxxxfxtA k

n

k
kkAkA ∈−=

=

 (2) 

In the sequel, we will omit the argument kx  of )( kA xt  and )( kA xf  throughout 

unless they are needed for clarity. 
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Definition 1. The intersection of two vague sets, 'A  and 'B  is a vague set 'C , written 

as ,''' BAC ∧=  where truth-membership function and false- membership function 

are Ct  and Cf , respectively, where ),,( BAC ttMint =  and ).1,1(1 BAC ffMinf −−=−  i.e., 

=−∧−=− ]1,[]1,[]1,[ BBAACC ftftft )].1,1(),,([ BABA ffMinttMin −−  

Definition 2. The union of vague sets 'A  and 'B  is a vague set 'C , written as 

,''' BAC ∨=  where truth-membership function and false-membership function are 

Ct  and Cf , respectively, where ),( BAC ttMaxt =  and ).1,1(1 BAC ffMaxf −−=−  i.e., 

=−∨−=− ]1,[]1,[]1,[ BBAACC ftftft  )].1,1(),,([ BABA ffMaxttMax −−  

Next, let us define the similarity measures between two vague values in order to rep-
resent the agreement between experts’ opinions as follows:  

Let )](1),(['
kAkA xfxtA −=  be a vague value, where ],1,0[)( ∈kA xt  

]1,0[)( ∈kA xf , and 1)()(0 ≤+≤ kAkA xfxt . 

Definition 3. Let 'A  be a vague value in X, },...,{ 1 nxxX = , )](1),(['
kAkA xfxtA −= .  The 

median value of 'A  is [17] 

2

)(1)(
)( kAkA

kA

xfxt
x

−+
=ϕ  (3) 

Definition 4. For two vague values 'A and 'B  in X, },...,{ 1 nxxX = , ),( '' BAS  is the 

degree of similarity between 'A and 'B which preserves the properties (P1)-(P4) [17]. 

(P1) ;1),(0 '' ≤≤ BAS  

(P2) ),( '' BAS =1 if 'A = 'B ; 

(P3) ),( '' BAS = ).,( '' ABS  

(P4) ),(),( '''' BASCAS ≤  and ),(),( '''' CBSCAS ≤  if 
'''' , CCBA ⊆⊆ is a vague set in X. 

 
 
 

(4) 

3   The Proposed Method 

In GDM process, experts have to form a committee. Each expert has to evaluate alter-
natives according to the well-defined criteria, and then assign performance ratings (or 
ranking) to the alternatives for each criterion individually. In our evaluation process, 
the evaluation criteria are assumed to be pre-defined. The experts allocate linguistic 
ratings based on their own preferences and subjective judgments. The proposed 
method is developed to specify the unsettled problem for group decision process of 
hesitation and ambiguous situation using vague sets. Through the use of similarity 
measures of vague sets, we investigate the uncertainty of decision makers’ subjective 
judgments, aggregate decision makers’ linguistic opinions and calculate the group 
consensus degree based on the complement degree of group for prioritizing the rank-
ing of alternatives. 
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3.1   The Problem Formulation 

A consensus measure of fuzzy GDM problem can be expressed concisely in agree-
ment matrix as follows: Suppose that a decision group has m experts have to give 
linguistic ratings on q evaluated targets,  

,

1

1

1

)(
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~
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~

21

~
1

~
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~

=
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mm
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aa
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[ ]mwwwW L21= ,  and 1
1

=
=

m

i
iw , 

 
 
 
 

(5) 

where A is an agreement matrix of the group, meee ,...,, 21  are a finite set of experts, 

qttt ,...,, 21  are possible evaluated targets from which experts have to select, 

'

~

iia ( mii ,...,1, ' = ) is the agreement degree between the opinion of expert ie
 and 

expert 'i
e  which can be calculated by similarity measure of two fuzzy opinions; and 

iw  is the importance weights of expert ie . 

3.2   Similarity Measures 

According to Def. 3, we use the median value of 'A and 'B  to represent the mean of 
truth-membership and false-membership function. The agreement between two ex-
perts can be represented by the proportion of the consistent area to the total area [21].  

Definition 5. Using median of vague value, ),( '' BAS m is defined as the similarity 

measure between two vague values 

∨

∧
=

x BA

x BAm

dxxx

dxxx
BAS

)}()({

)}()({
),( ''

ϕϕ

ϕϕ
=

x BA

x BA

dxxx

dxxx

)}(),(max{

)}(),(min{

ϕϕ

ϕϕ . 
(6) 

3.3   Solution Process 

In the following, we apply the new similarity measures of vague sets to compute group 
consensus degree based on the consensus reaching process defined by Herrera [5]. 

Suppose that there exist a set of experts },...{ 1 meeE = and a finite set of evaluated 

targets },...{ 1 qttT = . Let X be the universe of discourse, },...,{ 1 nxxX = .  Each expert 

Eei ∈  provides his/her opinion on an evaluated target by linguistic terms which can 

be transformed into a vague set.  

3.3.1   Counting Process 
We calculate the agreement degree of two experts’ opinions expressed by Eq.(6) and 

denote ),( 'iiSm
 as 'iia , mii ,...,1, ' = , where two vague sets i , 'i represents the  
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linguistic opinion of expert ',
ii ee .The agreement matrix A for evaluated targets 

1t .. qt  is  

=

1
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(7) 

Remark. For ),( '
' iiSa m

ii
=  if 'ii ≠ , and 1' =iia  if 

'ii = ; It means that if two experts 

fully agree to an evaluated target, and they have 1'
~

=iia ; it implies: ),()( ' xtxt
ii =  

)(1)(1 ' xfxf
ii −=− . By contrast, if they have completely different estimate, we get 0'

~

=iia . 

3.3.2   Coincidence Process 
Once all the agreement vectors are measured, we then aggregate those pairs of agree-
ment vectors based on two distinct consensus policies average consensus policy and 
strict consensus policy to derive the consensus of the group as Case1 and Case 2.  

Case 1: Average consensus policy: By applying simple additive aggregation rule, we 
have the average consensus of all the experts on an evaluated target as  

−

= +=−
=

1

1 1'

' )(
)1(

2
)(

m

i

m

ii
jiij ta

mm
tC . (8) 

Case 2: Strict consensus policy: By applying soft consensus formula, we measure the 
soft consensus of group as follows: If the proposition of group consensus is defined 
as, “most of important experts are agree to many relevant opinions on evaluated tar-
gets”, where 1Q =”many”, 2Q =”most”, E=”important”.  

So the truth of the proposition “ expert i and 'i  agree to respect 1Q (many) linguis-

tic quantifier on target jt , can be calculated as  

))(()( '

1'

~
1

jiiQj
Q tauta
ii

= , where 

≤
≤≤−

>
=

2.00

7.02.04.02

7.01

)(1
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rr

r

rQ
. 

(9) 

If a different importance of the individuals is considered, then a fuzzy set E can be 
defined as ni ∈∀ , ]1,0[)( ∈iw a weighting of an expert i. Considered the average 

importance of two experts i and 'i , we take 

2/))()(( '
' iwiwwE

ii
+=  (10) 

A measure of consensus based on the importance of the individuals is defined as  
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Similarly, the degree of consensus of 
2Q (most) pairs of individuals with respect to 

1Q (many) opinions on target jt is given by 

))(()( \\\ 1221 jEQQjQEQs tCutCC ==  

where 

≤
≤≤−

≥
=

3.00

8.03.06.02

8.01

)(2

r

rr

r

rQ . 

(12) 

3.3.3   Computing Process 
In order to obtain the degree of group on a specific mission, a general compensation 
operator proposed by Zimmermann and Zysno (1983) is adopted as the consensus 
operator in this paper [20]. The consensus index ( )(

21 \\ tC QEQ
) synthesizes the agree-

ment of group on all evaluated targets ( qtt ,...,1 ) which is a global measure of con-

sensus and is calculated as 
r

q

j
j

r
q

j
j CCtC −−= ∏∏

=

−

= 1

1

1

)1(1)(  (13) 

As the compensation parameter  varied from 0 to 1, the operator describes the ag-
gregation properties of  ”AND” and “OR”, that is, 

).(min),...,()(max
,...,1

1
,...,1

j
qj

qj
qj

tttFt
==

≥≥  

where F is an aggregation function of Eq.(13). 

(14) 

The compensation parameter  indicates the degree of complement of expert. A 
small  implies the higher degree of complement. Finally, the moderator can estimate 
the degree of consensus depending on  and decide whether group consensus has been 
reached using )(

21 \\ tC QEQ  and . 

4   Illustrative Example: Risk Assessment 

Risk assessment for information security management is a complex process which 
linked to substantial uncertain and ambiguous due to fast change of threat events in 
the network. Thus, consensus measure of decision makers plays a critical role in the 
risk assessment process. In this section an example for risk assessment of Internet 
data center (IDC) is used as a demonstration of the application of the proposed 
method in a realistic scenario. Four types of equipments were taken as examples  

in this empirical experiment: a database server ( 1a ), a mail server ( 2a ), a firewall 

device ( 3a ), and a portal web server ( 4a ). 

A linguistic model of aggregative risk includes five important risk criteria which 
are excerpted from ten major control items of BS7799 Information Security Manage-
ment Standard [3] as: c1) security policy c2) assets classification & control, c3) per-
sonnel security, c4) physical & environment security c5) communication management 
& access control. 
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The risk assessment process in this case includes two stages. In the first stage, risk 
management system are reviewed and each individual experts asked to provide an 
evaluation of the related documents with respect to security policy, standard operation 
procedure (SOP), and working instruction (WI) for information security management 
system (ISMS); In the second stage, an examination takes place for assessing the 
operation consistency with the related documents for each information asset. Finally, 
all of the risk ratings from the experts are aggregated in order to obtain an aggregative 
risk for each information asset.  

Step 1: Suppose that assessment committee consisting of a set of six experts, 
},,,,,{ 654321 eeeeeeE = , has to evaluate the risk of a set of information assets of 

IDC, },,,{ 4321 ttttT = , including a database server ( 1t ), a mail server ( 2t ), an 

application server ( 3t ), and a web server ( 4t ). 

Step 2: Let a vague set 'A  in X= {VL, L, M, H, VH} presents linguistic variables for 
the risk criteria as Table 1.  The risk rating of information asset # 1 is estimated in 

Table 2 according to the above risk criteria (c1~c5). (the data of 2t ~ 4t  are omitted 
due to table space ).  

Step 3: For evaluated target 1t , the preference agreement vectors between 
21 ,dd  are 

calculated using Eq.(6) as 

==
−−

−−
= 3
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3

2
3

2 21112111
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2 21112111

12

]9.0,6.0[

]8.0,5.0[
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dxfftt
a .867.0
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Table 1. Linguistic variables for the risk criteria 

Very Low (VL) 1/)](1),([ xfxt AA −  

Low (L) 2/)](1),([ xfxt AA −  

Medium (M) 3/)](1),([ xfxt AA −  

High (H) 4/)](1),([ xfxt AA −  

Very High (VH) 5/)](1),([ xfxt AA −  

Table 2. The risk rating of information asset #1 

1t         Targets 
Experts 

C1 C2 C3 C4 C5 

e1 (0.6,0.8)/2 (0.8,0.8)/3 (0.4,0.5)/4 (0.6,0.7)/3 (0.7,0.9)/4 

e2 (0.5,0.9)/2 (0.6,0.7)/4 (0.3,0.4)/4 (0.7,0.7)/3 (0.2,0.3)/4 

e3 (0.6,0.7)/2 (0.6,0.7)/3 (0.5,0.7)/4 (0.4,0.5)/3 (0.4,0.5)/3 

e4 (0.5,0.6)/3 (0.5,0.8)/3 (0.6,0.7)/3 (0.6,0.6)/4 (0.6,0.7)/4 

e5 (0.5,0.9)/2 (0.4,0.4)/3 (0.6,0.7)/4 (0.2,0.3)/3 (0.7,0.7)/4 

e6 (0.5,0.7)/2 (0.9,0.9)/3 (0.9,0.9)/4 (0.8,0.9)/3 (0.8,0.8)/4 
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Following the same way, we can obtain the others elements 651413 ,...,, aaa  for  

targets 321 ,, ttt and 4t . 

Step 4: Construct the preference-agreement matrixes on c1 for all targets as  

( ) =

00.186.000.092.086.086.0

86.000.100.080.000.187.0

00.000.000.100.000.000.0

92.080.000.000.180.093.0

86.094.000.080.000.187.0

86.087.000.093.087.000.1

1tA

 

( ) =

00.187.073.093.000.000.1

87.000.185.093.000.087.0

73.085.000.179.000.073.0

93.093.079.000.100.093.0

00.000.000.000.000.100.0

00.187.073.093.000.000.1

2tA

 

( ) =

00.181.000.180.073.000.0

81.000.181.087.080.000.0

00.181.000.180.073.000.0

80.087.080.000.192.000.0

73.080.073.092.000.100.0

00.000.000.000.000.000.1

3tA

 
( ) =

00.187.086.086.093.079.0

87.000.173.086.080.079.0

86.073.000.185.092.092.0

86.086.085.000.192.092.0

930.080.092.092.000.185.0

79.079.092.092.085.000.1

4tA

 

Similarly, c2~c5 of the preference-agreement matrixes of all targets are also  
constructed. 

Step 5: Aggregate the preference-agreement vectors for targets 321 ,, ttt and 4t to 

obtain the average group preference using Eq.(8) as  

Case 1: Average consensus of group:   

1t       2t      3t      4t  

avgC    0.474    0.552    0.491   0.642 

Case 2: Soft consensus of group: Assume we have priori information about the impor-
tance degree of six experts from work experiences, ]25.0,15.0,15.0,10.0,2.0,15.0[=W . 

From Eq.(10), we have  

=

250.0200.0200.0175.0225.0200.0

200.0150.0150.0125.0175.0150.0

200.0150.0150.0125.0175.0150.0

175.0125.0125.0100.0150.0125.0

225.0175.0175.0150.0200.0175.0

200.0150.0150.0125.0175.0150.0

EW

. 

Then, we aggregate the agreement vectors to obtain the soft consensus of group  
using Eq.(11)~ Eq.(12) as 

1t   2t  3t   4t  

)(
21 // jQEQ tC   0.615 0.742  0.660  0.763 

The consensus solution 
21 \\ QEQC satisfies the proposition that “most” of important 

experts are agree to “many” relevant opinions on evaluated targets.”  Clearly, the 
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highest consensus set is }{ 4
// 21 tt QEQ =  and consensus ranking of evaluated targets 

is .1324 tttt >>>  

Step 6: Calculate the group-preference index on all targets for =0, =0.5, =1, respec-
tively 

    =0          =0.5    =1     
)(tC       0.300      0.546     0.996    

Obviously, the consensus interval of group is [0.30, 0.996], we will analyze the devia-
tion tendency of consensus interval in the Sec. 5. 
Step 7: The moderator takes the mean value of three different levels of confidences: 

=0, =0.5, =1, 614.0)( =tC  to judge that group preferences have been reached due to 

the fact 5.0614.0)( ≥=tC . 
Step 8: If a group has been reached a consensus over the preferences, then execute the 
alternative selection procedures. If not, it goes back to step 1. 

5   Discussions 

Without any comparison of the proposed method with other well-established methods, 
the resulting decision may be questionable.  

5.1   Methods Comparison  

In this section, we will compare the distance-based similarity measure of 

, since it has proven that IFS is equivalent to vague sets, please see 
Fuzzy sets and systems, Vol. 79, pp.403-405, 1996. developed by Szmidt and 
Kacprzyk [18], to treat the same problem. The computational procedure of similarity 
of vague sets is applied to calculate the agreement of experts through the use of metric 
distance between two vague sets.   

Let 'A  and 'B  be two vague sets, the similarity measure ),( '' BAM H
 between the 

vague values 'A  and 'B  is  

2

||||
1),( '' BABA

H

fftt
BAM

−+−−=  (15) 

Furthermore, The similarity measure ),( '' BAS H
 between the vague sets 'A  and 

'B  is given by  

=

−+−−=
n

k

kBkAkBkA
H

xfxfxtxt

n
BAS

1

''

2

|)()(||)()(|
1

1
),(  (16) 

Similarly, the agreement matrix of all experts based on the similarity measure of 
vague sets can be expressed as Eq. (6). Using Eq. (8), the average consensus of group 
on an evaluated target, respectively is as follows.   

            1t         2t           3t        4t  

avgC    0.611   0.723    0.635   0.742  
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The soft consensus of group on an evaluated target can be obtained using Eqs.  
(9) ~ (12) as 

       1t        2t         3t        4t  

21 \\ QEQC  0.747   0.827   0.805   0.872 

Obviously, the highest consensus evaluated target is { 4t }, and the consensus rank-

ing of the evaluated targets is .1324 tttt >>>  The solutions of two methods using 
two different similarity measure of vague sets get the same outcomes. Nevertheless, 
part of the consensus ranking may be exchanged when the distinct consensus policy is 
selected or a different weighting (importance) of the experts is used. 

5.2   Consensus Interval  

In order to identify the consensus interval of the group, we discuss the solution of 
Case 1 and Case 2 in detail as follows: The partial results of two consensus measures 

(i.e., 1t  and 3t ) is less than 0.7. Obviously, the results might not be accepted by the 

moderator, if the moderator sets the threshold degree of consensus, 
tC =0.70. In the 

following, there are eight discussions by using the Delphi procedure to attain group 
consensus as shown in Fig. 3. At the initial step, the soft consensus for evaluated 
targets is (0.615, 0.742, 0.660, 0.763) respectively. After 8 interactive discussions 
within a group, the average consensus for evaluated targets is (0.750, 0.827, 0.701, 
0.886), which satisfies the threshold degree of consensus. From Fig. 3, we find that 
the consensus degree of group increases with that experts adjust their risk ratings. In 
addition, Fig. 3 shows that a consensus of the group can be reached via a dynamic and 
iterative process through the exchange of information and rational arguments. The 
moderator can decide whether group consensus has been reached using the final  
degree of group consensus.  

Next, let =0.0, 0.5, 1.0, we obtain the dynamic feature of consensus interval of 
Case 2, as shown in Fig. 4. From Fig. 4, the consensus interval of the group slowly 
converges in an acceptable interval [0.47, 0.998] after 8 discussions. It shows that the 
 

 

Fig. 3. The consensus reaching process 
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=1.0

=0.5

=0.0

 

Fig. 4. The dynamic feature of consensus interval 

process of reaching group consensus will lead to squeeze the consensus interval of the 
group which implies the agreement degree of group on alternatives increases.  

Clearly, the rational outcomes can be obtained using either our method or Szmidt 
and Kacprzyk’s method [18]. Furthermore, our method is capable of revealing the 
dynamic tendency of uncertainty decision associated with experts’ subject judgements 
and assisting the moderator to make a normal decision based on different consensus 
policy using group consensus index and consensus interval. By contrast, the tradi-
tional consensus methods [14,15] are neither illustrate the confidence level of expert 
on risk assessment nor reveal the variation trend of group consensus. 

6   Conclusions 

This paper presents a new fuzzy approach to solve consensus measure of GDM prob-
lems. Since information security risk itself contains certain degrees of ambiguity, the 
proposed method allows the decision makers to express their risk ratings in linguistic 
terms and to specify the hesitation situation using vague sets. Furthermore, authors 
use similarity measures of vague sets to explore the uncertainty of decision makers’ 
subjective judgments and calculate the group consensus degree for risk assessment. 
Consequently, the proposed approach cannot only effectively analyze the soft consen-
sus of information security expertise, but also can reveal the variation tendency of 
consensus reaching process. By examples verification, the usefulness of proposed 
method has been demonstrated.  

References 

1. Atanassov, K.: Intuitionistic fuzzy sets, Fuzzy Sets and Systems 20 (1986) 87 –96 
2. Atanassov, K.: Intuitionistic Fuzzy Sets: Theory and Applications. Springer-Verlag, 

Heidelberg and New York (1999) 
3. BSI: BS 7799-2:2002, Information Security Management- Part 2: Specification for Infor-

mation Security Management, Systems, London. 
4. Carroll, J.M.: Information Security Risk Management, Computer Security Handbook, 

Wiley, New York (1985) 
5. Chen, S. M.: Measures of similarity between vague sets, Fuzzy Sets and Systems, 74 

(1995) 217-223 



 Solving Consensus Measure of Ambiguous GDM Problems 585 

 

6. Chen, S. M.: Measures of similarity between vague sets and elements, IEEE Transactions 
on System, Man and Cybernetics Part B, Cybernetics. 27 (1997) 153-158 

7. Chen, S. M.: Analyzing fuzzy system reliability using vague set theory, International Jour-
nal pf Applied Science and Engineering, 1(1) (2003) 82-88 

8. Chiclana, F., Herrera, F., Herrera-Viedma, E.: Integrating three representation models in 
fuzzy multipurpose decision making based on fuzzy preference relations, Fuzzy Sets and 
Systems. 97 (1998) 33-48 

9. De, S. K., Biswas, R., Roy, A.R.: An application of intuitionistic fuzzt sets in medical  
diagnosis, Fuzzy Sets and Systems. 117 (2001) 209-213 

10. Gary, S. et al.: Risk Management Guide for Information Technology Systems, Special 
Publication 800-300, National Institute of Standards and Technology (2001) 

11. Gau, W.L., Buehrer, D.j.: Vague sets, IEEE Trans Systems Man Cybernetics 23 (1993) 
610-614 

12. Herrera, F. et al.: A rational consensus model in Group decision making using linguistic 
assessments, Fuzzy set and Systems, 88 (1997) 31-49 

13. Hwang, C.L., Lin, M.J.: Group Decision Making under Multiple Criteria, Springer-Verlag, 
New York (1987) 

14. Kacprzyk, J., Fedrizzi, M.: A soft’ measurement of consensus in the setting of partial 
(fuzzy) preference, European Journal of Operation Research, 34, (1988) 316-326 

15. Kacprzyk, J., Fedrizzi, M.: Multi-person decision making using fuzzy sets and possibility, 
Kluwer Academic Publishers, Netherlands, (1990) 231-241 

16. Liang, Z., Shi, P.: Similarity measures on intuitionistic fuzzy sets, Pattern Recognition 
Letters, 24 (2003) 2687-2693 

17. Li, D., Cheng, C.: New similarity measures of intuitionistic fuzzy sets and application to 
pattern recognition, Pattern Recognition, Letters 23(1–3) (2002) 221 –225 

18. Szmidt, E., Kacprzyk, J.: Evaluation of agreement in a group of experts via distance be-
tween intuitionistic fuzzy preference, International IEEE Symposium “intelligent systems” 
(2002) 

19. Zadeh, L.A.: A computational approach to fuzzy quantifiers in natural languages, Comput. 
Math. Appl., 9 (1983) 149-184 

20. Zimmermann, H.J., Zysno, P.: Decision and evaluations by hierarchical aggregation of  
information, Fuzzy Sets and Systems, 10 (1983) 243-260 

21. Zwick, R., Carlstein, E. and Budescu, D.V.: Measures of similarity among fuzzy concepts: 
A comparative analysis, Internet. J. Approximate Reasoning, 1 (1987) 221-242 



 

W. Shen et al. (Eds.): CSCWD 2005, LNCS 3865, pp. 586 – 595, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Deployment of an Intelligent Dynamic Local Power 
Dispatch System Using LAN and Wireless Technology 

Ching-Lung Lin1, Lin-Song Weng2, and Hong-Tzer Yang1 

1 Dept. of Electrical Engineering, Chung Yuan Christian University,  
Chung-Li, Taoyuan, Taiwan 

cll@must.edu.tw, htyang@dec.ee.cycu.edu.tw 
2 Dept. of Electronic Engineering, Ming Hsin University of Science and Technology,  

Hsinchu, Taiwan 
wls@must.edu.tw 

Abstract. Escalating energy costs and the overloaded power plants during peak 
demand periods are major concerns many industrialized nations have to deal 
with today. This paper discusses the deployment of an Intelligent Dynamic 
Local Area Power Dispatch System (DLAPDS) utilizing Radio Frequency (RF) 
and local Area Network (LAN) technologies. In this paper, the authors will 
further discuss on ways to incorporate Artificial Intelligence (AI) ideologies in 
building a LAPDS that is both more efficient in energy deployment and saving.  

1   Introduction 

Most of the research in power dispatch systems of today centers around using 
traditional tools of choice such as Programmable Logic Control (PLC), GSM, power 
control and radio data system [1~8]. This paper presents an enhanced intelligent (AI) 
dynamic power dispatch system utilizing wireless (RF), Local Area Network (LAN), 
and Wide Area Network (WAN) technologies [9, 11].  

1.1   Local Power Dispatch Card (LPDC) and Local Host System (LHS) 

As shown in Figure 1, each power-consuming equipment/device is controlled by a 
Local Power Dispatch Card (LPDC). The LPDC is a sub-control system consists of a 
programmable single chip CPU with built in Radio Frequency (RF) transmitter and 
receiver. The LPDCs in a local area are controlled by a Local Host System (LHS) via 
wireless RF (see Figure 1). 

The LHS controls the operations of all the LPDCs in its local group through 
wireless RF transmission. The LHS workstations are in turn linked to a Central Power 
Dispatch System (CPDS) via internet connections (ADSL, DSL, and Cable). 

1.2   Dynamic Local Area Power Dispatch System (DLAPDS) 

The ‘brain’ of the intelligent DLAPDS is a dynamic local area power dispatch program 
that employs AI installed in the CPDS workstation. This intelligent program will 
evaluate each local area’s power requirements and formulate power dispatch schedules 
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Fig. 1. The Architecture of the Dynamic Local Area Power Dispatch System 

for each local area’s power consuming equipment/device. The main idea behind 
designing this intelligent power dispatch program is to distribute more evenly the power 
demand for each local area, avoiding bottleneck peak hours demand (Oriented Load 
Dispatch) and thus resulting in more efficient cost saving power usage for businesses. 

2   Deployment of a Dynamic Local Area Power Dispatch System in 
an Industrial Park 

This paper uses a case scenario of a typical industrial park to illustrate the deployment 
of Dynamic Local Power Dispatch System (DLAPDS). A typical industrial park may 
have a variety of different nature manufacturing plants/factories. Power consumption 
for the industrial park peaks during the day resulting in over loaded power plants 
during the day. In contrast, power plants are under utilized during the night as 
production activities in the industrial park at its low. Many energy companies enforce 
price premium policy for power usage during peak to encourage manufacturing plants 
to more evenly spread out their power usage demands and to ease peak hours over 
loaded power demand situations.  

Figure 1 shows the deployment of an intelligent dynamic LAPDS in an industrial 
park. As can be seen from Figure 1, the industrial park is divided into local 
groups/manufacturing units. Each and every power consuming equipment/device is 
controlled by a LPDC. The LPDCs in the local group/manufacturing unit are in turn 
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linked to a Local Host System (LHS) via wireless RF. The CPDS centralized the 
control of all the LHS workstations in the industrial park via internet connections.  

The CPDS will collect and study (learn) data regarding power usage patterns of 
each power consuming equipment/device. These power usage patterns data are 
transmitted from the LPDC to the LHS via RF and from the LHS to the CPDS via 
internet. Once the CPDS has analyzed the data, the CPDS will formulate suitable 
power dispatch schedule for each LPDC based on a criteria using urgency/priority of 
usage and avoidance of bottleneck peak demand periods. In this way, power 
consuming equipments/devices with less usage urgency can be scheduled to operate 
in lower cost off peak demand periods, thus saving businesses in energy costs. 

3   The Structure 

Figure 2 shows how the LPDCs, LHS, and CPDS are organized in the DLAPDS.  

 

Fig. 2. The LPDCs, LHS, and CPDS are organized in the DLAPDS 

Figure 3 illustrates the physical layout of a LPDC. As can be seen from Figure 3, 
the LPDC in addition to PLC unit, has a built in two-way wireless RF module. The 
RF module is used to transmit power usage data to the LHS and to receive power 
dispatch instructions from the LHS. The flash memory unit is used to store 
environment parameters such as power loading quantity, power discount policy and 
power dispatch schedule. Manual intervention on turning on/off the power schedule 
can be done using the keyboard. 
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Fig. 3. The Local Power Dispatch Card (LPDC) 

Figure 4 shows the layout of the Local Host System (LHS). The LHS like the 
LPDC has also a built in wireless RF module for communication with the LPDCs. 
The LHS has in addition an internet module for communication with the CPDS. 

 

Fig. 4. The Local Host System (LHS) 

Figure 5 shows the system flowchart of the LPDC. During start up, the system will 
load in the environment parameters such as off peak discount policy, discount periods 
schedule. The system will then read in power usage parameters. Each request for use 
of the power consuming equipment/device is assigned a priority level. There are 5 
levels of usage priority assigned depending the urgency of use. The system will 
evaluate the usage priority and power on or off the equipment/device accordingly. 
The stages below show how to make optimal dispatch decision. 

1) The 1st stage : you can turn on or turn off, 
2) The 2nd stage : Please turn on, 
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Fig. 5. The system flowchart of the LPDC 

3) The 3rd stage : turn on, 
4) The 4th stage : need turn on, to 
5) The 5th stage : must turn on 

The LPDC will transmit power usage data such as time of use, priority of the use and 
duration of use to the LHS each time a use (power on) request for the equipment/ 
device is detected. The LHS will in turn pass on these data to the CPDS via the 
internet. The LPDC will then use the power dispatch schedule and evaluation criteria 
relayed back from the CPDS via the LHS to evaluate each power on request. In the 
case of communication breakdown in the system, manual intervention to power on/off 
the equipment/device is possible through keyboard input to the LPDC. 

Figure 6 shows the system flowchart of the LHS. As can be seen from Figure 6, the 
main function of the LHS is to act as a bridge between the LPDCs and the CPDS. The 
LHS will collects power usage patterns data from the LPDCs and send them to the 
CPDS. In return, the LHS will relay the power dispatch schedule and environment 
parameters (evaluation criteria) from the CPDS to the LHS. 
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Fig. 6. The system flowchart of the LHS 

Figure 7 shows the software flowchart of the CPDS, i always refers the different 
parameter of the LHS group to change the system dispatch condition. Especially, the 
CPDS checks parameters from different groups. Special situations such as: system 
breaks down, power load break down or some accidents, if one of cases happened; 
CPDS has to ask for transfer some decisions to the LPDS and the LHS to deal with 
the problem. The program of the CPDS will make new decision from historical 
records and new parameters [12]. 

The LAPDS through learning the power usage patterns can formulate an optimal 
power dispatch plan for the industrial park and thus saving businesses energy costs. 
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Fig. 7. The system flowchart of the CPDS 

4   An Example of LAPDS Implementation 

The load demand of the example factory is shown in Table 1. The factory got higher 
power factor. Although the maximum Peak Load Demand is under the Contracted 
Peak Load Demand, but Peak Load is very heavy. The price of the Contracted Peak 
Load Demand is NT$223.6/kw, it costs NT$100,620. The price of the Peak Load is 
NT$2.058/kwH, the Peak Load costs NT$177,811.2. The price of the Half Peak Load 
is NT$1.333/kwH, the Half Peak Load pays NT$15,996. 

The price of the Off Peak Load is NT$0.808/kwH, it charges NT$48,964.8. 
Totally, the cost of the electric power is NT$343,392. 
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Table 1. Before Power Load Dispatch 

Items Aug. 2004 

Contracted Peak Load Demand (KW) 450 

Maximum Peak Load Demand (KW) 412 

Maximum Off Peak Load Demand (KW) 263 

Cos  99 

Peak Load (KWH) 86400 

Half Peak Load (KWH) 12000 

Maximum Half Peak Load Demand (KW) 260 

Off Peak Load (KWH) 60600 

Total Load (KWH) 159000 

Total Cost of Electric Power NT$343,392 

 
Table 1 shows the energy costs incurred during different power demand periods for 

the factory under study before LPDS implementation. Note that the total energy cost 
for the month of August before LAPDS implementation is NT$343,392. 

Table 2 tabulates the energy costs for the month of September after DLAPDS 
implementation. Comparison of the two tables shows a significant decrease in 
September energy costs during peak load demand periods. This is the direct result of 
considerable lower power usage during peak load demand periods for September. The 
LAPDS by scheduling equipments/devices of lower power dispatch priorities to run 
during lower rates off peak periods is able to bring the factory total energy cost down 
to NT$301,230 for the month of September.  

Table 2. After Power Load Dispatch 

Items Sep. 2004 

Contracted Peak Load Demand KW) 350 

Maximum Peak Load Demand (KW) 323 

Maximum Off Peak Load Demand (KW) 222 

Cos  99 

Peak Load (KWH) 72000 

Half Peak Load (KWH) 13800 

Maximum Half Peak Load Demand (KW) 260 

Off Peak Load (KWH) 69800 

Total Load (KWH) 155610 

Total Cost of Electric Power NT$301,230 
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Fig. 8. The daily load curve comparison between normal load and dispatched load 

The power load demand spread for August and September is shown in Figure 8. 
Note that the power demand for September is more evenly spread across the different 
power load demand periods. 

5   Conclusion 

Many energy companies of today have implemented peak demand period premium 
rates policy to discourage businesses from topping their power usage during peak 
demand periods which may result in power shortage. Businesses by implementation 
LAPDS can more even spread their power load demand over the different periods and 
thus reducing energy costs. 
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Abstract. In order to capture and relate different aspects of a problem domain, 
we often require different languages or models. A metamodeling approach can 
be used to define these languages and models in a rich semantic way. However, 
current tools or frameworks cannot satisfy the multilayer metamodeling  
requirement. We suggests a reusable MOF (Meta-Object Facility) metamodel-
ing framework through the Down-up mechanism between the meta-layer model 
and model-layer model, and this mechanism supports multilayer metamodeling 
and is compatible with MOF. This paper also suggests a MOF’s Bootstrap 
model by which the framework constructs models in a unified way. In addition, 
this paper gives a model shift synchronization pruning algorithm in order to 
keep the relationship consistent between the meta-layer model and the model-
level model. As an example, we use the framework to model an agent-based 
workflow system, and this practice proves the framework can satisfy multilayer 
modeling requirements in different aspects of a problem domain. 

1   Introduction 

1.1   Metamodeling  

Metamodeling is an activity to generate metamodels. In its broadest sense, a meta-
model is a model of a modeling language. The term “meta” means transcending or 
above, emphasizing the fact that a metamodel describes a modeling language at a 
higher level of abstraction than the modeling language itself. Whilst a metamodel is 
also a model, a metamodel has two main distinguishing characteristics [3]. Firstly, it 
must capture the essential features and properties of the language that is being mod-
eled. Thus, a metamodel should be capable of describing a language’s concrete  
syntax, abstract syntax and semantics. Secondly, a metamodel must be part of a meta-
model architecture. Just as we can use metamodels to describe valid models or  
programs, which are permitted by a language, a metamodel architecture enables a 
metamodel to be viewed as a model, which is described by another metamodel. This  
allows all metamodels to be described by a single metamodel. This single metamodel, 
sometimes known as a meta-metamodel, is the key to metamodeling as it enables all 
modeling languages to be described in a unified way. 
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1.2   MOF 

The Meta Object Facility (MOF) [1], an adopted OMG standard, provides a metadata 
management framework and a set of metadata services, which enable the interopera-
bility and transition of models. A number of technologies standardized by OMG, 
including UML, MOF, CWM, SPEM, XMI, and various UML profiles [1], use MOF 
and MOF derived technologies (specially XMI and more recently JMI [2] which are 
mappings of MOF to XML and Java respectively) for model-driven data interchange 
and model management. MOF has contributed significantly to some of the core crite-
rions of the emerging OMG Model Driven Architecture. Built on the modeling foun-
dation established by UML, MOF introduced the concept of formal metamodels and 
Platform Independent Models (PIMs) of metadata as well as mappings from PIMs to 
Platform Specific Models (PSMs). Typical framework for metamodeling is based on 
an architecture with four meta-layers, as shown in Fig. 1.  

 

Fig. 1. The typical four-layer model of MOF 

The meta-level is numbered up from M1-level, and the M1-level is the model of 
M0-level, which is also called the metadata layer of M0 or the abstract language used 
to describe M0. The M2-level is the model of M1, the model of model, also called the 
metamodel layer. The MOF-level is at the top of all layers, and the MOF Model is 
self-described which only uses its own core model rather than other models. The four-
layered metamodel architecture is only an example describing metalevels. The key of 
modeling concepts is the relationship of Class and Object, and the ability to navigate 
from an instance to its metaobject. This fundamental concept can be applied to many 
layers, which means the number of metalevels are not limited to four layers. For  
example, it can be more than or less than four layers. With the application of Lan-
guage Driven Development (LDD) [3] and Language Oriented Development (LOP) 
[4], metamodel languages that can be transformed into each other are strongly needed 
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to describe the abstract model of different phases and different aspects in various 
problem domains. 

The MOF 2.0 specification was released in Oct. 2003, and until now there has no a 
metamodeling tool that really supports MOF 2.0 specification. EclipseEMF [5] is a 
metamodeling tool that is the closest to the Essential MOF (EMOF) [1], but it only 
supports M2-level and M1-level modeling in four-layered metamodel architecture and 
only partly supports MOF specification. Other tools, such as GME [6], MetaEdit [7] 
and DOME [8], employ private models to metamodel, but they only support M2-level 
and M1-level metamodeling too. The Rosetta Meta-Model Framework [13], by which 
different computational models can be expressed, employs denotational semantics to 
define unifying semantic domains, but it does not support multilayer metamodeling. 
This paper suggests a metamodeling framework that can satisfy multilayer metamod-
eling requirements, and can employ MOF, UML and MOF Bootstrap model to  
construct domain specific models or languages. 

The paper is structured as follows: Section 2.1 gives the principle of the reusable 
MOF metamodeling framework which allows multi-layers by using down-up mecha-
nism between metamodel layer and model layer, and it also presents the MOF boot-
strap model to complete the self-describing theory of MOF. The project model is 
illustrated in Section 2.2. The model of down-up approach will be illustrated in details 
in Sections 2.3 and 2.4. In Section 3, we will describe a model shift synchronization 
pruning algorithm during the down-up process. In Section 4, we will present a model-
ing example about an agent-based workflow system with the reusable MOF meta-
modeling framework. At the end of paper is the conclusion and future work.  

2   Reusable Metamodeling Framework 

2.1   Down-Up Principle and Bootstrap Model 

The MOF model can describe itself and other models, and other models can describe 
more other models. We apply the golden braid [9] idea to metamodeling because it 
emphasizes the fact that metamodels, models and instances are all relative concepts 
based on the fundamental property of instantiation. However, the gold braid architec-
ture only illustrates the basic principle about this relationship and does not refer to 
metamodeling framework. Based on the basic principle, the reusable MOF metamodel 
architecture is constructed to enable an arbitrary number of meta-level to be described 
in a unified way as shown in Fig. 2. Though the down-up mechanism between meta-
level and model-level, the architecture realizes that meta-level describes downward in 
model-level and model-level registers upward in meta-level in the architecture.  

Two level Down-up principle: In meta-level, the initial model is the MOF model, and 
then the MOF model is instantiated to generate MOF model instance-model n (such as 
UML meta-model) during the down process. If the model n can be used to construct 
next level model instances, it must be registered into meta-level and transformed into 
meta-model n during the up process, and then we can use meta-model n to describe 
model n-1. In this way, we can construct an arbitrary number of meta-level models. 
The details of Down-up mechanism will be illustrated in the following sections. 
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Fig. 2. The Down-Up principle of the reusable metamodeling framework 

Because the MOF model is self-described, it must be down instantiated from its 
core model for the consistency of metamodeling. We name this core model as the 
bootstrap model of reusable MOF metamodeling framework. It should be simple 
enough, not demanding to be described by any other model. All model elements in 
reusable metamodeling framework are its direct or indirect instances. Though the 
MOF 2.0 specification does not provide this model, we introduce this concept, as 
shown in Fig. 3. The bootstrap model is composed of only one model element “Ele-
ment”. By introducing the bootstrap model, one of most important characteristics of 
the MOF model - self-description theory, is complete, and we can use the bootstrap 
model to instantiate the EMOF and the Complete MOF (CMOF). 

 

Fig. 3. The model of MOF Bootstrap and the self-description theory of MOF 

2.2   Model of Model Project 

In the down-up process of constructing models in the reusable MOF metamodeling 
architecture, we introduce the concept of the model project model in order to maintain 
the relationships between meta-levels and model-levels. When the instances of model-  
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Fig. 4. The model of model project 

level elements are registered in meta-levels, we can reuse them. The model of model 
project is a model describing the model project. As shown in Fig. 4, the model project 
is composed of models, the relationships between the models and the unified object 
space. Model includes meta-level model and model layer model. ModelAssociation 
describes the down-up relationship between meta-level model and model layer. The 
unified object space is a unified name space of all instances in the model project. The 
registration of any model-level element to meta-level is equivalent to registering to 
the unified object space of the model project. Through the unified object space, the 
objects can be reused at the model-level. The UniObjectSpace will be explained in 
Section 2.4. By the model of model project, we can continuously reflect and trace 
between the meta-level models and the model-level models in the same model project. 
In the Model, default models are the MOF Bootstrap (isBootstrap is true) and the 
MOF model (isSystem is true). In ModdelAssociation, the default object link is MOF 
Bootstrap (Up)-MOF model (Down) (isSysetm is true). If we construct the MetaUML 
from the MOF model, the object link is MOF model (Up)-MetaUML (Down) (isSys-
tem is false) in ModelAssociation. 

2.3   Process of Metamodel Down 

Metamodel Down is the technology that can get models out of metamodels. In other 
words, it can describe other models, such as UML metamodels, UML models, domain 
specific languages, and domain models. There are four modes in the process of meta-
model down. 

a) Directly instantiate metamodels 
This is the simplest way, such as instantiating MOF::Class into MetaUML::Class 
and MetaUML::Attribute. 

b) Profile metamodel, then instantiate 
Profile is a stereotype collection of metamodels’ elements. The stereotype contrib-
utes specific metamodel element with specific aspect’s dialect, and the dialect makes 
users’ intercommunion easier (for example, Interface is stereotyped as EJB’s Home 
interface). The models out of metamodel profile are also called DSL (Domain  
Specific Language). The main feature of metamodel profile is that metamodels’ 
modification is not allowed (Constraints can be used to substantiate profile), nor is 
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new metamodels’ appending is forbidden (for example, adding new relationship). 
Therefore, metamodel profile is also called lightweight extension [10]. 

c) Inherit metamodel, add new attributes, and then instantiate. 
When metamodels’ attributes cannot satisfy concrete modeling requirements, it is 
necessary to inherit metamodels, add required attributes, and then instantiate the 
inherited metamodels. For example, StateMachineModel::StateMachine inherits 
MOF::Class, and adds startState attribute. The feature of this mode is that it is nec-
essary to modify metamodels, so this mode is also called heavyweight extension. 
 

d) Tag metamodel, and then instantiate 
A tag denotes an independent information block, and it can be related with one or 
more model elements. A model element can be tagged with many tags. A tag con-
sists of a name-value pair. While models are processed, the tags can be ignored or 
used. In this way, a flexible modeling strategy and model elements’ dynamic ex-
tension are provided in which way metamodels are not redefined. 

All of the above are main methods of creating new modeling languages. These 
methods can also be employed together, such as heavyweight extension plus light-
weight extension strategy, or profile together with tag strategy. However, MOF 2.0 
specification does not directly support Profile, so the first level modeling cannot use 
profile mechanism. In other three ways, it can be used for instantiation. 

2.4   Model’s Up in Model Level 

Metamodel’s Up process is to upgrade models from model-level to meta-level and 
register upgraded models in Unified Object Space. In a model project, the relationship 
between models in model-level and models in meta-level is that of instantiation and 
description. All the model objects and the relationships between them in model pro-
ject exist in Unified Object Space. 

Semantic misapprehension of MOF capabilities of metamodel framework, which 
is caused by naming of model element can be avoided in object dimension of unified 
object space, thus the number of metamodel layers constructed by reusing MOF's 
meta object facility capabilities, is unlimited. A model in meta-layer can transform 
into a model in model-layer by down mechanism, and a model in model-layer can 
 

 

Fig. 5. The register principle from model object to meta layer 
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transform into a model in meta-layer by up mechanism and registering operation. As 
depicted in Fig. 5, in model object space dimension, all object elements in meta-layer 
and model-layer are model instance dimension. All model objects need registering in 
model project’s Unified Object Space. When a model element is created, its meta-
model must be retrieved in Unified Object Space. Object’s constraints in meta-layer 
are from related instance dimension constraints in each layer. Through introducing 
Unified Object Space and Model Instance Space, the metamodeling framework can 
reuse existed modeling instances and related model’s capabilities. 

Down process in model dimension is an extension from models to models; up 
process in object dimension is a classification and concentration from object to ob-
ject, and is a process to register diversified model objects to Unified Object Space.  

3   Down-Up’s Model Shift Synchronization Pruning Algorithm 

In the process of model’s Down-up mechanism, if a metamodel is modified, its mod-
els will lose their meta-information. As a result, model-level models are inconsistent 
with meta-level models and we cannot continuously reflect and trace between the 
meta-level models and the model-level models in the same model project. Thus, a 
model shift algorithm is needed to keep subsequent models consistent after a meta-
model is modified. We call this algorithm “down-up’s model shift synchronization 
pruning algorithm (MSSPA)”. The function of MSSPA is to keep all models’ meta-
information existed and the relationship between model-level models and meta-level 
models consistent. 

Table 1. The model shift synchronization pruning algorithm (MSSPA) 
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MSSPA is a recursive procedure. It prunes next layer’s models until next layer’s 
model is null. The algorithm will be activated while modified models are registered 
again. The MSSPA process is as follows  

1) Get modified model’s direct descendent models. If null, go to 4). 
2) For each model in next layer, check whether the type of its model elements 

belongs to the model elements in this layer. If no, remove model elements 
and their relationship and go to 1), otherwise, go to 3). 

3) If model element’s relationship is modified or removed, delete model ele-
ments’ relationship in next layer. 

4) Exit. 

Table 1 is the description of MSSPA encoded by extended OCL (Object Con-
straint Language) [12]. 

We apply MSSPA on the model in Fig. 1. If the model element “Attribute” is de-
leted in M2-level, the attribute “name” of the “Client” will be pruned in M1-level, and 
the object name will be pruned in M0-level. The MSSPA can keep the model of meta-
level and the model of model-level consistent. 

4   An Example 

Meta-modeling framework adopts the Down-Up mechanism on itself to build the 
MOF model in the framework. The EMOF and CMOF, which are generated by the 
instantiation of the Bootstrap model, construct the base model of reusable meta-
modeling framework. Many constructs of EMOF and CMOF could be applied to model 
other models such as the UML meta-model and the state machine meta-model. 

In the development of the workflow system based on multi-agent, each resource in 
the organization such as the staff, the equipment, and the database is associated with an 
agent. The agents are responsible for communication with users, process management, 
and resource access. The InterfaceAgent that manages the user’s resource is the main 
body to participate in activities on behalf of the user. The TaskAgent has many func-
tions, such as explaining the definition of process, controlling the execution of process 
instance (containing establishment, activation, pause, termination and so on), scheduling 
the activities, maintaining the data that control the workflow, the management and  
supervision in the process of execution. A TaskAgent is created when launching a work-
flow; a ResourceAgent is associated with all the resources except staff such as database, 
printer, and short message gateway and so on. While an InterfaceAgent or a TaskAgent 
would like to access a resource, it sends a request to the ResourceAgent corresponding 
to the resource. The ResourceAgent, which is responsible for managing the resource, 
executes the request and responses to the agent who sends the request with the result. 

There are two methods to model the relationship between the resource and the agent 
with the reusable MOF meta-model framework. One is modeling based on the default 
model that is MOF model of the framework. The other is modeling the UML meta-
object model initially with the down process of MOF model, and then upgrading it to 
the UML meta-model with the up process of MOF model, and in the end describing 
the Resource-Agent model with the UML meta-model. The Resource-Agent model-
ing, which is realized in two steps, adopts the first method. 
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a. Create a Resource-Agent metamodel with the CMOF of MOF. As Fig. 6  
illustrates, the user, agent, and resource are all extension from the NamedElement 
of CMOF. Agent and Resource are abstract NamedElements. Agent is specialized 
to InterfaceAgent, TaskAgent and ResourceAgent; Resource is specialized to 
PrintResouce DBResource and MSGWResource. 

 

Fig. 6. The metamodel of resource-agent 

b.  Create a model with the Resource-Agent relationship meta-model, as shown in 
Fig. 7. Under the constraints of meta-model semantics, the Resource-Agent model 
demonstrates the interactive relationship between Resource and Agent. 

 

Fig. 7. The model of resource-agent 

We model the UML2 model in the MOF framework, and then model the agent alli-
ance, the agent collaboration group, and the model between agents with the UML2 
model, and model the communication between agents with the sequence diagram of 
the interactive model of the UML2 model. It has been proved in practice that  
the reusable meta-modeling framework provides a unified framework, which allows 
different modelers to create their own computing models according to their own  
requirements and perform domain modeling with the standard MOF and UML. 
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5   Conclusion and Future Work 

Unified metamodeling framework based on down-up mechanism is reusable and 
sufficiently expressive for practical metamodeling. In this framework, the self-
describing theory of the MOF Model is improved, and a MOF’s Bootstrap model is 
provided. In the process of models’ up process, model instances are reused by intro-
ducing the mechanism of Model Project and Unified Object Space. Moreover, a plat-
form-independent MSSPA is coded by means of extending OCL. Based on the 
framework, a model-transforming tool, which transforms the model generated by the 
framework into Java code, is being developed and a model virtual machine project 
based on the framework will also be launched in the near future.  
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Abstract. The paper presents a flexible business application system 
development platform called FADP, which contains an enterprise process 
modeling system (EPMS) and an application system building environment 
(ASBE). System architecture and the key technologies of FADP are presented, 
including zero-time enterprise modeling based on components assembly 
techniques, zero-time enterprise model optimization based on dynamic process 
optimization techniques, component model-driven code generation (i.e., zero-
time system construction), and cooperative work based on process model with 
flexible scheduling strategies. The proposed platform supports business process 
evolution in an enterprise’s lifecycle.  

1   Introduction 

In order to survive in an increasingly competitive business environment, companies 
must be willing to reinvent themselves continuously on their way of doing business. 
They rely more and more on technology innovation to achieve this goal. What they 
can do is to implement a flexible IT infrastructure and make their software support 
systems adaptable to rapid changes. The combination of enterprise modeling and 
software process automatic generation is very important and critical. 

Many researchers have been engaged in enterprise modeling and software process 
modeling. Their studies can be roughly classified into two categories. One paradigm 
is focused on describing enterprise business processes, such as CIM-OSA [1], GRAI-
GIM [2] and ARIS [3]. However, the process models derived are the abstracts of an 
enterprise business processes and created only for business analysis. Their lifecycle is 
terminated shortly after creation since they are defined with no consideration of soft-
ware development processes. The other paradigm takes care of process improvement 
of software development. RUP [4] is a configurable product developed by Rational 
Software Corporation (now a division of IBM) for iterative software development 
process. RUP describes how to develop software effectively by tailoring its develop-
ment processes and activities to fit special needs of a project or an organization. Al-
though RUP emphasizes on using UML iteratively in requirement analysis, system 
design and code generation from software development respects, it does not support 
the description of resource models, organization and cooperation strategies. The RUP 
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models are non-understandable to business managers and thus could not assist them in 
the business process reengineering (BPR) activities. Both approaches described above 
cannot support enterprise evolution effectively.  

We believe that the combination of business processes and software processes is 
the key towards developing a flexible enterprise application system that supports 
enterprise process evolution. This paper will present a flexible business application 
system development platform called FADP based on the zero-time software develop-
ment pattern. This pattern is characterized by zero-time process modeling, zero-time 
model optimization and zero-time system construction [5]. 

The rest of the paper is organized as follows: Section 2 introduces the system ar-
chitecture of the FDAP; Section 3 discusses key technologies and the implementation 
methodology based on the zero-time software development pattern; Section 4 briefly 
describes a simple case based on the practice of the model-driven development para-
digm; Section 5 gives the conclusion.  

2   Flexible Development Platform Architecture 

As shown in Figure 1, FADP is a flexible enterprise application system development 
platform, which contains EPMS (Enterprise Process Modeling System) and ASBE 
(Application System Building Environment). EPMS can be used for describing an 
enterprise from five different perspectives: process model, behavior model, infrastruc-
ture model, cooperation model and information model with VPML [6] language. 

The current EPMS mainly includes four intelligent tools: PDT (Process Definition 
Tool), PST (Process Simulation Tool), POT (Process Optimization Tool) and PET 
(Process Enactment Tool). EPMS can come up with an optimized process modelthrough 
the support of zero-time enterprise modeling and zero-time model optimization.   
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Fig. 1. Architecture of FADP 
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PDT is a process model definition tool, which includes a model building tool and a 
model instantiation tool. Model building tool is a set of graphical editors with the 
capability of syntax and semantics checking. Model instantiation tool is responsible 
for generating an instance model according to its specific definitions. This model 
feeds to the PST for continuing model simulation and optimization activities. The 
function of PST is to dynamically analyze an enterprise model through process simu-
lation. It provides dynamic enterprise process information to enterprise managers  
and the POT. POT is a process optimization tool using an FR-TS algorithm [7]. The 
outputs of POT include a set of optimized models and a recommended model to assist 
the decision-makers. The selected optimum enterprise process model will be finally 
enacted by the PET for process monitoring and control. During process operation, 
some new requirements will be fed back to PDT if a change is detected and process 
needs to be improved. 

ASBE is an application system building environment. It facilitates rapid construc-
tion of application systems based on the recommended enterprise model. Major mod-
ules in ASBE are: component modeling, deployment & load balance, interface design, 
prototype simulation, code generation, prototype evaluation, standards & regulations 
and security control system. Interface design module provides a group of interface 
design tools for building user interfaces of all activities. Deployment & load balance 
is used for defining hardware configuration of application, mapping business works to 
machines and load balance analysis. Component modeling is responsible for extract-
ing software components from enterprise model and building the mapping relation-
ship from activity behavior to software component’s algorithms. 

3   Technologies and Implementation Methodology 

In order to build evolvable enterprise application system, we have to introduce a new 
software development pattern called Zero-time software development pattern. 

3.1   Zero-Time Software Development Pattern  

Zero-time development pattern laid behind the proposed FADP platform is the dream-
boat for building contemporary enterprise management system, whose goal is to  
support an enterprise to rapidly response to the volatile market. The evolution of an 
enterprise system is shown in Figure 2. It is a convergent corkscrew model in nature. 
This adaptive convergent system engineering integrates business system and the soft-
ware system into an unified development space [8,9]. It simplifies the engineering 
process and reduces the total amount of development work because there is only a 
single system need to development, and it eliminate the gap between business proc-
esses and their supporting software processes. So, it is easy to design and understood. 

There are three meanings about zero-time software development pattern: 

- Zero-time enterprise modeling: we can rapidly built a customize enterprise 
model based on the component base and the reference model using the Compo-
nents Assembly technique [10].  

- Zero-time model optimization: enterprise business process reengineering  
and optimization can be down quickly using process dynamic optimization  
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technology which combined with process definition, process simulation, process 
optimization and process enactment [11].  

- Zero-time system construction: an application system can be built up from  
enterprise model by using automatic code generation technique [12]. 

3.2   Zero-Time Enterprise Modeling  

In order to implement zero-time enterprise modeling, PDT should provide a common 
component base and a reference model of applicable industrial sector. Customization 
modeling is the rapid building process of a customized model. It is the inheritance and 
derivation of some cases in the common component base and the reference model. 
During the process modeling, some information may be appended and some character 
parameters might be modified [11]. So, the customized model will have better quality 
and shorter definition duration. 

Figure 3 illustrates how to rapidly define the customized model from common 
components, as well as how to abstract industry-common features from specific en-
terprise models so as to build a common component base and the industrial reference 
model. The two aforementioned aspects can complement with each other. On one 
hand, the bigger the component base, the more components can be provided for the 
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construction of customized model. On the other hand, the more the customized  
models, the more the resources can be used for component abstraction purpose. 

Enterprise model is the core enabler of an evolvable application system. In our  
development platform, visual definition of enterprise models is evolved from the 
COSMOS model and SADT model [13]. We have enriched the infrastructure model 
by defining resource behaviors for arranging alternative resources under resource 
competition, and extended cooperative behavior in cooperation model for defining 
schedule strategies. Simulation algorithm can flexibly simulate all kinds of process 
models according to some specified cooperation rules [14]. The enterprise model (Em) 
in its view dimension is shown in Figure 4. 
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Fig. 4. Architecture of Enterprise Model in View Dimension 

Em can be described as following: 

EM=<PM , BM , IM ,CM , IFM >. (1) 

where PM : Process Model;  IM : Infrastructure Model; BM : Behavior Model;  
CM : Coordination Model;  IFM : Information Model. 

All these sub-models can be built independently. Process model and information 
model are the only two that actually reside in a company’s mainstream information 
systems. Adaptive process engineering would seamlessly integrate all these different 
aspects of a company into a unified enterprise model. 

In PDT, a set of graphical editors is provided, such as process model editor,  
resource model editor, behavior model editor, cooperation model editor, and data 
definition editor. During process definition, static analysis such as the syntax and 
semantic checking is automatically carried out. A set of static data defined in  
the enterprise model can be analyzed for evaluating the static characteristics of the 
process model, such as project life cycle and resource utilization.  

3.3   Zero-Time Process Model Optimization 

The Major Technologies of Zero-time model optimization as shown as Figure 5. 
Zero-time model optimization is a dynamic optimization technology including the 

following four processes: process definition, process simulation, process optimization 
and process enactment. It involves typically an iterative goal-search process based on 
process simulation before reaching a final solution. The recommended process model 
could be used for supervising the operation of enterprise business processes. During 
process enactment, new requirements may arise and some adjustments are required in 
 



 A Flexible Development Platform Supporting Zero-Time Enterprise Applications 611 

 

 

in s tan t ia t io n  e st im at in g

R e c o n s tru c tin g

P ro c e ss  
d ef in e  

P ro c es s  
s im u la t io n

P ro c es s  
o p t im iz at io n

P ro c es s  
e n ac tm e n t

d e l iv er

N e w  R e q u ire m e n ts  

A dju s t 

 
Fig. 5. The Major Technologies of Zero-Time Process Model Optimization 

order to approach an optimal enterprise model. The quest for continuous improvement 
is the measure for implementing a corporation’s goal.  

Process definition has been discussed in section 3.2 in detailed. Other major tech-
nologies will be introduced in following sections.  

3.3.1   Process Simulation  
It is a powerful engineering tool that can be used for diagnosing business processes, 
analyzing system performance under different load conditions, predicting the impacts 
of organizational changes, and exploring new business opportunities. The goal is to 
ensure that defect is not allowed in a software system and all business requirements 
are well satisfied. Since financial metrics can be directly calculated, process simula-
tions can provide immediate feedback to decision-makers on how certain combination 
of changes will affect process costs and profits. Dynamic information about the activ-
ity flow, product flow, personnel flow, resource flow, cost flow etc., can also be ob-
tained by process simulation. We can identify the key impacts of a BPR project upon 
the organization for reducing cycle time, increasing customer focus, increasing pro-
ductivity, and improving quality. The resultant information obtained from simulation 
is dynamic in nature, and thus more accurate than static analysis performed by PDT. 

PST provides the function of dynamic analysis of an enterprise model. PST  
mainly includes following function components: simulator, behavior interpreter, 
VPML interpreter, event management, management of activity-ready-pool, random 
number generator, and simulation clock. Before a complex process simulation, enter-
prise managers can use PDT to trace one or more products to get a subset of current 
process conditions. The sub-processes could then be analyzed and simulated by PST 
to diagnose the pitfall of the investigated process. At last, PST will provide dynamic 
metric information about enterprise processes for enterprise managers or the POT.  

3.3.2   Process Optimization 
There are many goal-searching methods, such as conventional hill-climbing  
algorithm, genetic algorithm, or other optimization techniques. Because of the diversi-
fication of parameters of the process model, an optimization method called FR-TS 
algorithm has been proposed. It combines Fletcher Reeves method with Tabu search 
method [7,10], where Fletcher-Reeves method is used to obtain a set of local optimal 
solutions, and Tabu search algorithm is used to discover feasible solutions in undis-
covered areas. These two methods will be alternately iterated many times so as to get 
the set of global optimum solutions. Based on this optimization method, we devel-
oped a POT with functions such as Performance estimation, Model instantiation, Tabu 
list & tabu area, and the FR-TS algorithm. Tabu list & tabu area records the space of 
all feasible Tabu solutions. Model instantiation supports a feasible parameters’ combi-
nation according to the defined process model. Performance estimation calculates the 



612 W.-A. Tan, J.-M. Zhao, and Q. Hao 

 

integrated capabilities of instantiated process model according to the pre-defined 
objective decision model. Finally, POT will produce a set of optimized models and a 
recommended model for decision-makers. 

3.3.3   Process Enactment 
All activities defined in the business process model are need to mapping to the rela-
tive business applications. For any role user, there are some tasks need to do. Tasks 
listed in the task-table are sorted according to certain schedule strategies defined in 
the cooperative behavior model. Each role user could then choose the most urgent 
task from the task-table prompted to him. 

In order to assist enterprise role users to work effectively, PET was used for process 
control and monitor supervised by the optimized process model. It mainly contains 
process flow control, task flow control, OLAP, cooperation model adjustor, dynamic 
schedule of activities and resources. Among them, process flow control and task flow 
control are the key components. Process flow control is responsible for controlling 
business process operations, whereas task flow control distributes a task table to each 
participant, supporting them to work effectively. The schedule strategies used for 
manufacturing process or project process could be defined as the following rules: 
HPFS (Highest Priority First Serve), MSFS (Minimum Slack time First Serve), FCFS 
(First Come First Service), SIRO (Service In Random Order), SOT (Shortest Opera-
tion Time), LOT (Longest Operation Time), LRPT (Longest Remaining Processing 
Time), SRPT (Shortest Remaining Processing Time) [10]. Rule MSFS is a kind of 
dynamic scheduling rule with minimum slack time being served first. It needs to cal-
culate the earliest start time Ek and the latest start time Lk of all ready activities using 
dynamic PERT/CPM [9]. All applications will be integrated by enterprise model. 

3.4   Zero-Time System Construction 

The zero-defects approach focuses not only on the products but also on the processes 
that produce them. Software should be defect-free. Instead of attempting to find  
out defects at the end of development process, software developers should get better 
quality at every step of the software development process [15]. 

3.4.1   Requirements Extraction and System Architecture Construction  
Business processes and information models defined by PDT will become the require-
ments and building blocks for application development. The application system 
should be able to integrate the process model with its dynamic business rules, and 
perform numerous functions encapsulated within the business object once it is imple-
mented as a class. Enterprise management is based on enterprise business processes. 
The design of an application system can be treated as a direct extension of the busi-
ness processes in ASBE. As shown in Figure 6, all subsystems, software components 
and operation functions can be constructed from the process model. 
 

 Process Model: Business Domains -  Business Processes  - Business Activities 

Applications: Sub-Systems  -  Software Components  - Operation functions 
 

Fig. 6. Mapping Between Process Model and Applications 
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3.4.2   Components Model-Driven System Code Generation  
Most of powerful enterprise model are meaningless if they can’t be developed, tested 
and delivered to applications. ASBE provides a code generation function. The 
generated code can be run on a single machine, or on a distributed system. At the 
abstract level, a visual diagram is produced based on business behavior 
representation. Within each node of process model, the requirements can be further 
refined to C++ or Java source codes in the next step. Human programming could be 
eliminated as much as possible through all the facilities provided. Load balance 
facility can be used for implementing load balance of the distributed applications by 
mapping the task to hardware machine. ASBE also provides the function of prototype 
simulation and evaluation. Using these facilities, a prototype system can be run and 
tested before actual development. 
 
Components Assembly: Components are packages of business logics that you can 
distribute over a network. They are easy to build and use, and could act as building 
blocks for larger distributed applications. Once a component library is specified and 
ready to use, applications can be built up using component assembly technology. 
Assume that design pattern and system pattern have been matured enough, and there 
is a rich commercial/public component library which can be used by software devel-
opers, in such a case, using “develop by assembly” approach to build applications is 
very beneficial to increase the quality and productivity of software development. 
 
Round Trip Engineering: RTE is an important evolutionary approach to develop 
dominative systems and OO applications in the future. In order to keep the consis-
tency between different levels of documents, the reverse-engineered system should be 
mapped back to higher levels design abstractions. These design abstractions should 
map back to conceptual business models to provide extremely useful traceability. 
UML round trip engineering will provide this functionality in the near future. 

4   Practical Applications and Discussions 

Figure 6 gives an example of a distribution corporation. Such a company usually  
has three kinds of business processes: purchasing, inventory, sales. Accordingly, the 
distributor application system should include three sub-systems: purchasing manage-
ment, inventory management, and sales management. However, most software  
designers may group inventory management and puchasing management into an inte-
grated system called SCM, or group inventory management and sales management 
into a CRM.  

The goal of model-driven development is to construct software models for repre-
senting structure and operations of an organization as simple and straightforward as 
possible. The development of an adaptive system needs to leverage those legacy sys-
tems by providing an easy migration path to embed them into model-driven systems. 
Accessing of legacy systems is required to be convenient, transparent and secured. 

The architecture of model-driven applications consists of three layers. GUIs are 
developed for viewing and controlling the business works at the top layer. In the mid-
dle layer, numerous process models form the key of enterprise process integration,  
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Fig. 6. An Application System Frame Driven by Distributors Business Model 

which is also called process integration server. Legacy systems located at the bottom 
layer are the actual carriers of business logics. 

Driven by enterprise process models and the Work-Flow-Management reasoning 
mechanism, many works can be executed orderly and immediately. The traditional 
process integration based on uniform strategies is not flexible. It could not support 
enterprise cooperative work according to enterprise behavior characteristic. Since 
cooperation model is built in the enterprise model, flexible task scheduling can be 
implemented very easily. The only thing we need to do is to choose the combination 
of scheduling rules such as HPFS/MSFS/FCFS/SIRO. In this way, all activities can be 
flexibly scheduled, and all available resources can be allocated to the ready activities. 

5   Conclusion 

It is our goal to develop a zero-time software development platform for building de-
fect-free, change-adaptive integrated business process application systems. The pro-
posed FADP is a prototype of an intelligent enterprise application development plat-
form for supporting an enterprise adaptable to changing markets. It is the foundation 
for building flexible business systems. In our prototype, EPMS is based on VPML, 
which provides the capability to describe an enterprise from five different perspec-
tives: process model, behavior model, infrastructure model, cooperation model, and 
information model. The current EPMS includes four major functional components: 
process model definition, process model simulation, process model optimization, and 
process model enactment environment. The application system building environment 
(ASBE) includes a set of graphical editors, deployment and load balancing, interface 
design, prototype simulation, prototype evaluation, and a code generator. It supports 
automatic generation of Java code or C++ code from the enterprise process models.  
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Abstract. Companies have to shorten the innovation cycle for products to obtain 
a competitive advantage. Thus not only time to market but also time for 
developing new products has to be reduced. Due to that several software tools 
are used to facilitate a computer based product synthesis. One of them is a 
Product Data Management System (PDMS) for the integration and administra-
tion of all kind of CAx-data. With dedicated data transfer, information 
processing methods and self-generating assembly sequences it is possible to 
shorten the time between the arrangement drawing, part production and final 
assembly to a few moments. Because of a continuous data model it is even 
possible to transmit data backward in the product creation process. The 
information can be used as rules for an engineering workbench or for the 
visualization of the progress. Consequently a PDMS as an information feed-back 
control system can realize a more robust and sustainable product synthesis. 

1   Introduction 

Nowadays it is more important than ever to shorten the time from a new product idea 
to the first salable product, the so-called time to market, because of the demand for 
shorter innovation cycles and the fact of shorter product life cycles. The here from 
resulting product creation process has to be seen as interleaving work steps, according 
to simultaneous or concurrent engineering, more than single tasks stringed together. 
Therefore a reasonably planned strategy is necessary as well as an intensive data 
exchange between the different divisions of the company in such a way to achieve 
highly overlapping work steps. 

One of the most important strategic targets of companies is to widely accomplish 
the development of a new product or the processing of a customer order with methods 
of up-to-date information techniques. For this purpose specific software tools are used 
in every division. With these tools a complete product description shall be built up, 
which represents the base for product planning, manufacturing, assembly and quality 
assurance [7]. In figure 1 an assortment of electronic data is shown that builds up a 
complete product description. 
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Fig. 1. Different documents from all divisions contribute to the product description (source [7]) 

One of the biggest challenges is the well known difficulty of designing interfaces 
between the available software tools. That means nearly every software tool is self-
contained and as a result data exchange is handicapped. More and more software tools 
use a data model adapted to their own requirements but not specialized for data 
exchange between different programs. Standardized interfaces exist but they do not 
provide functionalities for a holistic data exchange, only geometry and some 
additional information. Furthermore a version monitoring is not provided as well as a 
structured repository of information like CAD-drawings and -models, test plans for 
quality assurance, FEM-structures, calculation results etc. 

For this reason Product Data Management Systems (PDMS) are more and more 
used not only in big groups but also in small and medium sized enterprises. PDMS 
can merge the advantages of specialized software like CAD, FEM, CAQ, CAM and 
CAP etc. by gathering data files, storing the meta data and administrating them 
centrally [8]. Out of this results a complete electronic product description like shown 
in figure 2. 

 

Fig. 2. Systems integration of CAx-applications by means of a PDM-System (source: [7]) 
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2   Possibilities and Benefits with the Use of PDMS 

Product Data Management (PDM) is a strategic approach, but enterprises do mostly 
not notice the outstanding importance of its possibilities. Thereby a PDMS is the 
middleware for all data generating applications: it copes the product- and process-
data-management, offers a common user interface and controls the file and data 
sharing for all users [1]. In general PDMS are used for product-related data which is 
routed and prepared especially in the direction of the product creation process [5]. 
This means the generation of data starts at the product development respectively with 
the order processing and is transported to the production, quality management up to 
the final assembly. 

A weak point of these systems is in particular the one way data stream. For 
example in the production planning a NC-program has to be created, it is possible to 
use quickly the existing digital product specification. But the important dimensions, 
like maximum measures of the parts, their compounding positions and the like, must 
be separated by hand from the stored data files and entered again manually [2]. In the 
field of the Collaborative Research Centre (CRC) 396 “Robust, shortened process 
sequences for lightweight sheet parts” – funded by the German Research Foundation 
(Deutsche Forschungsgemeinschaft) – a PDMS is used for the data exchange between 
several sub-projects. Due to that all institutes like product development, production, 
quality assurance and assembly can be situated in a virtual process chain “product 
creation CRC 396” and represented in the PDMS. 

Typically the product development can be seen as producer and the assembly as 
consumer of product data. Not only geometry but also semantic information like 
tolerances, producing data or material is defined. Furthermore the chronological order 
of the assembly steps is specified. All these values can be stored in a PDMS for the 
easy use in following divisions. 

Recapitulating it is possible to say that the benefit of PDMS is consistent data 
management, built in versions monitoring, access control for all kind of data and 
companywide available holistic product description. All of them are standard PDM 
functionalities that can be used with minimal effort for implementation and 
customization [6]. But PDMS provides much more possibilities of data 
administration, processing and providing. A custom approach of a multidirectional 
data exchange from product design to assembly and backwards is introduced in the 
following chapters. 

3   PDMS Upgrade to Specific Requirements 

Another potential of advancement during the product creation process is not only the 
flow of data but also the further processing in succeeding divisions. To obtain a robust 
and shortened process chain “product creation” the PDMS was upgraded to extract 
automatically the relevant data for a special assembly step from the already stored 
data record. To demonstrate the mechanism the two divisions “product development” 
and “assembly” are coupled together. 

The first step was to integrate a new modular entity “article” in the PDMS to 
handle different geometric and semantic information of every part. Because of the 
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modularity an adoption to changing requirements can be realized very quickly. In this 
case modularity means that besides the basic meta data of a part a sub-record for 
every single specification like tolerances, material or processing parameters is set up. 
Each sub-record is designed in a tabular form so that all parameters for this special 
interest can be stored and administrated in there. For additional fields of interest 
accruing in later stages of the product creation more sub-records can be assigned to 
the entity “article”. This structure provides a basis for the holistic product description 
throughout the product creation process. 

Besides a variant of different parts and their semantic information about function, 
processing and appearance, all sub-processes like screwing, gluing, pick&place, 
drilling, milling etc. with their characteristic parameters should be stored separately. 
For this purpose another but also modular designed entity “process” was 
implemented. This second new entity is also built up modular and has the same 
structure like the entity “article”. In the tabular structure a sub-record exists for every 
type of process and these sub-records can also be filled up with each special interests 
specifications. 

With these two new entities “article” and “process” it is possible to store own 
parameters for each part and process. During the design process the geometry with 
additional information about tolerances, material and also the production process like 
milling, turning, grinding etc. and furthermore the chronological order of the 
assembly steps are predefined and saved. By using self developed interfaces, it is 
possible to extract automatically the specific data for the following division from all 
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Fig. 3. Example of an ASCII data set exchanged between PDMS and applications 
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stored data records. To simplify matters these interfaces all are ASCII-interfaces. The 
interesting values are formatted in a standardized format readable and writable by all 
joined applications (cp. figure 3). So it is possible to obtain all relevant data without a 
fault-prone reentering of information and having at the same time an extremely short 
process sequence. 

As shown in figure 3 it is difficult to understand the chronological order directly 
from the ASCII-code which is defined by the steps before/after. Thus a visualization 
tool was developed to visualize the assembly sequence for a better understanding. The 
different processes are characterized by different colors. Furthermore some steps can 
be done parallel, so-called chronologically independent, and others are chronologi-
cally dependent. 

4   Continuous Data Structure from the Product Development Until 
the Assembly 

With this approach it was possible to couple both divisions “design” and “assembly” 
that it is now feasible to create programs for the assembly robots automatically from 
the CAD-data, which is explained in the following abstract. Another advantage of this 
PDM architecture is the expandability to other sections of the product creation 
process. Each of the used applications in the CRC 396 can read and write ASCII and 
comes up with APIs for customizing. 

All parts and assemblies occurring in the product creation process “CRC 396” are 
designed in a common 3D-CAD-System. All information which is necessary for the 
assembly is stored in an enhanced CAD-data-model and can be exported with 
convenient sub-routines and interfaces. Values of interest are for example the 
maximum part dimensions, compounding positions, the chronological assembly order 
and the compounding process. Furthermore the assembly positions in the real 
assembly cell can be calculated by regarding the geometric dimensions and the 
arrangement of the parts. All these information is collected and visualized in a special 
window of the PDMS shown in figure 4. 

Until now the product designer has to build up the CAD-data model and defines 
parts, sub-assemblies and also the assembly order. But especially the chronological 
sequence needs a lot of experience and time. To help the planner and reduce the need 
of time, an algorithm is integrated in the 3D-CAD-system, which is able to calculate, 
starting at the 3D-arrangement drawing, every feasible assembly order automatically. 
A decision criterion for a possible step is a collision free path during the assembly 
execution. If several solutions exist, the identification of the best one is necessary. 
Therefore a kinematics simulation with a model of the assembly cell is needed to 
predefine the cycle time. 

The developed extended assembly graph includes not only the chronological order 
but also process specific data and is the base of the automatic generation of robot 
programs [4]. With an export routine it is possible to rearrange all the values to  
a special data format (cp. chapter 3). Now it is possible to use the self-made  
pre-processor to create sequences for a kinematics simulation. The user is able to 
change the calculated trajectories in the simulation to optimize them. Input for the 
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Fig. 4. Providing all relevant data with the use of input masks (here: compounding process 
“pick&place”) 

post-processor, which creates the real robot programs, are the extended assembly 
graph and an init file, in which the geometry of the assembly cell and possible 
grippers are stored. The user has not to write one line of code, because every program 
for the robots is written automatically and even the movements are pre-calculated. 
Due to that no error in the programs and no collision between the robots occurs and 
the time for the program generation can be reduced to a few seconds instead of 
several hours of teaching the trajectories. 

Using such a continuous flow of data, it is possible to integrate all sub-divisions in 
the product creation process by adapting only the two entities “article” and “process”. 
Due to that two important advantages are obtained during the product development. 
On the first hand side it is possible to reuse the information and avoid completely 
transmission errors because of manual input of process- and product-data. Therefore a 
robust process chain is realized. On the other hand side an enormous ratio potential is 
given by this method. Starting from a simple CAD-model the real robot programs for 
the final assembly can be created automatically, which is shown in figure 5. Using a 
continuous data structure each division of the enterprise is able to extract the needed 
information like tolerances for the measurement from already stored data. Moreover it 
is possible to attach some gained information like an adjustment vector for the 
division “assembly” to adjust the robot programs to the measured part. 
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Fig. 5. Fully automated assembly program generation via continuous data structures starting in 
the product development 

5   Realization of the Multidirectional Data Exchange 

The way of processing information shown above correlates to the conventional way 
of data exchange during the product creation process and provides the opportunity to 
forward all kind of data in the direction of product creation. That allows a robust and 
shortened main process by transmitting all data fast and efficient. Also important is 
the other way round which means from the later stages of product creation to product 
development and design. By coupling different divisions via PDMS it is possible to 
report information like protocols about successful completion or malfunction, cycle 
time or piece numbers back to the early stages automatically. 

Especially in this case a huge potential for avoiding errors can be seen, because 
information is available at any time of the product creation process. Due to that it is 
possible in case of an error to give a direct feedback to the responsible person. Then 
measures can be taken to minimize the reject due to defects. If the process works well, 
but an improvement can shorten the process time or make the sequence more stable, 
this data can also be collected within the PDMS. Then a small team, concerning e.g. a 
product designer, quality auditor and production manager are able to evaluate given 
proposals and to develop ideas for a more stable and fault-tolerant process sequence. 

To realize a transparent flow of data and give everybody the possibility to 
visualize information of interest a so-called “process monitor” was developed and 
implemented inside the PDMS to list all partial stages of the product creation process 
and get a quick survey e.g. of the assembly. In a real productive environment many 
innumerable processes are taking place the same time and many articles are handled. 
To get a quick and easy view of only the processes and their parameters of interest a 
prefix for classification of articles and processes was established. This prefix 
classifies a set of all articles and processes belonging to one category. Starting the 
process monitor first this prefix has to be chosen and in the second step all 
corresponding processes are listed. Each process occupies exactly two articles – an 
 



 Process Data Management for the Shortening of the Whole Product Creation Process 623 

 

 

Fig. 6. Multidirectional exchange of data between all divisions involved in product creation via 
PDMS 

active and a passive one. For example a pick&place process uses an active article – 
the one which is placed to another one, the passive article in this process. These two 
articles are shown in the processes overview too. Additionally all states of each 
sequence are listed and their successful termination or the possible malfunction is 
reported. Thus it is possible to realize a quick and computer aided flow of information 
back to the earlier stages of product creation via PDMS (cp. figure 6). 

Within the CRC 396 an engineering workbench was developed and implemented 
to assist the developer holistically by accomplishing the design tasks. Both main 
modules (synthesis and analysis) of the engineering workbench uses a shared 
knowledge base filled with information about materials, manufacturing technologies 
and assembling directives etc. in the form of rules. On the one hand side it is possible 
to extend the nominal shape of a design object inside the CAD-system with semantic 
information (e.g. the tools closing direction in case of die casting). On the other hand 
side it is possible to check attributes directly inside the CAD-System whether they 
achieve criteria of Design for X or not (like Design for Casting, Design for Welding 
etc.). The engineering workbench never changes anything of the design object and its 
context. It only points to violated rules. This assures to also include boundary 
conditions that can not be represented in the knowledge base (so-called non-
formalizable knowledge). Up to now it was necessary to gather and summarize this 
knowledge manually in the later stages of product creation [9]. This procedure is very 
extensive because no automatism is available neither for gathering nor for 
summarizing of data. Furthermore this circuitous procedure is very fault-prone 
because of the manual evaluation. With the realized multidirectional exchange of data 
introduced in this paper the fundamentals are built for the automatic generation of 
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rules for knowledge based synthesis and analysis. This causes a significant more 
robust and shorter process sequence “product design” [3]. 

6   Summary and Perspective 

Specialized software tools are more and more used by companies to meet the 
requirements of shorter innovation cycles of new products and the associated short 
ranges for product design. The use of a Product Data Management System is an 
auspicious approach to shorten the time to market sustainably. In the CRC 396 
methods and tools are developed to get a robust, short and fault-tolerant process 
sequence “product creation”. Within these projects a PDMS is used that enables a 
continuous data structure. A special feature of this method is the exchange of data not 
only along the direction of product creation which means from product development 
as their generator to the final assembly as their user but also back from the later stages 
of product creation to the earlier stages like product development and process 
planning. For example it is now possible to create assembly-sequences out of CAD-
models immediately after their completion. Therefore an assembly analyzer was 
integrated which is able to extract every feasible chronological assembly sequence. If 
there are several possibilities, the best one is chosen by regarding different cost 
functions, like cycle time, using a kinematics simulation. 

The self-generation of the assembly graph enables an immense decrease of time 
compared to conventional methods. Furthermore the required information is extracted 
out of the stored datasets which eliminates their re-entering. This procedure also saves 
precious time in the product creation sequence. But much more important is the fully 
avoidance of redundant data management and human errors caused by the re-entering 
of data. 

More divisions besides development and assembly like manufacturing and quality 
management should be associated with the PDMS in future for a holistic 
representation of the whole product creation process with all its single steps as well as 
a complete electronic product description. 

The approach introduced in this paper of a continuous data structure using a 
Product Data Management System offers as a result the possibility to shorten the 
whole product creation process effectively and to organize it more robust and fault-
tolerant due to the continuous use of data. With this solution it is possible for 
companies to come up much faster to a product ready for the market and to acquire 
the gained knowledge systematically, link it to an engineering workbench and use it 
for future developments and products. 
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Abstract. An efficient method for rain simulation in 3D environment is pro-
posed in this paper. By taking advantage of the parallelism and programmabil-
ity of GPUs (Graphic Processing Units), real-time interaction can be achieved. 
Splashing of raindrop is simulated using collision detection, series of stylized 
textures and rotations of point sprites. To simulate wind-driven raining effect, 
the motion of particles can be freely controlled based on Newtonian dynamics. 
We can also control the size of raindrops dynamically by using different tex-
tures or changing the size of point sprites. To achieve living rendering of rain-
ing scenes, the effects have been applied such as lighting, DOF (depth of field). 
Many experiments have been done in 3D scenes with different geometries com-
plexity and particle system complexity. The test results show that our method is 
efficient and is feasible to solve the problem of real-time rain simulation for 3D 
scenes with complex geometries. 

1   Introduction 

Simulation of natural phenomena is an important research topic of computer graphics, 
and of these phenomena, rain is perhaps most frequently seen. Its presence in games, 
simulators and virtual reality environments etc., significantly enhances realism and 
attractiveness of generated scenes. To speed up the simulation and fulfill the require-
ment for real-time rendering, graphics hardware could be used. 

Currently, the performance of graphics hardware (GPUs) is progressing faster than 
general purpose CPUs. Modern GPUs offer more and more effective ways of acceler-
ating graphics calculations. One of recent innovations is the architecture with pro-
grammable 3D pipeline that allows supplement of standard graphics pipeline with 
vertex and pixel processing routines, called vertex and pixel shaders, which run in 
hardware. This has led many researchers to investigate exploitation of GPUs for real-
time rendering of natural phenomena.  

Based on techniques known from traditional CPU based rain simulation ap-
proaches, we develop a new method that utilizes the graphics hardware acceleration. 
Collision detection of raindrops is based on the graphics hardware acceleration, and 
some effects, such as splashing, wind-driven motion and size of raindrops, are spe-
cially emphasized and dynamically controlled in our method. In order to simulate 
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the rain phenomenon in real world, depth of field has been applied to raining scenes 
and GPU-based rendering has been used. 

2   Related Work 

Modeling and rendering of natural phenomena, such as water, snow, rain etc., has 
received much attention in the computer graphics community for many years, and 
there is much work related to this field. Since the graphics hardware has developed 
very fast, real time rendering of natural phenomena has been a hot topic. Here some 
closely related work is introduced. 

In past, several methods for rendering and modeling water have been made and a 
few of them address the natural phenomenon of water droplets flow. To simulate the 
water droplet flow on structured surfaces, Jonsson [1] proposed a new model in his 
paper. In order to simulate the flow of a droplet on structured surfaces, bump maps 
have been used. 

Besides, several papers dealt with rain simulation. A common approach to the rain 
simulation is to build a particle system [2]. Adding artificial rain to a video is also an 
interesting task. In order to derive a fast and simple algorithm for rain simulation, 
Starik et al. [3] investigated visual properties of rainfall in videos, in terms of time 
and space, then derived visual properties of the rain “strokes” in the video space and 
use these strokes to modify the video to give a living impression of rain. However, 
there is much work that can be done to simulate other effects of rain, such as splash-
ing of the raindrops when they collide with solid objects etc. 

Kipfer et al. [4] have presented a system for real-time animation and rendering of 
large particle sets using GPU computation and memory objects in OpenGL. Collision 
detection of large numbers of particles based on GPU has been done. 

Collision detection of raindrops is a pivotal algorithm in our rain simulation. At-
tempts have been made to utilize GPUs to perform all computations either in image 
space or in the object space. Greb et al. [5] presented a novel method for checking the 
intersection of polygonal models on graphics hardware utilizing its SIMD architec-
ture, occlusion query, and floating point texture capabilities. 

In the following sections, we will introduce our work in detail on how to achieve 
real-time rain simulation based on GPU. The remaining of this paper is organized as 
follows. Section 3 describes the particle systems of the rain simulation. Collision 
detection of raindrops is described in Section 4. In Section 5, we show how to render 
raindrops and splashing, and describe how to apply other living effects of raining 
scenes to our simulation. The implementation of our method and the experimental 
results are given in Section 6. The conclusions and the future work of our approach 
are the subjects of Section 7. 

3   Particle Systems of Rain Simulation 

In our rain simulation, the particle systems include the particle subsystem of raindrops 
before colliding with solid objects and the particle subsystem of raindrops splashing 
after collision. Attributes of the first kind of particle and the second kind of particle 
are shown as follow: 
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   <p, v, a, color, size, T,..>  
<p, n, w, alpha, angle, texID, T,…> 

Here, p is current position, v is current velocity, a is current acceleration, T is life 
cycle, n is normal vector of object surface, w is weight, alpha is destination alpha 
value of color, angle is the angle between velocity and normal, and texID is ID of 
different textures in different time step. The state is updated on a per time step basis, 
where a single time step is comprised of the following events: emission, collision-free 
motion of particles, collision response, rendering of collision-free raindrop particles 
and raindrop-spray particles after splashing.  

During collision-free motion of raindrops, we consider wind and gravity as factors 
that influence the motion. In the current implementation, each particle is first 
streamed by its displacement in stochastic down direction during time interval dt. The 
simplification of forces and accelerations acting on the raindrop is shown in Fig. 1, 
and the displacement is computed using an Euler scheme to numerically integrate 
quantities based on Newtonian dynamics:  
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Fig. 1. The forces and accelerations acting on the raindrop 
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Here, s is current displacement. In the Fig. 1, Fwind is the external wind force, fH is the 
resistance of air on the horizontal, Fg is the gravity, fV is the resistance of air on the 
vertical, aH is the acceleration acting on the horizontal, aV is the acceleration acting on 
the vertical, and a is the final acceleration generated from composition of forces based 
on the formula of Newtonian dynamics: 

F = ma. (3) 

Actually the resistance of air is varied base on the formula:  

f = kv2. (4) 

where k is a constant, but in our simulation, fV is a constant and fH is omitted for sim-
plification of computation (avoid application of calculus) and reduction of time since 
it does not make much effect in the test results comparing with living rain video. The 
direction and force of wind on the horizontal can be randomly generated or dynami-
cally controlled in our model.  
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Collision detection of raindrops is done in the first particle subsystem, and positions 
and normals of collision are calculated. It is specially presented later in Section 4. After 
collision of raindrop, the particle enters into the sticked state and fades out of life cy-
cle. At the same time, the particle that simulating splashing of raindrop is created and 
the information of the sticked particle in the first particle subsystem is sent to it for 
rendering of raindrop-spray.  

Generally, the better utilization of particles is important for the efficiency of the 
system. In order to reduce the time of creation and initialization of new particles, the 
particles out of life cycle are reused. Each particle contains the attribute of its current 
state, such as drop, collision, sticked, and death. When rendering raindrops, we re-
move the particles in the state of death in time from the active list and push them into 
the free list. When new particles are needed to be created and the free list is not 
empty, the particles in the free list are pushed into the active list and are reused. 

4   Collision Detection of Raindrops 

In our implementation of collision detection, we make use of the extensions of OpenGL 
for visibility queries (occlusion queries) [6]. If we use GL_OCCLUSION_TEST_HP 
[7], it is feasible in principle. However, there are some limitations that should be paid 
attention to. HP Occlusion Test only returns a simple TRUE or FALSE but it is often 
useful to know how many pixels have been rendered. Besides, HP Occlusion Test uses a 
“stop-and-wait” model for multiple tests (in Table 1, left), and driver has to stop and 
wait for result of previous test before beginning next test. As a result, it eliminates paral-
lelisms between CPU and GPU, and its performance for multiple tests is mediocre. So 
we use GL_NV_OCCLUSION_QUERY [8] to detect collision. It is a much-improved 
form of the GL_OCCLUSION_TEST_HP extension. It returns the number of visible 
pixels, and provides an interface to issue multiple queries at once before asking for the 
result of any one, so applications can now overlap the time it takes for the queries to 
return with other work increasing the parallelism between CPU and GPU (in Table 1, 
right). During each rendering loop of our application, occlusion queries are done on 
GPU before other computation and rendering on CPU, and we get pixel counts of occlu-
sion queries and render particles at the end of each loop. This processing can take ad-
vantage of the parallelism of GPU fully. 

Unfortunately, when rendering particles during occlusion queries, we cannot get 
good test results using GL_POINT. So we utilize gluSolidSphere (of very small ra-
dius) to render each particle’s bounding box. The shortcoming of this processing is 
the increasing time of rendering during occlusion queries. In order to reduce the time 
of queries, detection of frustum clipping is utilized to omit the particles out of viewing 
frustum. In the following, the algorithm of collision detection is described in Table 1 
(right). (Please note that we cannot create n queries together because the number of 
particles is unknown in advance.) 

During occlusion queries, the current position is calculated as the collision position 
when collision of a particle is true. However, there is a special problem that should be 
solved. If the raindrop is moving fast enough to enter and exit the collision geometry 
in one time step (although one time step is very short), the collision detection will 
miss the event and the collision position will be unknown. In order to get precise 
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Table 1. The “stop-and-wait” model of GL_OCCLUSION_TEST_HP for multiple tests (left) 
and the algorithm of collision detection using GL_NV_OCCLUSION_QUERY (right) 

 
 
 
 
For each particle: 
{ 

Test occlusion for ith particle if it is 
not sticked and visible in the view-
ing frustum. 
Enable occlusion testing; 
Render ith particle’s bounding box; 
Disable occlusion testing. 
Get result of occlusion testing and 
return true or false. 

} 

(a). Calculate the viewing frustum when 
the camera has moved in some way in 
the raining scene. 

(b).  Disable depth/color buffers. 
(c).  For each particle: 

Generate ith occlusion query for ith 
particle if it is not sticked and visible 
in the viewing frustum. 
Begin ith occlusion query; 
Render ith particle’s bounding box; 
End occlusion query. 

(d).  Enable depth/color buffers. 
(e). Do other CPU computation while 

queries are being made. 
(f).   For each particle: 

Get pixel count of ith occlusion query. 
If (count < DEFINE_COUNT), Colli-
sion is true, then set the state of ith 
particle to sticked; 
Delete occlusion query. 

 
collision position, the iterative binary searching algorithm is utilized. The processing 
includes three steps:  

(a) Get Pcur (the current position of particle after exit the collision geometry) and 
Pold (the previous position before enter it); 

(b) Calculate the midpoint of Pcur and Pold, then set Pnext = midpoint, and test if the 
collision of Pnext is true; 

(c) If the collision of Pnext is true,  
Set Pcur = Pnext, Pnext = Pold,  

Else  
Set Pold = Pnext.  

Repeat (ii) and (iii) until find precise collision position according to a certain 
precision. 

After collision detection, we the get normal of the collision position from depth 
map that has been created using shaders. The depth map generated by the pixel shader 
is a screen_space texture (the values of normals stored in depth map as RGB values 
have been transformed from the range of [-1, 1] to the range of [0, 1]). The processing 
to calculate the normal of the collision position includes two steps: Firstly, according 
to the transform matrix that is used in the generation of the depth map, transform the 
coordinate of the collision position from the world coordinate system to screen coor-
dinate system. Secondly, determine the texture coordinate of the collision position in 
the depth map, then get the RGB value of the texture coordinate and transform the 
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value from the range of [0,1] to the range of   [-1,1], and the result is the normal at the 
collision position we need for rendering of raindrop-spray. 

5   Rendering 

5.1   Rendering of Raindrop and Splashing 

In our simulation, we use stylized textures to cue blurring effect of fallen raindrops. 
The rendering of collision-free raindrops is implemented by selecting different tex-
tures according to the size of raindrops. We use three kinds of textures (in Fig. 2) to 
express the light, middle and heavy raindrops and select them dynamically in anima-
tion. In Fig. 2, we show how to bind the textures onto collision-free raindrops where 
V raindrop is the current velocity of raindrop, V center is the current position of raindrop, V 
up is the up vector of the eye space, and V right is the right vector of the eye space. 
Build a square around V center based on the V up and V right. This will guarantee that the 
square will be orthogonal to the view. Make sure that the direction of raindrop is 
relevant to V raindrop while binding the textures. 

  

upV  

 

 

rightV  

V 

 

 

raindropV  

 

centerV  

 

Fig. 2. The textures for light, middle and heavy raindrops and how to bind them onto raindrops 

To our knowledge, splashing of raindrops in rain simulation has not been simulated 
in real time to achieve a convincing result in past. In our method, we use a series of 
stylized textures and rotations of point sprites to simulate splashing of raindrops.  

After collision detection, the collision positions and normals of particles are known. 
To achieve 3D effect of splashing of raindrops, we use GL_POINT_SPRITE_NV [9] 
and call glPointParameterfARB to set the parameters of point sprites. 

Because the texture binded on point sprite is always parallel with screen and  
cannot be freely rotated, we rotate the point sprite using the pixel shader. Firstly, 
calculate the angle between V up (the up vector of the eye space) and the normal of 
collision position, then project the angle onto screen and use the result as the rotated 
angle. Secondly, send the rotated angle, raindrop-spray texture, and destination alpha 
value of the texture to the pixel shader as uniform parameters, and rotate the texture 
coordinate based on following formula in Fig. 3. 

In order to represent the diversity of raindrop-sprays, the sprays are classified into 
three patterns according to the angle between the velocity and the collision normal, 
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Fig. 3. Rotation of texture coordinate (left). Comparison of point sprite before rotation and after 
rotation (right). 
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Fig. 4. Six different textures to simulate splashing of a raindrop in its life cycle 

and different series of textures are automatically used for different kind of spray. We 
use six different textures (in Fig. 4) to simulate splashing of a raindrop in its life cy-
cle, and reduce the destination alpha value of textures slowly until it is out of its life 
cycle. It appears as if raindrops fade out gradually in the course of splashing. The size 
and the shape of sprays can be also dynamically controlled by selecting the relevant 
series of textures according to the size of raindrops in animation. 

5.2   Rendering of Raining Scenes 

In rain simulation, rendering of scenes is differently processed according to the dis-
tance from viewer. Taking into account human perception, we apply effects of DOF 
and the thin fog to rendering of raining scenes as well as avoid rendering of remote 
raindrops. This method can achieve more living effect and more efficiency. The 
OpenGL implementation of fog is simple, so only DOF is introduced in the following. 

In a camera system, every 3D point at the focusing distance will project as a point 
onto the image plane. As it moves out of focus, it will project as a circle, called the 
circle of confusion (CoC)(in Fig. 5). The farther out of focus a 3D point is, the larger 
these circles become. While close to the focusing distance, the CoC is small and the 
human eye cannot resolve them, so the image appears to be sharp. 

Rather than wobble camera and draw scene several times at different points in 
space and time with an accumulation buffer, there are some attempts to achieve DOF 
based on the graphics hardware acceleration [10, 11]. In our method, we create depth 
map to store per-pixel depth and blurriness information at first. The computation of 
depth blurriness in shaders is shown in the following: 

(a) Pass the position of the camera to the vertex shader, and pass the camera distance 
of three planes (focal plane, near plane and far plane) to the pixel shader; 

(b) Compute a point’s camera depth in the vertex shader, and map the value to range 
of [-1,1] in the pixel shader as relative depth (the absolute value is blurriness); 

(c) Scale and bias relative depth into rang of [0,1], and output results in the pixel 
shader. 
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Fig. 5. DOF model: A projects onto point A’, while B projects onto a circle CoC(B’) 

Then use the pixel shader for post-processing including three steps:  

(a) Stochastic sampling and pre-blur the image (screen-space quad texture) using 
Gaussian-distribution;  

(b) Use the variable size filter kernel to approximate circle of confusion;  
(c) Blend between the original and pre-blurred image based on tap blurriness from 

the depth map for better image quality. 

In the algorithm of DOF, the more samples, the better result. Ironically, more sam-
ples will reduce frame rate. The test results suggest that, 8 samples are good enough. 

6   Implementation and Results 

We have implemented our method described above using OpenGL on an NVidia 
GeForce 6800 LE GPU. All shaders are written using the OpenGL shading language. 
The lowest requirement of graphics hardware is ATI 9500 series or NVidia GeForce 
5200(that supports GL_NV_OCCLUSION_QUERY, GL_POINT_SPRITE_NV and 
the OpenGL shading language). The depth map used in collision detection of rain-
drops is created using the p-buffer and floating-point textures with the rectangle tex-
ture target.  

Experiments were made by many test examples, and the test results demonstrated 
the efficiency of our method for 3D rain simulation implemented on programmable  
 

Table 2. Running Times (Frames per Second) (statistical average) for 3D scenes with different 
geometries complexity and particle system complexity 

Fps for different particle system complexity (number of 
particles released per second) 

 
Model 

#Of 
Points 

#Of 
trian-
gles 4,000 5,000 6,000 8,000 10,000 

Car   6,387   9,907 45.96 39.44 33.41 22.09 11.33 

House1   8,726 14,240 45.12 38.93 32.97 21.60 11.21 

House2     952   1,187 46.29 40.91 34.26 22.45 12.08 

Table 19,016  37,372 44.97 38.03 32.84 21.80 11.21 

Park1   5,744 10,308 46.59 38.98 33.04 22.39 11.41 

Ground    4,601   8,180 46.01 39.58 32.91 21.70 11.20 
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Fig. 6. Wind-driven rain (4,000 particles released per second) (left), (middle) and (right) 

graphics hardware. For an AMD Athlon(tm) XP 2500+ 1.83GHz processor with an 
NVidia GeForce 6800 LE GPU and 512M main memory, the performance varies with 
the quantity of geometries and the particle system complexity in raining scenes, but 
typically runs between 10 and 45 frames per second (in Table 2). Some frames are 
shown in Fig. 6. More frames (higher resolution pictures) and animation sequences 
(avi files) are available at: http://www.cs.wichita.edu/~tang/rain/raining.html. (Please 
note that the frames and animation sequences on the webs are created using  
an NVidia GeForce FX 5200 Ultra GPU, and collision detection of raindrops is  
implemented using the GL_OCCLUSION_TEST_HP extension.) 

7   Conclusions and Future Work 

In summary, taking advantage of the parallelism and programmability of GPUs, we 
have demonstrated an interactive system for real-time rain simulation using particle 
systems. The effects of wind-driven raining and splashing of raindrops have been 
emphasized. Splashing of raindrops is simulated using collision detection and rota-
tions of point sprites. To achieve living rendering of raining scenes, the effects such 
as lighting, DOF, have also been applied. Many experiments have been done in 3D 
scenes with different geometries complexity and particle system complexity, and the 
results demonstrate the efficiency of our method.  

There is room for improvement, however. We will attempt to use the GPU-based 
particle engine [4] for animation, collision and rendering of raindrops in our future 
work if there is an efficient method for simulation of splashing of raindrops based on 
the engine. With the development of the general-purpose computation on graphics 
hardware (GPGPU), the computation for the motion of wind-driven raindrops based 
on more complex dynamics model can be done on GPUs. To achieve more living 
effect, the reflection and refraction will be taken into account in rendering of rain-
drops. These effects put a lot of stress on the real-time rendering and should be  
implemented based on GPU for more efficiency. The accumulation of raindrops on 
surfaces of objects after collision will be implemented using pattern-based procedural 
textures [12] based on the graphics hardware. We will also apply our rain simulation 
to 3D games with more complex geometries.  
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Abstract. The boundary between software and hardware is becoming blurry  
in modern embedded systems, especially in reconfigurable computing systems. 
It makes an easy-to-use design space explorer more important than ever for  
engineers. This paper proposes a RTOS (Real-Time Operating System) to  
reduce design efforts while migrating functions between software and hard-
ware. The RTOS provides reconfigurable hardware threads with identical API 
interfaces and data structures, just like those for software threads. To utilize  
reconfigurable resources efficiently, the states of threads are controlled and 
managed by the RTOS. Threads can also be preconfigured according to static 
DFGs (data flow graphs). Experiments on the Rhealstone benchmark have 
shown that multi-thread environments provided by the proposed RTOS can ex-
tend the scale of traditional operating systems and give designers more freedom 
to perform design space exploration. 

1   Introduction 

Embedded systems experienced a considerable expansion in the last few years. With 
the silicon technology advancement, more powerful devices (e.g., with higher  
frequency CPUs and larger memories) are available. At the same time, the design 
complexity also increases dramatically, and the design qualities depend more on the 
effective cooperation of multidisciplinary design teams: hardware engineers and  
software engineers in general. However, how to determine the boundary between 
software engineers and hardware engineers? This is a well-known problem that has 
not been solved in embedded systems, called hardware-software partitioning. Cur-
rently, it depends a lot on the designers’ experience. An experienced system analyzer 
would attempt to let hardware engineers implement the time-consuming components, 
thus maximizing execution speed. 

To locate performance bottlenecks in embedded systems, we often need several 
product prototypes (with different HW/SW boundaries) and realize the same func-
tions in these prototypes. Then we will get the proper boundary between software and 
hardware by comparisons. In this procedure, there exist a lot of migrations between 
software and hardware.  

However, due to the lack of uniform programming model and system components, 
the migration cost of a given function is normally high. Even a small task migration 
needs excessive modifications because of its relationship between both design teams. 
But recent developments in configurable devices have increasingly blurred the  
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traditional line between hardware and software. Using this exciting characteristic, it 
seems that we can reduce the migration cost greatly. 

Operating system is a reasonable solution because it is the traditional boundary  
between hardware and software. Although commercial RTOSs provide significant 
reductions in design time, they typically do not take advantage of the intrinsic paral-
lelism of hardware tasks. The reason for this situation is probably that FPGAs and 
ASICs have historically been treated as hardware accelerators, for which there are 
only device drivers provided by the operating system. 

To cope with this problem, we have adopted a uniform multi-task (thread) model and 
implemented a RTOS based on the well-known uCOSII [1], called Software Hardware 
Uniform Management uCOS (SHUM-uCOS). The basic concept of multi-thread model 
was first discussed in [2]. The model was proposed for hybrid chips containing both 
CPU and FPGA components in one chip. We extend this model into embedded systems 
that include a host processor and multiple reconfigurable devices. This programming 
model allows hardware tasks on reconfigurable devices to execute in a truly-parallel 
multitasking manner. From user’s point of view, there is no difference between software 
tasks and hardware tasks, so finally it leads to reduction of SW /HW migration time. 

Donthi [3] classifies FPGAs into two categories. If only a portion of the chip is 
modified and the remaining logic operates normally without any disruption, it is par-
tially reconfigurable. If the whole chip is modified at once, with a total loss of the 
previous configuration and the state of the flip-flops, it is fully reconfigurable. 

The main function of SHUM-uCOS is task and resource management. Several re-
cent publications deal with task and resource management problem [4][5], especially 
the problem of placing hardware tasks on a reconfigurable surface [6][7]. However, 
their discussions mainly focus on partially reconfigurable FPGAs. It seems that there 
have been few attentions paid to the fully reconfigurable FPGAs, which take a great 
share of current FPGA market. The proposed SHUM-uCOS deals with these devices 
and uses preconfiguration table to increase the utilization of reconfigurable resources. 

2   SHUM-uCOS Framework 

To make HW/SW threads transparent to designers, SHUM-uCOS must be aware of 
following key differences between hardware and software and try to handle them: 

- The number of hardware tasks is mainly limited by the count of reconfiguration 
resources, but the number of software tasks is limited by the size of memory. 

- Currently, hardware tasks must be created through configuring FPGAs, the time 
of this procedure often exceeds hundreds of microseconds, and sometimes even 
reaches several seconds. Thus the configuration cost cannot be omitted. 

- The software tasks can share the CPU by context switches. However, after being 
created, hardware tasks cannot be preempted and they will occupy computing re-
sources until being deleted.  

- By saving registers and stacks, software tasks are easy to be suspended. How-
ever, the running state of hardware tasks is hard to save; normally we can only 
choose several key states to respond suspending command.  

- At any time, there is only one executing software task. But hardware tasks can 
execute in a true multitasking manner. 
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SHUM-uCOS, an extended version of uCOSII, expands its management range by 
adding extra functions. It reserves most of data structures and priority-based schedul-
ing policy. While dealing with the software tasks only, SHUM-uCOS is almost the 
same as uCOSII. If there are hardware tasks, SHUM-uCOS adopts uniform multi-task 
model to manage them. The overall structure of SHUM-uCOS is shown in Figure 1. 

 

Fig. 1. SHUM-uCOS framework 

The whole model is divided into three parts: CPU, hardware-task manager and re-
configurable devices. Software tasks run on the CPU and hardware tasks run on the 
FPGAs. The software part of SHUM-uCOS includes the software task interface, task 
scheduler, and resource manager. The hardware part of SHUM-uCOS is called the 
hardware task manager, usually implemented in the FPGAs, including the communi-
cation controller, standard hardware-task interface, configuration interface, and hard-
ware-task configuration controller. 

We list most important parts as follows: 

• Software task interface. A set of API functions. Designers can use operating 
system’s services by calling these functions, such as creating semaphores and 
mutexes. 

• Hardware task preconfiguration table. To reduce configuration cost at runtime, 
we can get configuration sequences by analyzing task graph statically. The result is 
useful for the scheduler to configure devices before the hardware tasks run. 

• Scheduler. Core of the RTOS. It is responsible for managing the states of tasks 
(HW and SW), handling synchronous/ asynchronous events, such as scheduling of 
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software tasks, configuration of hardware tasks, and synchronization between 
tasks. 

• Resource manager. Because of dynamic creation and deletion of hardware tasks, 
the usage of the reconfiguration resource also changes steadily. The resource man-
ager traces and records these changes, providing information for scheduler to con-
figure hardware tasks. 

• Communication controller. This module handles low-level communication de-
tails, and translates commands to binary signals according to user application, such 
as the count of hardware tasks. 

• Hardware task configuration database. This database contains all the hardware-
task configuration bit-streams, which are synthesized in advance. 

• Hardware-task configuration controller. This controller will retrieve configura-
tion bit-stream from database, and configure corresponding device after receiving 
"start configuration" command from scheduler. A 4-bit or 8-bit microcontroller is 
enough for this job.  

• Hardware task interface. It supplies the communication controller with standard 
signals and protocols. 

• Hardware task implementation. It includes all function modules in the FPGAs, 
which will be described in the Section 3.3. 

3   The Implementation of SHUM-uCOS 

3.1   Preconfiguration Table Generation  

Many embedded applications can be represented by data flow graphs (DFG). A DFG 
is a directed acyclic graph (DAG).  

The problem of generating hardware-task preconfiguration table can be separated 
into two problems: 1) From spatial point of view, hardware tasks can be organized as 
task groups, and the total area of each task group must be smaller than the area of 
configuration device, in which the task group should be put in. 2) From temporal 
point of view, we must schedule task groups to ensure that they just need minimum 
amount of reconfiguration devices. The grouping and scheduling of a DAG are all NP 
complete problems [8][9][10]. 

Kwork and Ahmad [9] presented a detailed discussion on the problem of task-
group partition, and proposed two algorithms: level based partitioning algorithm and 
clustering based partitioning algorithm. The former algorithm mainly exposes the 
parallelism hidden in the graph nodes, and the aim of the latter algorithm is to de-
crease the communication overhead, such as the number of terminal edges. 

In the multiprocessor field, there have been a lot of discussions about how to get 
parallelism by analyzing DFG statically. Correspondingly, numerous methods have 
been proposed, such as the MCP algorithm and the DCP algorithm [10]. 

With above considerations, the basic idea of generating preconfiguration table is: at 
first, divide hardware tasks into groups that can be put into reconfigurable devices, 
and then view every configuration procedure as a task with deadline. Finally, we can 
get the preconfiguration table by scheduling these tasks. These steps can be described 
in detail as following (an example can be seen in Fig. 2): 
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Fig. 2. The generation of preconfiguration table 

a) Remove software-task nodes from original task graph G1, and then we get a task 
graph G2 only containing hardware tasks. The precedence relations between 
hardware tasks in G2 must be kept as same as them in G1. For example, there 
exist three tasks: T4, T8 and T12 in Figure 2(a) and the latter task depends on 
the former. Because T8 is the only software task, we remove it and keep T4 de-
pending on T12 in Figure 2(b). 

b) Replace hardware task node Ti as configuration task node Ci, and the deadline 
of Ci equals the arriving time of Ti minus configuration time. 

c) According to the level based partitioning algorithm [9], get task groups under 
the area constraint. 

d) Merge each task group into one configuration node. 
e) Use the DCP algorithm [10] to schedule the configuration nodes, and the result 

is a preconfiguration table. 

3.2   Reconfigurable Resources Management  

SHUM-uCOS uses RCB (Resource Control Block) structure to trace and control the 
usage of reconfigurable resources. A RCB is a data structure as following: 

typedef struct os_rcb { 
  INT8U ResourceArea; // the area of the resource 
  INT8U ResourceNo; // the unique ID of the resource 
  INT8U ActiveTaskCount;  //the count of sleeping tasks  
  struct os_rcb   *OSRCBNext;  //pointer to the next RCB 
  struct os_hcb   *OSHCBFirst;  // the pointer to the first 
task in this resource.  
  } OS_RCB 

Reconfigurable resources are always in one of the following four states: used state, 
preconfiguration state, blank state, and configuring state, which are shown in Figure 3. 
And SHUM-uCOS maintains four chains corresponding to the four states respectively. 

• Used state. The resource has been configured with a task group, and there is at 
least one task in the group controlled by the scheduler. 

• Preconfiguration state. The resource has been configured with a task group, but 
all the tasks of the group are in sleeping state, waiting for activation.  

• Blank state. There is no task group in the resource or the resource is going to be 
reconfigured with a new task group. 

• Configuring state. The configuration procedure on the resource is ongoing. 
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Fig. 3. The state graph of configurable resources 

If a task in preconfiguration state is activated by the scheduler within a given time 
interval, we call it as preconfiguration hit, otherwise as preconfiguration miss. If a 
resource does not contain any active task, the scheduler will set its state as precon-
figuration (instead of putting it into blank state directly) to reduce the cost of resource 
configuration. When a preconfiguration miss occurs subsequently, the resource is 
moved to blank state. This approach adds preconfiguration state between used state 
and blank state, and makes the resource recycle much like the cache manner for 
memory. As a result, it will improve the preconfiguration efficiency. 

3.3   Hardware-Task Implementation  

In the SHUM-uCOS, hardware task implementation is divided into three layers: 

a) Timing-convert layer: Its main function is to convert other timings to standard 
memory timing, for example, CAN or I2C timing to memory timing. The aim of 
this layer is to reduce the usage of precious FPGA pins. 

b) Primitive layer: It is responsible for managing the states of hardware tasks and 
providing synchronization mechanisms.  

c) Function entity layer: It implements user function.  

The first two layers belong to the SHUM-uCOS, and they are provided as IP (Intel-
lectual Property). The timings between layers are all standard memory timings. 

The SHUM-uCOS provides two methods for inter-task communication: global 
variables and message passing (support mutex, semaphore and message box). There is 
no semaphore queue and message-box queue support for hardware tasks at present. 

Hardware tasks obey share-bus protocol and can access main memory when share-
bus is available. If the timing of main memory is standard memory timing, there is no 
need for timing-convert layer. 

Four parts compose the primitive operation layer in the standard hardware task  
implementation: 

Data path. Connected with the main memory, allowing user function entity to access 
the data stored in memory.  
Control path. Connected with the DMA (direct memory access) signals of  bus arbi-
ter, handling the bus request or release. 
Initialization path. Connected with the hardware-task controller, being used to  
initialize the internal registers of primitive layers after the creation of hardware tasks. 
Hardware state controller. As core of the primitive operation layer, responding CPU 
commands, controlling hardware task state, and reporting task status. 
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Fig. 4. Hardware task implementation 

The primitive layer does not contain any local registers or memory, all the data are 
stored in the main memory. And each hardware task has a Task Interface Control 
Block (TICB) to define its control registers, which are mapped into the main memory. 

typedef struct os_ticb { 
  INT32U Receive_Cmd; // command received from CPU 
  INT32U Send_Req; //request sent to CPU 
  INT32U Return_Code // The result code 
  INT32U Param_Reg //command parameter 
  INT32U Pointer_Reg //the pointer to data frame 
  INT32U Len_Reg // the length of data frame 
  } OS_TICB; 

After one hardware task is created, its task ID and start address of TICB will be 
saved into corresponding registers. These parameters are apt to change at runtime. 
Only with the start address of TICB, can task state controller access the memory. 

If some command needs to be sent to a hardware task, CPU will write the com-
mand into the Receive_Cmd parameter in TCIB first, then set the Cmd_Aquire in 
TCIB to tell the hardware task that there is a new command. At last the hardware 
requests the bus and obtains the data. If hardware tasks ask for services, they will 
write the service type into the memory location of the Send_Req parameter, then 
trigger interrupt to notice CPU that something happens. Finally, according to the 
Send_Req parameter in TCIB, the CPU selects the proper service function. 

4   Experiment Results  

4.1   OS Performance Evaluation  

The operating systems using uniform multi-tasks model are a rather new line of re-
search. And there is no explicit numerical result to compare with until now. In order 
to demonstrate the quality of the proposed operating system, we evaluate the perform-
ances of the SHUM-uCOS using the Rhealstone benchmark [11], and compare results 
with original uCOS. 

The Rhealstone is a well-known benchmark for real time operating systems.  
The benchmark identifies the execution times (or time delays) associated with six 
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operations that are vital indicators of real-time multitasking system performance. 
These operations include: task-switch time, preemption time, interrupt latency, sema-
phore-shuffle time, deadlock-break time, and inter-task message latency. The Rheal-
stone is intended to be independent of the CPU architecture, and it adopts a small 
Whetstone benchmark as the workload of each task. Because the tasks in the uCOS 
are all software tasks, we do not implement the Whetstone using hardware in the 
SHUM-uCOS, but wait the same time as software execution to keep the result inde-
pendent of the task workload. 

Table 1. The Rhealstone benchmark results (unit: us, SWT: software task,HWT:hardware task) 

Rhealstone Benchmark SHUM-uCOS uCOS Remark 
Preemption time 78.974 76.380 SWT and SWT 
Interrupt latency 0.631 0.631 SWT and SWT 

133.792 131.81 SWT and SWT 
186.121 None SWT and HWT 

Deadlock-break time 

251.720 None HWT and HWT 
104.351 101.40 SWT and SWT 
159.526 None SWT and HWT 

Semaphore-shuffle time 

206.383 None HWT and HWT 
114.804 113.85 SWT and SWT 
252.970 None SWT and HWT 

Intertask message latency 

367.253 None HWT and HWT 

 
We use a platform composed of four Altera Cyclone FPGAs [12], and other de-

tailed information about experiment platform includes: 1) CPU: NIOSII standard 
version at 50MHz [13], which is a soft-core CPU from Altera Corporation; 2) 
Benchmark: Rhealstone Benchmark, 10 bytes will be sent every time while using the  
message-box; 3) Targets for test�SHUM-uCOS Ver1.0 and uCOSII Ver2.76; 4) 
System tick period: 1ms; 5) Main memory: IDT71V416 SRAM. 

4.2   Case Study  

SHUM-uCOS has been used in a VOIP terminal. In the project, the most important 
part is the voice compression and decompression, which will affect system perform-
ance greatly because of heavy computation load. To demonstrate performance  
differences between two implementations, we migrate the ADPCM compression 
(decompression) from software implementation to hardware implementation. CPU 
communicates with hardware tasks though a message box. We choose the ITU G.726 
standard for the voice compression (decompression) and increase system workload by 
changing the compression ratio. To make the final result distinct, we set the frequency 
of the NIOS at 15MHz, which is much lower than usual. If the CPU busies itself with 
the older voice frame, the new frame will be discarded. Then we evaluate the  
performance though the frame-lost ratio.  

Table 2 shows that the lost-frame ratio decreases dramatically after the compres-
sion (decompression) task migrates from software to hardware. It is true that any 
migrations form SW to HW is able to increase system performances, and the more 
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Table 2. Frame-lost ratios for vary implementations 

Compression/Decompression 
Standard 

Software task 
implementation 

Hardware task 
implementation 

G.726 ADPCM (16K) 0% 0% 
G.726 ADPCM (24K) 17.94% 0% 
G.726 ADPCM (32K) 41.36% 3.47% 
G.726 ADPCM (40K) 57.81% 11.20% 

 
important the migrated function is, the more benefits we can get. However, with the 
SHUM-uCOS, this kind of migrations will be more natural, but affect the other parts 
less. In this case study, we changed only 13 locations to migrate the compres-
sion/decompression functions from software to hardware successfully, which is even 
beyond our expectation. 

5   Conclusion 

We implemented a RTOS based on the multi-task model. The aim of this approach is 
to provide a uniform platform for both software and hardware engineers, and reduce 
the migration cost of embedded system designs, which is a time-consuming step in 
the whole design flow. The SHUM-uCOS traces and manages the states of recon-
figurable resources (FPGAs), allowing the execution of hardware tasks in a true mul-
titasking manner. The Rhealstone Benchmarks have shown the SHUM-uCOS has 
almost the same performance as the uCOSII while dealing with software tasks only. 
Furthermore, it can also handle hardware tasks. Thirteen modifications in our VOIP 
case study have proved that the SHUM-uCOS can shorten the migration time greatly 
with the performance improvement. 
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Abstract. Vendor selection is an important and complex problem, which con-
tains many criteria. The analytic hierarchy process (AHP) can be very useful in 
reaching a likely result which can satisfy the subjective opinion of the decision 
maker or the evaluation team. On the other hand, the Data Envelopment Analy-
sis (DEA) can select vendors objectively with the quantitative data. In this pa-
per, a four-step model based on both AHP and DEA is formulated and applied 
to a case study. The use of the proposed model can give precise evaluation 
combining the subjective opinion from the decision makers with the objective 
data of the relevant factors. In other words, this approach can add subjective 
factors to the evaluation without losing the objective precision of the selection. 

1   Introduction 

Nowadays, in order to survive in increasing competitions, suppliers try to find better 
system design, logistics process management, data collection, and storage. They are 
outsourcing their entire set of supply chain processes from a single organization— 
fourth party logistics (4PL). Zhang [1] presented a framework of the decision support 
system of 4PL, as shown in Figure 1. We can find that 3PL vendor selection is an 
important problem because 4PL is established upon 3PL vendors. 

There have been some reported research efforts focusing on 3PL vendor selection. 
Aghazadeh [2] developed a five-step method to choose an effective 3PL provider. He 
also presented four relevant criteria—similar value, information technology systems, 
key management, and relationship. Knemeyer and Murphy [3] evaluated the perform-
ance of 3PL in a relationship marketing perspective. Six relationship dimensions of 
trust, communication, opportunistic behavior, reputation, satisfactory prior interac-
tions, and relationship-specific investments are used to form a model to evaluate 3PL 
vendors. Meade and Sarkis [4] established a conceptual model for selecting and 
evaluating third-party reverse logistics provider with AHP. Menon et al. [5] analyzed 
the relevant criteria of selecting 3PL logistics services. Nine factors were gathered 
and divided into four groups. Yan et al. [6] developed a model of decision support 
system based on case-based reasoning for 3PL evaluation. 
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Fig. 1. A framework of 4PL decision support system 

Although all these efforts developed their methods for selecting or evaluating 3PL 
vendors, some requirements cannot be satisfied. At first, most methods are qualitative. 
The usual way that they make their evaluations is to list all the criteria in a form and 
ask the decision makers to give their evaluations for each criterion. In this paper, a 
quantitative method is presented to solve this problem. 

Analytic hierarchy process (AHP) was designed to solve complex problems involv-
ing multiple criteria [7,8]. It allows decision makers to specify their preference using 
a simple scale, which can be very useful in helping a group or an individual to make a 
synthetic decision. Narasimhan [9], Nydick and Hill [10], and Partovi et al. [11] sug-
gested the use of AHP for vendor selection. They suggested AHP as the proper ap-
proach because of its inherent capacity to handle qualitative and quantitative criteria 
used in vendor selection problems. The hierarchical structure used in formulating the 
AHP model can enable all the members of the evaluation team to visualize the prob-
lem systematically in terms of relevant criteria and sub-criteria. On the other hand, the 
AHP model may produce a result affected by subjective attitudes of the decision mak-
ers greatly rather than the quantitative data, because of the importance of the views 
given by the decision makers. 

During the past two decades, Data Envelopment Analysis (DEA) has emerged as 
an important tool in the field of efficiency measurement. DEA is a nonparametric 
approach that does not require any assumption about the functional form of produc-
tion function [12]. Weber [13] and Liu et al [14] suggested evaluating vendors with 
the use of DEA, which can avoid the subjective factors of decision makers. From 
what has been presented above, we can make a conclusion that DEA is a quantitative 
method to evaluate vendors. 

There have been several previous attempts in the literature to tie between AHP and 
DEA. Stern et al. [15] presented a two-stage model which combined AHP and DEA. 
However, these approaches actually use AHP and DEA separately and have the limi-
tations of controlling the subjective factors in AHP. 
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This paper proposes a model for 3PL vendor selection in 4PL, containing several 
relevant criteria and sub-criteria. This approach works within the framework of DEA; 
basically, it advanced the DEA analysis with AHP. We first present the model 
AHP/DEA, which combines DEA and AHP. Afterwards, the AHP/DEA model will 
be applied to a case study to show the improvement of this approach. After analyzing 
the results, the relevant advantages and disadvantages of this model are given to show 
the merits and limitations of this model. 

2   The AHP/DEA Model 

2.1   Relevant Theory 

The AHP Theory. The AHP [7] is designed for subjective evaluations based on 
multiple criteria, which are organized in a hierarchical structure. The goal, criteria and 
sub-criteria are placed in higher levels and each alternative in the lower levels are 
evaluated by each criterion. After establishing the AHP model, the opinion of the 
relevant decision makers is gathered to create several pairwise comparison matrices in 
which their subjective judgment of each pair of items is accessed. With these pairwise 
comparison matrices, we should determine the normalized weighs by using some 
proper approaches, such as sum-approach [11]. Then these normalized priority 
weights can be combined to synthesize the solution of the vendor selection problem. 
 
The DEA Theory. As a non-parametric approach, DEA assumes that there are n  
decision-making units (DMU), among which each one consumes various amount of 
m  different inputs to produce s  different outputs. Based on these two sets of multi-
ple criteria, DEA deals with classifying the DMUs into two categories, efficient and 
inefficient. This efficient frontier is determined by the most efficient DMUs under 
study, based on the notion of Pareto optimality. This concept states that a specific 
DMU is efficient if and only if the performance of other DMUs does not show that 
some of its inputs or outputs can be improved without worsening some of its other 
inputs or outputs. Conversely, a DMU is said to be Pareto inefficient if the perform-
ance of other DMUs is able to show that some of its inputs or outputs can be im-
proved without worsening some of its other inputs or outputs. 

Algebraic model like what has been discussed can be framed with the given inputs 
and outputs [7]. In this paper, an improved mode, —model [15], is used to calculate 
the efficiency. The 2C R  model is shown as the following: 
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2.2   AHP/DEA Methodology 

The methodology solves the problem in a procedure, as illustrated in Figure 2. 
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Fig. 2. Procedure of the AHP/DEA methodology 

2.3   Establishment of System of Criteria 

From a survey which is conducted in order to identify the relevant evaluation criteria, 
we identified the criteria shown below: 

General Company Considerations 
- Price (PR) 
- Financial stability (FS) 
- Experience in the same industry or with similar companies (EX) 
- Location (LO) 
- International scope (IS) 

Capabilities 
- Information systems and technology capabilities (ISTC) 
- Customer service (CS) 
- Capacity to accommodate and grow the client’s business (CB) 
- Flexibility to handle unique requirements (FHR) 
- Responsiveness to unexpected problems (RUP) 
- The ability to meet or exceed promises (AMP) 

Quality 
- Service quality and performance, e.g. Six Sigma, ISO 9000 (SQP) 
- Commitment to continuous improvement (CCI) 
- Quality of the provider’s management team (QPM) 

Client Relationship 
- Availability (AV) 
- Subjective “feel” between the partners (SBP) 
- Service (SER) 

Labor relations 
- Human resource policies (HRP) 
- Availability of qualified talent (AQT) 

The above identified factors are considered as the relevant elements that are used 
to formulate an appropriate system of criteria for 3PL vendor selection. All the corre-
spondent evaluations are shown in Table 1. 
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Table 1. Correspondent evaluations of all the criteria 

Criteria Evaluation 
PR Actual prices 
FS Qualitative evaluation 
EX Qualitative evaluation 
LO Qualitative evaluation 
IS Qualitative evaluation 
ISTC Qualitative evaluation 
CS Percentage of customers’ satisfaction 
CB Qualitative evaluation 
FHR Qualitative evaluation 
RUP Qualitative evaluation 
AMP Percentage of untimely jobs 
SQP Qualitative evaluation 
CCI Qualitative evaluation 
QPM Qualitative evaluation 
AV Qualitative evaluation 
SBP Qualitative evaluation 
SER Qualitative evaluation 
HRP Qualitative evaluation 
AQT Qualitative evaluation 

2.4   AHP for Qualitative Data Evaluation 

Obviously, there are many criteria, such as FS and EX that cannot be evaluated with 
quantitative data directly and their evaluations usually are qualitative. In this step, all 
the qualitative evaluations should be transferred to quantitative values. The purpose of 
the AHP is to provide a vector of weights expressing the relative importance of those 
3PL alternatives for each qualitative criterion. 

AHP requires four steps: (1) structuring the hierarchy of criteria and alternatives 
for evaluation; (2) assessing the decision-makers evaluations by pairwise compari-
sons; (3) using the eigenvector method to yield priorities for criteria and for alterna-
tives by criteria; and (4) synthesizing the priorities of the alternatives by criteria  
into composite measures to arrive at a set of ratings for the alternatives. The scale  
of importance is defined in Table 2 according to Satty 1-9 scale [7] for pairwise 
comparisons. 

Table 2. Correspondent evaluations of all the criteria 

Intensity of important Definition 
1 Equal importance 
3 Moderate importance 
5 Strong importance 
7 Very strong  
9 Extreme importance 
2, 4, 6, 8 For compromise between the above values 
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2.5   DEA for Pairwise Comparison Judgment Matrices (PCJM) in AHP 

When evaluating alternatives with AHP, the number of the relevant sub-criteria for 
one goal should be less than 10, because of the burden of computation. In this step, all 
the quantitative data should be quantified with DEA for the establishment of PCJM 
which will be used in the final step. Let j  be the correspondent 3PL vendor 

( 1,2, , )j j n= L  and all the criteria can be divided into two groups: 

( 1,2, , )ijx i m= L — much smaller, much better. Criteria which present the in-

put factors in DEA. 

( 1, 2, , )rjy r s= L — much larger, much better. Criteria which present the output 

factors in DEA. 
Thus all the above criteria are divided into two groups as shown in Table 3. 

Table 3. Inputs and outputs of DEA 

Group Relevant Criteria 
Input PR, AMP 

Output 
FS, EX, LO, IS, ISTC, CS, CB, FHR, RUP, SQP, CCI, AV, 
SBP, SER, HRP, QPM, AQT 

 
Zhu et al. [16] proposed and developed a DEA method with preference. In all the 

criteria presented above, the decision-makers often have an order of preference. For 

any two 3PL vendors i  and j , the relevant efficiency ijE  and jiE  are calculated as 

the following models: 
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( ix : Input; iy : Output; ,ω μ : Weight vector; ε : Positive infinitesimal) 

In the above equations, there is a priority order in the last q  output factors:  

1 2s q s q su u u− + − +≥ ≥ ≥L  

Then the ratio of the relevant efficiency can be calculated as ij ij jia E E= , 

ji ji ija E E= , 1iia = . All the relevant pairwise comparisons can be calculated with 

this DEA method. 
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2.6   AHP for Final Evaluation 

In this step, all the pairwise comparisons calculated in Section 2.5 will be used to 
form a PCJM in order to perform the final evaluation with AHP. 

With all the pairwise comparisons, the PCJM for AHP evaluation is formed as  
following: 

12 1

12 2

1 2

1

1 1

1 1 1

n

n

n n

a a

a a
A

a a

=

L

L

M M O M

L

 

Then PCJM A should be used to calculate the maximum eigenvalue maxλ  and the 

eigenvector w . So the ranking of all the alternatives can give the decision-makers 
useful reference information. 

3   Case Study 

First we consider a problem of selecting a proper vendor in four 3PL vendors whose 
names are A, B, C and D ( 4n = ). This problem will be solved by the approach pre-
sented above. 

The data of all the criteria of the four 3PL vendors are shown in Table 4. All the 
qualitative evaluations have been transferred to quantitative data by AHP during the 
process presented in Section 2.4. 

Table 4. Data of the four 3PL vendors 

Criteria Vendor A Vendor B Vendor C Vendor D 
PR 500 550 1200 450 
FS 0.2736 0.1120 0.4915 0.1229 
EX 0.4954 0.2125 0.1001 0.1920 
LO 0.1469 0.0854 0.3851 0.3827 
IS 0.5086 0.1209 0.2668 0.1036 
ISTC 0.3954 0.1225 0.3676 0.1145 
CS 95% 75% 98% 80% 
CB 0.3472 0.1423 0.3829 0.1276 
FHR 0.1563 0.4078 0.0781 0.3577 
RUP 0.1879 0.2035 0.0606 0.5480 
AMP 5% 10% 3% 9% 
SQP 0.0729 0.1350 0.2521 0.5400 
CCI 0.4605 0.1340 0.1074 0.2981 
QPM 0.125 0.125 0.5 0.25 
AV 0.0813 0.1544 0.4758 0.2884 
SBP 0.4715 0.1083 0.1653 0.2550 
SER 0.2242 0.2242 0.0698 0.4818 
HRP 0.1815 0.0556 0.4589 0.3041 
AQT 0.1055 0.1860 0.4720 0.2365 
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Considering there is a priority order as presented above: 

CS EX SER FSu u u u others≥ ≥ ≥ ≥ , 

With the equations ijP  and jiP , the relevant PCJM A  can be calculated as: 

1.0000 1.1708 1.0000 1.0000

0.8541 1.0000 1.0000 0.8732

1.0000 1.0000 1.0000 1.0000

1.0000 1.1452 1.0000 1.0000

A =
 

The eigenvector of matrix A  can be calculated as the vector w : 

[ ]0.2598,0.2321,0.2498,0.2582
T

w = . Thus we can conclude that 3PL vendor A is better 

than 3PL vendor D, 3PL vendor D is better than 3PL vendor C and 3PL vendor C is 
better than 3PL vendor B. 

4   Remarks 

In Section 2.3, all the correspondent criteria are made by various logistics surveys and 
some practical projects. When there is a specific 3PL vendor selection problem, all 
these criteria can be selected according to the practical requirement of the decision-
makers. 

In Section 2.4, when using AHP to quantify all the qualitative evaluations, the 
opinions of the experts should be examined by the consistency ratio (CR) of each 
PCJM, which should be compared with the rule-of-thumb value of C.R (RCR). If the 
calculated CR is well below the corresponding RCR, it clearly implies that the deci-
sion maker is consistent in assigning pairwise comparison judgments. Otherwise, the 
PCJMs are invalid and should be reassigned by the decision maker [7]. When there 
are many selected 3PL vendors, using triangle questionnaire, improved nine-point 
scale and reformative pairwise comparison judgment matrices can improve the preci-
sion of this approach based on the AHP model [17]. 

In Section 2.5, the priority order is designed according to the opinion of the deci-
sion-makers. It should be pointed out that, if there are no priority orders, the final 
evaluation may not be performed normally. That is to say that, if there is no difference 
among the priorities of all these criteria, a vendor, who is the best in an unimportant 
criterion, may be evaluated in the same way as others. So decision-makers should 
choose their focused factors in order to evaluate effectively. 

5   Conclusion 

As explained in Section 1, 3PL vendor selection is an important problem. We first 
identify the relevant criteria for selecting a 3PL vendor. Then a procedure is estab-
lished and this methodology is generally effective to a 3PL vendor selection problem. 
After ascertaining all the criteria, AHP is used to quantify all the qualitative evalua-
tions and all these quantitative data are used to establish the final PCJM by DEA. 
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Then AHP is used again to find the global priority weights, which represent the final 
evaluations of all the alternatives.  

The proposed AHP/DEA model is applied to a 3PL vendor selection problem. In 
this case, we got the quantitative evaluations of all the 3PL vendors by using this 
vendor selection process. With the AHP/DEA model, the relevant subjective evalua-
tions can be transferred to quantitative values and this assessing process is more ob-
jective than the evaluation only with AHP. On the other hand, this method can also 
combine the subjective opinions of the decision-makers with quantitative data. Thus 
both the subjective opinions and quantitative data can be considered in evaluation at 
the same time. 

However, it should be noted that the computational burden would be increased 
with the increase in the number of criteria, as well as the number of vendors consid-
ered in the selection. This is one of the reasons that we suggested short-listing the 
number of vendors first and then applying the AHP/DEA model. 
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Gouvêa, Maria Teresa A. 92
Guo, Hong 463
Gutiérrez Vela, Francisco Luis 112
Guyennet, Hervé 51
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Santoro, Flávia Maria 92
Shen, Lianguan 384
Shen, Weiming 284, 394, 434
Shi, Dongcai 294
Shi, Hui 102
Shi, Meilin 151, 535
Shin, Byung-Chun 264
Song, Yijun 434
Sorli, Mikel 404
Su, Daizhong 215, 414, 483
Sun, Guozheng 493
Sun, Yuqing 525

Tacla, Cesar Augusto 21
Tan, Wen-An 606
Tang, Min 424, 626
Tang, Na 545
Tang, Weiqing 61
Tang, Yong 545
Tawfik, Hissam 554
Teng, Dongxing 445
Tong, Ruofeng 334
Tong, Yexin 235
Tsai, Min-Jen 194

Vivacqua, Adriana S. 244

Wang, Chen-Sheng 194
Wang, Hongan 445
Wang, Lihui 434
Wang, Ping 573
Wang, Shaomei 493
Wang, Weigang 1
Wei, Whei-Jane 122
Weng, Lin-Song 586
Wong, Yoke San 473
Wu, Baifeng 274
Wu, Huiyue 445
Wu, Lei 235
Wu, Mei 384

Xiong, Dandan 294
Xiong, Yu 215, 483
Xiong, Zhihui 455
Xu, Haishui 141
Xu, Zhaomin 375



Author Index 659

Yan, Yuhong 205
Yang, Chien-Yu 194
Yang, Hong-Tzer 586
Yang, Po-Yu 194
Yang, Shengwen 151
Yang, Zhen 82
Yao, Jialiang 554
Yin, Jianwei 294
Yong, Jianming 516
Yu, Jinqiao 504
Yu, Qiang 274

Zhan, Yinwei 141
Zhang, He 646
Zhang, Ji 82

Zhang, Kangkang 174
Zhang, Tiantian 254
Zhang, Wenyu 294, 334
Zhang, Yue 284
Zhao, Jian-Ming 606
Zhao, Wei 384
Zhao, Wenzhong 394
Zheng, Jinjin 384
Zheng, Li-ping 102
Zheng, Xiaoxi 493
Zheng, Yongjun 483
Zhou, Bo 636
Zhou, Mingjun 445
Zhou, Ziqiang 384
Zhu, Kun 274


	Frontmatter
	Creating a Team Building Toolkit for Distributed Teams
	A Model for Interaction Rules to Define Governance Policies in Collaborative Environments
	Perception of Centers of Interest
	Analytic Evaluation of Groupware Design
	{\itshape DynG}: A Protocol-Based Prototype for Non-monolithic Electronic Collaboration
	Towards an Optimistic Management of Concurrency: A Probabilistic Study of the Pilgrim Protocol
	A Conflict Resolution Methodology in a Large-Scale CSCD System
	The Role of Sketches in Supporting Near-Synchronous Remote Communication in Computer Supported Collaborative Design
	A Dynamic Scalable Video Conference System Based on SIP
	Recommendation as a Mechanism to Induce Participation in Communities of Practice
	Cooperative Template Mechanism for Cooperative Design
	Supporting Social Organization Modelling in Cooperative Work Using Patterns
	Case Study of Breakdown Analysis on Identification of Remote Team Communication Problems
	On-Demand Collaborative Work Environments Based on Grid Technologies for Virtual Projects
	Research and Implementation of E-Government Information Portal Based on Grid Technology
	Global Scheduling in Learning Assessment Grid
	Quality Assignments for WSDL-Based Services
	SWSAIF: A Semantic Application Integration Framework to Support Collaborative Design
	Automated Outsourcing Partnership Management Using Semantic Web Services
	A Collaborated Computing System by Web Services Based P2P Architecture
	Using Web Services to Control Remote Instruments for Online Experiment Systems
	A Web-Service Based Approach for Software Sharing
	A Web Service for Exchanging Procedural CAD Models Between Heterogeneous CAD Systems
	A Solution for Resource Sharing in Manufacturing Grid
	Using Agents to Detect Opportunities for Collaboration
	Carrying on Automatic Service Recommendation by Agents
	Development of an e-Engineering Framework for Automotive Module Design
	Towards a Systematic Conflict Resolution Policy in Multi-agent System: A Conceptual Framework
	Agent-Based Personal Assistance in Collaborative Design Environments
	A Distributed Collaborative Design Framework for Multidisciplinary Design Optimization
	Using a Middleware Agent to Bridge Standalone CAD Systems for Distributed and Collaborative Applications
	Distributed Intelligent Network Management Model for the Large-Scale Computer Network
	Content-Oriented Knowledge Modeling for Automated Parts Library Ontology Merging
	An Ontology-Based Functional Modeling Approach for Multi-agent Distributed Design on the Semantic Web
	A Computational Approach to Stimulating Creativity in Design
	Modelling Framework of a Traceability System to Improve Knowledge Sharing and Collaborative Design
	Recommendation for Team and Virtual Community Formations Based on Competence Mining
	Screen-Sharing Technology for Cooperative CAPP System in a Networked Manufacturing Environment
	Web Based Cooperative Virtual Product Design Environment Shared by Designers and Customers
	Research on Internet-Based System Architecture for Collaborative Product Development
	Distributed Product Design and Manufacturing Based on KBE
	Integration, Management and Communication of Heterogeneous Design Resources with WWW Technologies
	An Effective Approach to Compression and Transmission of Feature-Based Models
	FBD: A Function Block Designer for Distributed and Collaborative Process Planning
	Research on Collaborative Editing Environment for Conceptual Design of 3D Object
	Distributed Cooperative Design of Embedded Systems
	A Study on the an Application Integration Integrated Model Supporting Inter-enterprise Collaborations
	Research on Collaborative Application Portal of Mould and Hard Disk Drive Industry
	Collaborative Design and Manufacture Supported by Multiple Web/Internet Techniques
	An Approach of Virtual Prototyping Modeling in Collaborative Product Design
	Workflow-Centric Distributed Collaboration in Heterogeneous Computing Environments
	Internet-Based E-Learning Workflow Process
	Flexible Workflow Incorporated with RBAC
	Extending Cova Functionality to Support Business Processes
	Workflow Analysis Based on Fuzzy Temporal Workflow Nets
	Towards a Collaborative Urban Planning Environment
	Collaborative Virtual Learning Model for Web Intelligence
	Solving Consensus Measure of Ambiguous GDM Problems Using Vague Sets -- An Application of Risk Assessment
	Deployment of an Intelligent Dynamic Local Power Dispatch System Using LAN and Wireless Technology
	Study on Unified Metamodeling Framework Based on Down-Up Mechanism
	A Flexible Development Platform Supporting Zero-Time Enterprise Applications
	Process Data Management for the Shortening of the Whole Product Creation Process
	Real-Time Rain Simulation
	Reduce SW/HW Migration Efforts by a RTOS in Multi-FPGA Systems
	An AHP/DEA Methodology for 3PL Vendor Selection in 4PL
	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




